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ACOUSTICAL NEWS—USA
Elaine Moran
Acoustical Society of America, 500 Sunnyside Boulevard, Woodbury, New York 11797

Editor’s Note: Readers of this Journal are asked to submit news items on awards, appointments, and other activities about
themselves or their colleagues. Deadline dates for news items and notices are 2 months prior to publication.

James Candy elected IEEE Fellow

ASA Fellow James. V. Candy
was elected a Fellow of The Institute
of Electrical and Electronics Engi-
neers, Inc.~IEEE! ‘‘for contributions
to model-based ocean acoustic signal
processing.’’ The IEEE Fellowship is
bestowed upon a very limited number
of Senior Members to recognize their
worldwide achievements in electro and
information technology.

Dr. Candy is Director of the Cen-
ter for Advanced Signal & Image Sci-
ences at Lawrence Livermore National
Laboratory. He earned a B.S.E.E. at
the University of Cincinnati and
M.S.E. and Ph.D. degrees in Electrical

Engineering at the University of Florida in Gainesville.
James Candy is the current Chair of the ASA Interdisciplinary Tech-

nical Group on Signal Processing in Acoustics.

ASME International honors ASA members
ASA Fellow Andrew F. Seybert, professor in the mechanical engineer-

ing department of the University of Kentucky, and ASA Member Jason T.
Weissenburger, founder and president of Engineering Dynamics Interna-
tional, St. Louis, have been named Fellows of ASME International~The
American Society of Mechanical Engineers!. The Fellow grade is conferred
upon an ASME International member with at least ten years active engineer-
ing practice who has made significant contributions to the field.

Andrew Seybert earned his doctorate from Purdue University, West
Lafayette, IN. Jason Weissenburger earned his doctorate from Washington
University in St. Louis, MO.

ASA members receive NHCA Awards
The National Hearing Conservation Association~NHCA! announced

recipients of awards made at their recent meeting in Atlanta.
Dennis Driscoll of Associates in Acoustics in Evergreen, CO, was

awarded the Outstanding Lecture Award for his presentation entitled ‘‘Noise
Control Survey Procedures.’’

William W. Clark of the Central Institute for the Deaf in St. Louis,
MO, shared the Outstanding Poster Award with his coauthor, Nancy Nadler,
for their poster presentation entitled ‘‘From the Lab to the Living Room:
Are Noise Toys Hazardous to Hearing?’’

Daniel L. Johnson of Bruel, Bertrand and Johnson in Provo, UT, re-
ceived the NHCA Outstanding Hearing Conservationist award. Dr. Johnson
currently serves as the ASA Standards Director.

Award for Excellence in Noise Control
Engineering

The Institute of Noise Control Engineering has established an Award
for Excellence in Noise Control Engineering. An engraved plaque and an
honorarium of $3000 will be given to a person or group of persons from one
organization who has demonstrated an outstanding application of noise con-
trol engineering to a product or process that contributes to a quieter envi-
ronment.

It is essential for the nomination that the accomplishment be current
and its excellence clearly demonstrated. The accomplishment must be new
and must advance knowledge of noise control engineering technology. The
application should have a wide practical significance to noise control engi-
neering for a broad spectrum of the public.

Nominations for this award are presently being accepted. A nomina-
tion package is available from the Managing Director of the Institute of
Noise Control Engineering—USA, P.O. Box 3206 Arlington Branch,
Poughkeepsie, New York 12603; Telephone 1-914-463-0201; E-mail:
hq@ince.org. Nominations must be received by the INCE Managing Direc-
tor by July 31, 1999.

USA Meetings Calendar

Listed below is a summary of meetings related to acoustics to be held
in the U.S. in the near future. The month/year notation refers to the issue in
which a complete meeting announcement appeared.

1999
6–7 June 1999 SEM Spring Conference, Cincinnati, OH

@Katherine M. Ramsay, Conference Manager, Society
for Experimental Mechanics, Inc., 7 School St., Bethel,
CT 06801; Tel.: 203-790-6373; Fax: 203-790-4472;
E-mail: meetings@sem1.com#.

25–26 June 1999 Biomedical Imaging Symposium: Visualizing
the Future of Biology and Medicine, Bethesda, MD
@BECON Symposium Websitê http://www.nih.gov/
grants/becon/meeting99/index.htm#.

27–30 June ASME Mechanics and Materials Conference, Blacks-
burg, VA @Mrs. Norma Guynn, Dept. of Engineering
Science and Mechanics, Virginia Tech, Blacksburg,
VA 24061-0219; Fax: 540-231-4574; E-mail:
nguynn@vt.edu; WWW: http://www.esm.vt.edu/
mmconf/#.

6–11 July 1999 Clarinetfest, Ostend, Belgium@International Clari-
net Association, Keith Koons, Music Dept., Univ. of
Central Florida, P.O. Box 161354, Orlando, FL 32816-
1354#.

30 Sept.–2 Oct. Seventh Annual Conference on the Management of the
Tinnitus Patient, Iowa City, IA@Rich Tyler, Dept. of
Otolaryngology, Head and Neck Surgery, The Univer-
sity of Iowa, 200 Hawkins Dr., #E230 GH, Iowa City,
IA 52242-1078, Tel.: 319-356- 2471; Fax: 319-353-
6739, E-mail: rich-tyler@uiowa.edu, WWW:
http://www.medicine.uiowa.edu/otolaryngology/news/
news.html#.

7–10 Oct. Symposium on Occupational Hearing Loss, Philadel-
phia, PA @American Institute for Voice and Ear Re-
search, Attn: Barbara-Ruth Roberts, 1721 Pine St.,
Philadelphia, PA 19103, Tel.: 215-545-2068; Fax: 215-
735-2725. Deadline for submission of abstracts: 1
May#.

1–5 Nov. 138th meeting of the Acoustical Society of America,
Columbus, OH@Acoustical Society of America, 500
Sunnyside Blvd., Woodbury, NY 11797, Tel.: 516-576-
2360; Fax: 516-576-2377, E-mail: asa@aip.org;
WWW: asa.aip.org#.

2–4 Dec. ACTIVE 99, Fort Lauderdale, FL@Institute of Noise
Control Engineering, P.O. Box 3206 Arlington Branch,
Poughkeepsie, NY 12603, Tel.: 914-462-4006; Fax:
914-463-020; E-mail: INCEUSA@aol.com;
/users.aol.com/inceusa/ince.html#.

6–8 Dec. INTER-NOISE 99, Fort Lauderdale, FL@Institute of
Noise Control Engineering, P.O. Box 3206 Arlington
Branch, Poughkeepsie, NY 12603, Tel.: 914-462-4006;
Fax: 914-463-020; E-mail: INCEUSA@aol.com;
/users.aol.com/inceusa/ince.html#.
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BOOK REVIEWS

James F. Bartram
94 Kane Avenue, Middletown, Rhode Island 02842

These reviews of books and other forms of information express the opinions of the individual reviewers
and are not necessarily endorsed by the Editorial Board of this Journal.

Editorial Policy: If there is a negative review, the author of the book will be given a chance to respond to
the review in this section of the Journal and the reviewer will be allowed to respond to the author’s
comments. [See ‘‘Book Reviews Editor’s Note,’’ J. Acoust. Soc. Am. 81, 1651 (May 1987).]

The New Stereo Soundbook, Second Edition

Ron Streicher and F. Alton Everest

Audio Engineering Associates, Pasadena, CA.
xvi1266 pp. Price: $54.50.

The transmission of sounds using the conversion of acoustical energy
into electrical energy and then back again has been with us for over 130
years. The magnetic recording of these electrical manifestations of sonic
energy is about 100 years old. The start of the practical electroacoustic
recording of sounds for playback dates from the late 1920’s. The growth of
radio and the birth of the ‘‘talkies’’ spurred tremendous technological ad-
vancement in recording technology and also in microphone technology. The
technique of recording became important as the tools for recording became
more diverse.

Stereophonic recording, transmission and playback was ‘‘invented’’
by two different people at two different organizations. Alan Blumlein of
EMI invented a two-channel stereophonic system and coincident micro-
phone arrays that are the antecedents for today’s two-channel stereo music
recordings. Harvey Fletcher and his team at Bell Labs invented the three-
channel stereophonic system that has evolved into the three front channels
used for most motion picture soundtracks as well as for many home theater
motion picture releases.

Both of these systems strived to create the illusion of ‘‘being there.’’
Both systems depended, initially, on microphone selection, deployment and
recording~or in the case of the Bell Labs work, careful transmission! tech-
nique. Both systems depend on the psychoacoustics of the human hearing
system to achieve their goal.

Although the first edition ofThe New Stereo Handbookwas published
less than a decade ago, new release formats, as well as the growing sophis-
tication of the listening public, provided the authors with sufficient new
material to warrant, and almost require, a second edition. In its 14 chapters,
the second edition ofThe New Stereo Handbookprovides a concise yet
fairly comprehensive review of the history of stereo recording and repro-
duction, microphones and microphone techniques, binaural recording, and
the limitations, and the practical uses thereof, of the human auditory system.

The format of the book is logical and has a linear form, although some
subjects are covered only briefly. After a brief review of early stereophonic
efforts, the authors review the psychophysics of hearing and how these
aspects of hearing are used by stereophonic techniques to create the illusion
of sonic space and depth. Production techniques, including both the practical
implications as well as what can be termed philosophical implications, are
covered. Various stereo microphone techniques are also described. Other
concepts such as auditory spaciousness, coloration, as well as the listening
environment and the optimization of same are also examined.

Depending on the sophistication of the user, the progression one
makes through and of the book can be either tutorial, review, or introductory
in nature. The authors have provided a compact compendium of most of the
major and minor facets of stereophonic recording and human hearing and
perception. The first chapter of the book, ‘‘Early Stereophonics,’’ introduces
monaural, binaural, monophonic, stereophonic, and biphonic systems. A
very short and brief history of stereophonics, the advances of the 1930’s,
and both Blumlein’s and Fletcher’s work are presented.

In the next chapter, ‘‘How Stereo Information is Conveyed,’’ basic
concepts of the physics and physical nature of sound are presented. Mono-
phonic and stereophonic~two-channel! systems are then introduced in some
detail, with attention to time arrival and level differences. The concepts of
interaural coherence and spaciousness are introduced.

The human auditory system and how the brain perceives the various
acoustical cues received at the ears is dealt with in Chapter 3, ‘‘Stereo and
the Auditory System.’’ The lingua franca of hearing is presented. The audi-
tory system structure is very briefly covered, as is cochlear function and
mechanics. Masking and auditory filters, binaural masking, perceptual
space, binaural unmasking versus frequency, speech in noise, auditory canal
transfer function~s!, reflected sound and its audibility on music and speech,
first wavefront arrival effects, audibility of echoes and localization in the
medial plane as well as the vertical plane are succinctly reviewed.

Practical parameters in the recording of sound are then tackled in the
chapter titled ‘‘Philosophical and Pragmatic Approaches to Stereo.’’ Ques-
tions such as identifying the listener, what medium is to be used for the final
delivery of the material, when and where is the listener listening~while
shopping, at home, etc.!, and why is the listener listening are discussed.
Other decisions that should be addressed include are we recreating or cre-
ating an event and what is the perspective that the listener is to be presented
with. Then there are the technical considerations—amplitude limits and
limitations of both the recording and the playback systems, the dynamic
range of the original material, if applicable, and the dynamic range in the
listening environment, phase, bandwidth~spectrum! and distortion limits.
Recording formats, sonic versus visual images and the importance of re-
membering that any human endeavor is a compromise of physical~techni-
cal! and philosophical factors—in this case the authors state ‘‘illusion or
reality... you can’t have both.’’

The next three chapters~5, 6, and 7! deal with, respectively, ‘‘Two-
microphone Stereo Techniques,’’ ‘‘Binaural Recording and Reproduction,’’
and ‘‘Coincident-microphone Stereo Techniques.’’ In Chapter 5, phantom
center, phantom imaging, the ‘‘hole in the middle,’’ reverberation, critical
distance, and reverberation in mono versus stereo as well as basic stereo-
phonic perspectives versus multiple microphone systems are discussed.
Chapter 6 deals with equipment, recording reproduction via headphones and
loudspeakers, the problem of crosstalk, and dummy head developments. In
Chapter 7, intensity stereo, the ‘‘Blumlein’’ technique and stereo, polar
patterns,XY stereo, microphone matching, the mid/side~MS! technique,
advantages and disadvantages of each technique, as well as a critique of
other major coincident microphone techniques as well as subjective evalu-
ation of these techniques are clearly explained. A handy chart that presents
microphone polar patterns versus azimuth angle, pickup arc~23 dB and26
dB!, relative output at 90 and 180 degrees, angle~s! for zero output~if
applicable!, random energy efficiency~rejection!, and distance factor~reach!
allows for quick appraisal of the major microphone polar patterns.

The authors then spend a chapter on ‘‘Audibility of Reflections.’’ A
review of the audibility and filtering effects of reflections, in terms of dif-
ferent signals, angles and spectrums of several sounds is followed by a
discussion of the audible effects of these—what and where in time and
frequency are timbre, echo, spaciousness, multiple images, speech distur-
bance and loudness summation~temporal integration!. These are graphically
presented in three concise diagrams~from Floyd Toole!. Comb filtering and
critical bands as well as their influence and effect on coloration and spa-
ciousness, the comb filtering inherent in stereo microphone pickups, com-
mon comb filter producers~such as floor bounce! and the inevitable comb
filter produced by the stereo listening setup are presented for the reader to
ponder, i.e., how to minimize and how to use these.

Chapter 9 then considers spaced microphone arrays and techniques.
Common arrays—ORTF, NOS, OSS, and SASS—are reviewed as well as
what these initials mean. The authors then develop the actual arrangement of
the microphones and the effect of these on lateral imaging and phase~prob-
lems!. Interference~comb filtering! are again reviewed. The ‘‘Decca Tree’’
array is discussed as well as the use of auxiliary, or flanking, microphones.
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The authors then turn their attention to ‘‘Multimicrophone
Techniques’’—that is, those situations where panpots, nonreal time record-
ing, and mixdown are used—what is colloquially known as studio multi-
track recording. The authors then visit the basic ‘‘rules’’ of and for
microphones—directional patterns, reverberation rejection~random energy
efficiency!, and the variousX-to-1 ratios for the placement of microphones.
A short review of audio design using a film analogy is presented to demon-
strate how to build up a musical soundscape. Spot microphone technique as
well as the techniques that can be used in a closed recording session, as
opposed to a live session, and still create the illusion of a live performance,
are also offered.

Chapter 11 discusses several of the pseudostereo processes and effects
using monophonic source material. Among the processes reviewed are those
that use frequency response differences~Janovsky, 1948!, reverberation
chamber with and without delay~Schroeder, 1958; Lockner and Keet,
1960!, the use of comb filters~Lauridsen, 1954!, and, phase shifting
~Schroeder, 1961!. Surprisingly, the authors do not mention some of the
HRTF processes~such as SRS! in this discussion.

‘‘Auditory Spaciousness’’ is discussed in Chapter 12 in the context of
how a recording is perceived. Definition versus auditory spaciousness, de-
layed sound and spatial impression, reverberation~time and level! and spa-
ciousness, spaciousness in mono, the effect of lateral reflections, as well as
some of the psychoacoustic effects of and on spaciousness, are reviewed.
The authors expand a bit on the importance of the level of the reflections,
the spectrum of the reflections as well as the temporal characteristics of
reflections on the spaciousness of a recording~or room!.

A little bit more of the history of multi-dimensional and surround
sound systems is covered in the next chapter. In 1939, ‘‘Fantasound’’ was
the first commercial realization of a truly multi-channel sound system, by
Disney Studios, for the now classic film ‘‘Fantasia.’’ This and other three-
channel film formats, rear channel systems~such as Hafler, circa 1970!, and
the now ubiquitous four-channel film systems~based upon the old Sansui
Quadraphonic patents! are described. The full four-channel ‘‘Quad’’ system
~LF, RF, LR, and RR! favored by audiophiles using four-channel magnetic
tape, as well as the matrixed verions~4:2:4! used for the ill-fated ‘‘Quad’’
systems of the late 1960’s and early 1970’s~which, as alluded to above,
became very successful for commercial motion picture soundtrack use! are
also examined. The authors discuss how this led to the development of
consumer-based products for surround sound and ambience enhancement.
The authors also ask and then discuss the questions how many channels are
enough as well as how many channels do we need. From this a discussion of

Ambisonics~Gerzon circa 1970s! is launched with a fairly concise but com-
plete discussion of this technique, including the tetrahedral microphone ar-
ray used and the encoding and decoding of the signals captured by the four
microphone capsules in the array. Note that the Ambisonic technique also
captures information in the vertical plane, and this can be used for playback.
Binaural systems, production techniques for surround sound, ambience re-
cording, enhanced ambience recording~i.e., enhancing what is there!, local-
ization in recordings, monitoring, as well as surround sound and the illusion
of reality are briefly touched upon to close this chapter.

The final chapter is devoted to, and is titled, ‘‘Optimizing the Listen-
ing Environment.’’ The authors state that good listening is comprised of
three interlinked rings: equipment~both recording and reproduction!, human
perception, and, room acoustics. Expanding upon the brief discussion in
Chapter 8, the authors introduce the reader to the fact that sound acts dif-
ferently in an enclosure than outdoors, that the response of the room is
influenced by its physical dimensions~which lead to room modes—axial,
tangential and oblique!, the need for low-frequency control, and that in the
mid-high frequency range the effects of reflections~delay! can be
substantial—both in and on the room as well as on the human auditory
system. The point of this chapter is that don’t expect excellent listening
results from excellent recordings and equipment if the room is badly asym-
metrical and/or poorly treated with respect to reflections and low frequency
control.

The back of the book features an appendix which contains, an intro-
duction to as well as, Blumlein’s British patent #394,325—‘‘Improvements
in and relating to Sound-transmission, Sound-recording and Sound-
reproducing Systems,’’ a reading of which is in itself illuminating and in-
formative almost 70 years after its filing. A glossary and index follow.

To close, the new edition is larger that the original which makes for
easier reading. The second edition also has a list of references following
each chapter, that which, while brief, contain many useful books and articles
that deal with the subject matter in greater depth.

The New Stereo Handbook, second edition, is a useful reference book
in itself to not only practitioners of the recording arts, but also to the end-
users, that is the listeners, of recordings.

NEIL A. SHAW
Menlo Scientific Acoustics, Inc.
Topanga, California
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Sound radiation from a line forced perforated elastic
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Department of Mathematics, University of Manchester, Oxford Road, Manchester M13 9PL,
United Kingdom

~Received 16 April 1998; revised 31 October 1998; accepted 11 March 1999!

Composite barriers, consisting of thin plates separated by light matrix structures, are widely used for
fuselage construction in the aircraft industry, and in partitions in the building trade. The acoustical
properties of such materials can vary considerably by altering the interior geometry, and
perforations can be added to one or both sides. With perforations the interior cavities can act as
Helmholtz resonators, causing a substantial modification to the overall transmission and reflection
properties of such barriers. Leppington@Proc. R. Soc. London, Ser. A427, 385–399~1990!# devised
an effective boundary condition for a perforated sandwich plate structure, valid in the limit of low
frequency ~acoustical waves long compared with the typical dimensions of the hole/cavity
construction!, and obtained transmission and reflection coefficients for infinite planar structures.
This article investigates the radiation properties of perforated sandwich plates by examining a
simple infinite one-dimensional model~employing Leppington’s effective boundary condition!
which is loaded by a line force or moment. The radiated far field, and unattenuated subsonic plate
wave coefficients, are found explicitly, and are plotted over a range of frequencies for two physical
configurations, namely an aluminum plate in water and in air. It is revealed that, unlike the usual
thin plate equation, the model discussed herein has two bi-directional unattenuated plate waves, and
for the structure in air the two waves are of similar magnitude over most frequencies. Surprisingly,
these amplitudes are shown to become very large at a frequency below that of the structure’s
Helmholtz resonance frequency. Further, the field radiating into air is also significantly modified by
the cavity/perforations well away from the Helmholtz frequency. ©1999 Acoustical Society of
America.@S0001-4966~99!04006-0#

PACS numbers: 43.20.Fn, 43.30.Jx, 43.40.Dx, 43.40.Fz@CBB#

INTRODUCTION

Sound transmission through panels has long been a sub-
ject of importance in a variety of applications, including
room acoustics1 and aeroacoustics. In the latter application,
for instance in the fabrication of aircraft fuselages, the bodies
are often of a sandwich construction composed of two thin-
plates separated by stiffeners or ribs in between.2 The trans-
mission and reflection of sound waves through the sandwich
structure is determined by the properties of the plates and the
enveloping fluid. In aircraft, and in particular helicopter de-
signs, it is usually the case that sound transmission is re-
quired to be minimized over a specific range of frequencies.
Sound transmission can be a ameliorated to some extent by
adding perforations to one or both sides of the flexible
structure.3,4 Leppington5 examined the simple but physically
realistic model of a perforated sandwich panel; namely one
constructed of a honeycomb cellular structure~usually made
of thin foil or similar material! bounded by two planar thin
elastic plates. Perforations were included on one side of the
structure. Leppington’s model can accommodate variations
in size of the cavities, number of perforations as a fraction of
the number of cavities, perforation hole size, etc. The only
restriction on the model is that the wavelength of the acous-
tic waves is long compared with the length scales of the
composite structure, i.e., cavity width and height, thickness
of thin plates and perforation hole size. In this limit the
sound field will experience the ‘‘averaged’’ effect of the

sandwich structure rather than scattering/radiation from the
individual cells. Leppington exploited this fact to solve the
transmission and reflection problem, of long waves incident
on the sandwich structure, by the method of matched
asymptotic expansions. He showed that the cavities with
small holes behave as individual Helmholtz resonators which
dramatically alter the pressure field on the perforated~upper!
side of the plate near the resonance frequency. The upshot is
that away from a resonance the barrier behaves as a single
elastic plate~in the long wavelength limit!, with fluid on both
sides, but near the Helmholtz frequency the sound transmis-
sion is significantly reduced with almost all energy reflected.
In the latter case it is as if there is no fluid above the barrier.

In his article, Leppington5 concluded with the derivation
of a new plate equation which included the effects of the
cavities and perforations. This reproduced his results found
by matching, and is a very useful approximate boundary con-
dition that can be employed in more complicated model
problems. In particular, it is important to understand how the
sandwich panel scatters acoustic waves as well as its trans-
mission and reflection properties. In the former case only can
energy be fed into the flexural wave mode of the structure
and this could have significant consequences on the sound
field above and below the composite plate. Jones6 discussed
the canonical scattering problem of a semi-infinite sandwich
panel attached to a rigid half-screen and irradiated by plane
waves from below. Unfortunately, the semi-infinite geometry
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adds significantly to the mathematical complexity, and the
boundary value problem is reduced to a matrix Wiener-Hopf
problem. Such equations cannot, in general, be solved ex-
actly ~see, for example, Ref. 7!, although an approximate
procedure has recently been presented by the author8 which
can be applied9 to the class of matrices to which the one
examined by Jones6 belongs. However, Jones merely re-
stricted attention to the case when the effect of the perfora-
tions almost vanished, and hence obtained a perturbation so-
lution for which the standard scalar Wiener-Hopf technique
is applicable. Jones did not obtain any numerical results.

On reexamining Jones’ model problem using the method
described in Ref. 9 by the author, and performing a numeri-
cal investigation over all values of the perforation parameter
t, various results regarding the scattered field and traveling
plate waves were deduced. These were sufficiently
perplexing10 to justify appraisal of a simpler radiation prob-
lem, which avoids the complexity of a Wiener-Hopf analy-
sis. In particular, we demonstrate that Leppington’s plate
model5 has two unattenuated wave modes for all nonzero
values of the fluid/plate parameters. Apparently, this result
has hitherto not been noticed by others. The problem to be
discussed here consists of an infinite planar perforated elastic
plate immersed above and below in a compressible station-
ary fluid. A time-harmonic line force provides the excitation
and we seek the cylindrically radiating sound field plus the
coupled surface wave terms. The paper is constructed as fol-
lows: in the following section the boundary value problem is
posed, and in Sec. II the dispersion relation for unattenuated
waves on the perforated plate is derived and then shown to
have two real roots. In Sec. III the boundary value problem is
solved by recourse to Fourier transforms, from which the
radiated far-field and plate wave coefficients are deduced. In
the final section we examine the behavior of these quantities
for variations in the numerical values of parameters~consis-
tent with physical models! and concluding remarks are of-
fered.

I. THE BOUNDARY VALUE PROBLEM

The boundary value problem is summarized in Fig. 1. It
consists of a compressible, stationary fluid occupying the
whole of space, outside of the plate, for which time-
harmonic small disturbances are governed by

]2f

]x2
1

]2f

]y2
1

]2f

]z2
1

v2

c0
2

f50. ~1!

Here (x,y,z) are dimensional Cartesian coordinates,
f(x,y,z,t) is the velocity potential of the acoustic perturba-

tion, v is the oscillation radian frequency, andc0 is the
sound speed in the fluid at rest. The fluid pressure fluctua-
tions, p, and the density fluctuations,r, are related to the
potential via

p~x,y,z,t !5c0
2r~x,y,x,t !5R$r0ivf~x,y,z!e2 ivt%,

~2!

wherer0 is the ambient fluid density, and similarly the ve-
locity fluctuations are

u~x,y,z,t !5R$“f~x,y,z!e2 ivt%. ~3!

For brevity we omit the exponential time-factor and real part
braces until the end.

Omitting all details regarding the derivation of an effec-
tive boundary condition for a perforated elastic plate~instead
referring the reader to the article by Leppington5!, we state
the equations for a structure consisting of two thin elastic
plates, each of bending stiffnessB, densityrp and thickness
h, separated by a light but acoustically rigid honeycomb
structure of widthd. Round perforations of hole size 2a are
included on the top plate, and for the sake of mathematical
simplicity, the honeycomb arrangement is taken so that each
cavity is a cuboid with heightd, and widths in thex and z
directions ofd1, as shown in Fig. 1. Then, forkd!1, kd1

!1, kh!1, ka!1 wherek5v/c0, we find that the compos-
ite plate structure satisfies~see, e.g., Ref. 11!

H 2BS ]2

]x2
1

]2

]z2D 2

22v2rphJ h~x,z!2F~x,z!

5 ivr0f~x,02,z!2 ivr0f~x,01,z! ~4!

on y50, in whichh(x,z) is the deflection of the plate in the
y ~vertical direction! and the right hand side is the pressure
jump across the plate@i.e., 01 (02) indicates thaty goes to
zero from above~below!#. The functionF(x,z) is the im-
posed plate forcing to be specified later. The vertical velocity
of the plate must equal the fluid velocity on the plate’s un-
derside, but the holes on the top plate means that this is not
so in general for the fluid velocity above. Hence,

h~x,z!5
i

v

]f

]y
~x,02,z!, ~5!

and the pressure above the plate is related to the jump in
velocity across the structure5 via

]f

]y
~x,01,z!2

]f

]y
~x,02,z!1ktf~x,01,z!50 ~6!

in which the perforation parametert is

t52 f kda/@2a2k2V#, ~7!

f is the fraction of cells with apertures,V is the volume of
each cell andd, a are the plate spacing and perforation hole
radius, respectively. For the cuboid cavities mentioned
above, with a single hole in each one, we find

t52kda/@2a2k2dd1
2#, ~8!

and note that the cavities resonate~Helmholtz resonance!
whent→`, or when

FIG. 1. The perforated plate construction.
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k25
2a

dd1
2
⇒v5A2a

d

c0

d1
. ~9!

It is worth observing from~9! that the constraint

kd1!1 ~10!

remains valid at or near a Helmholtz resonance if and only if

a!d. ~11!

Note that in the Leppington model used above the long-
wavelength assumption allows the sandwich plate to be ap-
proximated by one of infinitesimal thickness@~4! and~6!#; by
this means, all the details of the perforations and cell geom-
etry are conveniently wrapped up in the single parametert.
As t→0 then the perforation’s influence vanishes and we
recover the usual flexural thin-plate equation, across which
the fluid velocity is continuous. As already stated, larget
indicates that a Helmholtz resonance is approached, so that
the perforations have a significant effect on the fluctuating
field. Here we taket real, indicating that the flow in the
cavity is lossless. However, if viscous motions through the
apertures are assumed, thent will be complex, which will
limit the maximum size ofutu. Other effects could also be
included without difficulty, such as two or more different
families of cavities, each yielding a different resonance
value, i.e.,utu will have multiple peaks when plotted over
wave number.

As a final step in posing the problem, it is convenient to
nondimensionalize using the acoustic wavelength and sound
speed

~ x̄,ȳ,z̄!5~kx,ky,kz!, f̄ j5
k

c0
f j , j 51,2, ~12!

where we writef0 (f1) as the acoustic potential below
~above! the composite plate. Also, for the purposes of this
article, we take a simple line force and bending moment
acting upon the plate onx̄50, ; z̄. Thus, the forcing and
plate geometry are independent ofz̄ and so the boundary
value problem may be considered as two-dimensional, the
( x̄, ȳ)-plane. Summarizing, and dropping the overbars on the
dimensionless variables for convenience, we have

S ]2

]x2
1

]2

]y2
11D f0~x,y!50, y<0, 2`,x,`, ~13!

S ]2

]x2
1

]2

]y2
11D f1~x,y!50, y>0, 2`,x,`, ~14!

and on the plate

S ]4

]x4
2m4D ]f0

]y
1a~f12f0!5Ad~x!1Bd8~x!,

y50, 2`,x,`,
~15!

with the fluid velocity jump determined by

]f1

]y
2

]f0

]y
1tf150, y50, 2`,x,`. ~16!

Here, them anda are

m45
rphc0

4

v2B
, a5

r0c0
5

2v3B
, ~17!

which, with t defined in ~8!, give three nondimensional
fluid/structure coupling parameters for the problem. Note
that m is the~dimensionless! wave number of free waves on
the platein vacuo. The first term on the right hand side of
~15! is a line force of magnitudeA and the second is a bend-
ing moment of strengthB @d(x) is the usual generalized
function and the dash denotes differentiation with respect to
its argument#. These coefficients,A andB, can be chosen as
desired. Equations~13!–~16!, together with the condition of
outgoing waves at infinity constitute the boundary value
problem to be solved.

II. UNATTENUATED PLATE WAVES

To examine free plate modes for the homogeneous
coupled/plate system it is convenient to try the following
form for a surface wave:

FIG. 2. Roots of the dispersion rela-
tion ~23! given by the intersection of
the function on the right~dashed line!
and left~solid line! hand sides of~24!.
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fs5eisx2g(s)uyu3H a, y.0,

b, y,0,
s real. ~18!

Clearly ~by direct substitution! fs satisfies~13! and ~14! if

g2~s!5s221, ~19!

and so the wave will decay exponentially away from the
plate if and only if

usu.1, ~20!

or g(s)5(s221)1/2.0. For usu,1 theng(s) is pure imagi-
nary, and so~18! represents a plane wave which takes energy
away from the plate. Hence, for study of surface waves in
which the energy is constrained close to the plate the condi-
tion ~20! is required. Substituting~18! into the homogeneous
form of ~15! yields

~s42m4!g~s!b1a~a2b!50 ~21!

and similarly~16! gives

2g~s!~a1b!1ta50. ~22!

The two equations yield a nontrivial solution if and only if
the determinant vanishes:

K~s!5@~s42m4!g~s!2a#~t2g~s!!1ag~s!50, ~23!

the left hand side of which is referred to as the dispersion
relation fors. Rearranging gives an alternative form of con-
straint ons, namely

~s42m4!g~s!22a

~s42m4!g~s!2a
5

t

g~s!
. ~24!

The last expression is useful as it is simple to examine the
limiting casest→0, t→`. As t→0 the equation reduces to

~s42m4!g~s!22a50, ~25!

whereas fort→`,

~s42m4!g~s!2a50, ~26!

which correspond to the usual thin-plate dispersion relations
when the fluid is on both and one side, respectively~see, e.g.,
the article by Cannell12!. This is as it should be; whent
→0 the perforations are closed yielding the usual plate equa-
tion, but ast→` the perforation flow is large and so the
effect of the fluid above the plate becomes negligible.

For all values ofm, a, it is known that~25! and ~26!
each have one and only one positive real root~and one real
negative root due to even behavior ins) at s2* , s1* say,
respectively, wheres2* .s1* . To see this, plots42m4 and
c/g(s), c.0, againsts for s>1. As the first function is
monotonic increasing with a finite value ats51, and the
second is monotonic decreasing with value1` at s51, then
there is clearly one unique point of intersection for arbitrary
real values ofm andc (.0). The full dispersion curve can
now be examined by plotting the left hand side~unbroken
curve! and right hand side~dashed curve! of ~24! for s.1 in
Fig. 2. Again, it is easy to prove that the form of the function
on the left hand side is as shown for all values ofa, m and
the dashed curve is for a finite nonzero value oft. That is,
there are two, and two only, points of intersection corre-

sponding to two rootss1 , s2, say, of the original dispersion
equation~23!. In fact, a little elementary calculus shows that
the unbroken curve may, inusu.1, have a turning point at
the locationA(21A$415m4%)/A5, which is always to the
left of the point of divergence in Fig. 2,s1* , but this does not
alter the number of roots of~24!. As t→0 the dashed curve
moves down, hence moving the intersection points~roots! to

t→0, s1→1, s2→s2* . ~27!

As will be shown in the next section, whent50 the root
s151 in fact gives no contribution, hence recovering the
single plate unattenuated mode for the case of no perfora-
tions. Ast→`, the dashed curve is pushed upwards, yield-
ing roots at

t→`, s1→s1* , s2;t. ~28!

Again, it will be shown that thes2 plate wave term has
vanishing coefficient ast→`, hence recovering just the
single unattenuated plate wave term,s1* .

It is to be stressed that for all values ofa, m, t the
dispersion relation~24! yields two, and two only, positive
real roots. One can be assigned to be a modified form of the
unperforated plate wave number, but the other is entirely
new and until now undiscovered. The purpose of the follow-
ing sections is, for a typical boundary value problem, to see
if the new plate wave term has a contribution to the sound
field of the same order as the usual plate wave term~or
perhaps larger! for typical values of fluid/plate parameters. If
it has, then the effect of the perforations can be seen as
significant on the scattered/radiated field in such models.

III. SOLUTION OF THE BOUNDARY VALUE PROBLEM

To solve the system of equations~13!–~16! it is conve-
nient to define the Fourier transform pair

F~s!5E
2`

`

f ~x!eisxdx, ~29!

f ~x!5
1

2pECF~s!e2 isxds, ~30!

where C is the contour running along the real line, from
2` to 1`, indented above any singularities on the negative
half-line and below those occurring on the positive half-line
~see Fig. 3!. The reason for passing above~below! singulari-
ties on the left~right! hand part of the real line is that, for the
given time dependence, wave terms will be recovered that
are outward propagating andnot incoming. The Fourier
transform of the reduced wave equations~13! and ~14! is

d2F j

dy2
~s,y!1~12s2!F j~s,y!50, j 50,1, ~31!

which has the bounded/outgoing solution

F0~s,y!5C~s!eg(s)y, y<0, ~32!

F1~s,y!5D~s!e2g(s)y, y>0, ~33!

with g(s) as given by~19!. Hereg(s) is made single valued
by cutting the plane froms51 to 1` in the first quadrant

3012 3012J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 I. David Abrahams: Perforated sandwich panel



and s521 to 2` in the third quadrant, as shown by the
dashed lines in Fig. 3, and choosingg(0)52 i . Theng(s) is
negative imaginary fors real andusu,1, which implies that
~32! and ~33! are outgoing asy→2`,1`, respectively, in
view of the chosen time dependence~2!. Also, for usu.1
then g(s).0 and soF0 and F1 decay exponentially asy
→2`,1`, respectively.

The Fourier transform of the perforated plate equations
~15! and ~16! gives

~s42m4!
dF0

dy
1a~F12F0!5A2 isB, ~34!

dF1

dy
2

dF0

dy
1tF150 ~35!

on y50, which allowsC(s) andD(s) to be determined by
direct substitution of~32! and ~33!. This yields

g~s!~s42m4!C~s!1a~D~s!2C~s!!5A2 isB, ~36!

2g~s!~D~s!1C~s!!1tD~s!50, ~37!

or inverting gives

S C~s!

D~s!
D 5

1

K~s! S t2g~s! 2a

g~s! g~s!~s42m4!2a D
3S A2 isB

0 D , ~38!

whereK(s) is the dispersion function written in~23!. The
solution to the problem is therefore given by the inverse
transforms:

f0~x,y!5
1

2pEC~
t2g~s!!~A2 isB!

K~s!
e2 isx1g(s)yds,

y<0, ~39!

f1~x,y!5
1

2pEC
g~s!~A2 isB!

K~s!
e2 isx2g(s)yds, y>0,

~40!

in which C runs from2` to 1` on the real line but passing
above the branch point at21 and the simple poles at
2s1 , 2s2 @zeros ofK(s)], and below the branch point at
11 and the poles ats1 , s2 ~see Fig. 3!.

The most useful information to extract from the inverse
integral representations is the far-field cylindrical wave pat-
tern and the amplitudes of the unattenuated surface waves.
The former is obtained by determining the contribution from
the integral at the saddle point~when r 5x21y2→`). To
achieve this end we write

x5rcos~u!, y5rsin~u!, 2p,u,p, ~41!

and introduce the transformation

s52cos~ uuu1 iu !, ~42!

which mapss50 to the pointu5 i uuu2 ip/2. Thus

g~s!52sin~ uuu1 iu ! ~43!

has the correct value (2 i ) at the image point ofs50, and
the exponents of the integrands in~39! and ~40! become

2 isx2g~s!uyu5 ir cosh~u!. ~44!

The saddle point occurs at

u50⇔s52cosuuu, ~45!

which lies between the image of the branch points, and the
path of steepest descent from this point is the curve given by

R$cosh~u!%51. ~46!

The contour of integrationC is deformed into the steepest
descent pathS, shown in Fig. 3 foruuu.p/2, which, in the
u-plane, is the path starting at2 ip/22` passing through
the origin at an angle ofp/4 radians to the real line, and
ending at1 ip/21`. Then, by the usual arguments~see,
e.g., p. 34 of the monograph by Noble13!, asr→`,

f0~r ,u!;D~u!
eir 1 ip/4

A2pr
, 2p<u<0, ~47!

f1~r ,u!;D~u!
eir 1 ip/4

A2pr
, p>u>0, ~48!

with

D~u!5
sin~u!~A1 iBcos~u!!

K~2cos~u!!

3H ~2 i t2sin~u!!, 2p<u<0,

sin~u!, p>u>0.
~49!

Note, whent50, then the potential field is odd iny, i.e.,
f0(r ,2u)52f1(r ,u) as expected, and ast→`, f1(r ,u)
5O(1/t) and

f0~r ,u!;
2 isin~u!~A1 iBcos~u!!

@ i ~cos4~u!2m4!sin~u!2a#

eir 1 ip/4

A2pr
,

p<u<0. ~50!

In the deformation of~39! and ~40! from C to the steepest
descent pathS the poles corresponding to the unattenuated
surface waves are crossed for values ofuuu sufficiently close

FIG. 3. The inverse transform pathC of ~30! passing above the branch point
at 21 and the simple poles at2s1 , 2s2, and below the branch point at11
and the poles ats1 , s2. The branch cuts are denoted by dashed lines, and the
steepest descent path foru.p/2 is shown asS.

3013 3013J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 I. David Abrahams: Perforated sandwich panel



to 0 orp. Picking up the residue contribution at these poles,
s1 , s2, gives

fsj
~x,y!5

i ~A1 isjsgn~x!B!

K8~sj !
eisjx2g(sj )uyu

3H g~sj !, y.0,

t2g~sj !, y,0,
~51!

for j 51,2, wheresj are the two positive real roots ofK(s)

50, ~23!, K8(sj ) is the derivative ofK(s) evaluated atsj ,
and, as expected, the applied force,A, and couple,B, yield
even and odd behavior, respectively, inx. It will prove useful
later to define the plate wave coefficientPj as

Pj5
ig~sj !~A1 isjsgn~x!B!

K8~sj !
. ~52!

We can confirm directly from expression~51! that, as

FIG. 4. Polar plots of the scaled amplitude of the far-
field diffraction coefficient~49!, uD(u)u31015/ f 3, for
an aluminum plate in water@parameter values as in
~53!–~57!#. The curves are for frequencies 500 Hz
~solid line!, 1 KHz, 2 KHz, and 3 KHz~largest dash
size!, and forcing coefficients are~a! A51, B50, and
~b! A50, B51.
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t→0, the lower wave number roots1 ~which tends to unity
in this limit! has amplitude which goes to zero. Similarly, as
t→`, the upper roots2;t, K8(s2);2t5, and sofs2

→0.
Thus, in both limits only a single plate wave is recovered.
This completes the solution of the boundary value problem,
and in the following section we will numerically evaluate the
far-field ~47!, ~48! and plate wave terms~51! for a physically
realistic range of values.

IV. NUMERICAL RESULTS AND CONCLUDING
REMARKS

For brevity we will confine attention to a couple of sets
of physically reasonable values for the nondimensional pa-
rameters. The composite plate will be taken to be made of

aluminum, with a thin acoustically rigid honeycomb spacer
~of cuboid shape! in between; the values of the plate/cavity
constants are

rp52.83103 Kg/m, h52.531023 m,
~53!

E57.431010 N/m2,

n50.33, d5231022 m, d15231022 m ~54!

~see Fig. 1!, which are typical for normal engineering appli-
cations. Note thatE and n are Young’s modulus and Pois-
son’s ratio, respectively, for the plate, from which we can
deduce the bending stiffness:

FIG. 5. Plate wave amplitudes~52! uP1u ~dashed line corresponding to roots1), uP2u ~solid curve for roots2) versus frequency,f, for an aluminum plate in
water. Forcing coefficients are~a! A51, B50, and~b! A50, B51.
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B5
Eh3

12~12n2!
5108.13 N m. ~55!

Also, each cavity is assumed to have a single round perfora-
tion of radius

a5131023 m. ~56!

The embedding fluid is taken in the first instance as water,
with density and sound speed

r05103 Kg/m3, c051439 m/s, ~57!

and so

m;289/f 1/2, a;32717m4/ f , t;
3621f

A10~362122 f 2!
~58!

in which f is the frequency of the forcing term. Note that we
take f to lie below the Helmholtz frequency, 3621 Hz, in
view of the assumptions used in Sec. I.

Figure 4~a! and ~b! offer plots of the modulus of the
far-field diffraction pattern,uD(u)u, over all u (2p,u
,p) for the aluminum plate in water and taking the loading,
respectively, as a unit force,B50, A51, and unit moment
A50, B51. Each polar plot gives four different values of
forcing frequency, f 50.5,1,2,3 KHz ~the corresponding
t50.0445,0.0945,0.251,0.8354, respectively! and are
marked in increasing dash size. The different curves are
scaled using the factor 1015/ f 3 purely to allow them to be
drawn on the same figure. As can be deduced fromuD(u)u,
the first field is dipole in form, whereas Fig. 4~b! exhibits
quadrupole structure. The lobes iny.0 are roughly the same
size as those iny,0, i.e., the energy radiated above and
below is more-or-less equal, except when the frequency ap-

FIG. 6. Polar plots of the scaled amplitude of the far-field diffraction coefficient~49!, uD(u)u3105/ f , for an aluminum plate in air@parameter values as in
~53!–~56! and ~59!#. The curves are for frequencies 200~solid line!, 600, 764, and 800~largest dash size!, and forcing coefficients are~a! A51, B50, and
~b! A50, B51.
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proaches the Helmholtz resonance value. Clearly the only
significantly asymmetric curve is the one forf 53 KHz. Re-
lated to Fig. 4 are the corresponding plate wave amplitude
moduli uPj u ~52!, whereA51, B50 in Fig. 5~a!, A50, B
51 in Fig. 5~b!, and j 51,2 relates to the two plate wave-
numberss1 , s2 (s1,s2) from ~23!. These figures strongly
indicate the fact that the perforations are unimportant over
most of the frequency range, that is,s1 has negligible ampli-
tude in comparison withs2, recognizable as the usual thin-
plate wave component. So, the effect of the perforations on
the radiated and plate wave fields only becomes important at
frequencies very close to the Helmholtz resonance value.

The above figures could perhaps indicate the lack of

necessity for including a complicated perforated plate model
except very close to the Helmholtz value. However, it is
worth investigating the problem in a different physical situ-
ation, namely for an aluminum plate in air. Keeping plate/
cavity values as those in~53!–~56!, the fluid density and
sound speed are now taken as

r051.2 Kg/m3, c05330 m/s, ~59!

respectively. This gives the three dimensionless constants as

m;66/f 1/2, a;9m4/ f , t;
830f

A10~83022 f 2!
~60!

FIG. 7. Plate wave amplitudes~52! uP1u ~dashed line corresponding to roots1), uP2u ~solid curve for roots2) versus frequency,f, for an aluminum plate in
air. Forcing coefficients are~a! A51, B50, and~b! A50, B51.

3017 3017J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 I. David Abrahams: Perforated sandwich panel



in terms of the frequencyf, and the structure has a Helmholtz
resonance value of 830 Hz. The far-field amplitude plots,
uD(u)u, for line force (B50) and moment (A50) are given
in Fig. 6~a! and ~b!, for frequency f 5200 ~continuous
curve!, 600, 764, and 800 Hz~largest dash size! ~correspond-
ing t values are 0.08, 0.48, 1.9, and 4.3, respectively!. The
amplitudes have again been scaled, this time by the factor
105/ f , in order to show the curves with approximately simi-
lar size in one figure. Notice that, despite the scaling factor
decreasing withf, the curves increase in size in the region
y,0. However, there is a marked diminution in value of the
ratio of energy flow above the plate as compared with radi-

ated energy below as the frequency increases. Not only can
the cavity perforations be seen to be important in terms of
the energy partitioning for frequencies above say 200 Hz, but
in the line force case the remarkably uniform field~in u) in
y.0 is significantly modified asf, and hencet increases.
This is to be contrasted with the field iny,0, and Fig. 4~a!
and ~b! which do not exhibit any noticeable ‘‘beaming’’ ef-
fect. Most marked are the two noticeable lobes iny.0, in
Fig. 6~b!, whose angle of radiation increases with frequency.

Turning now to the plate wave coefficients~52!, these
are computed for the parameter values~53!–~56! and ~59!
over the range of frequencies below resonance. As before, in

FIG. 8. Polar plots ofuD(u)u ~49! for an aluminum plate in air, with parameter values as in~53!–~56! and ~59! and fixed frequencyf 5500 Hz but with
varying perforation parametert. The curves are for values oft5 0 ~solid line!, 1, 2.75, and 4~largest dash size!, and forcing coefficients are~a! A51, B
50, and~b! A50, B51.
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Fig. 7~a! and ~b! the curve corresponding to the small wave
numbers1 is dashed, and the higher root,s2, which becomes
the usual propagating wave number ast→0, is the solid
line. Immediately noticeable is the fact that, unlike the alu-
minum plate/water case@Fig. 5~a! and ~b!#, the coefficients
take comparable values over most of the range of the ordi-
nate. Therefore, energy partitioning has been affected by the
modified plate model well away from the Helmholtz reso-
nance value. Indeed, Fig. 7~a! shows that the new wave (s1)
coefficient actually exceeds that ofs2 at about 540 Hz~when
t is just 0.357!. However, the most significant, and unex-
pected, feature of graphs 7~a! and ~b! is the presence of a
very large peak at about 764 Hz@hence the reason for taking

this as one of the values in Fig. 6~a! and~b!#. This apparent
‘‘resonance’’ phenomenon does not seem to be easily attrib-
utable to any physical confluence of natural frequencies, etc.
Nevertheless, at or very close to this value both wave modes
attain very large~but finite! amplitudes, greater than 100
times larger than amplitudes at 200 Hz~corresponding to 104

times the energy in these surface waves!! Note that this is
true for both traveling wavess1 , s2, and for arbitrary forcing
~any values ofA, B).

To illustrate the ‘‘pseudo-resonance’’ phenomenon a
little more clearly, it is interesting to plot the radiated far-
field and plate wave coefficients, at a fixed frequency, over a
range oft values. This is tantamount to varying the cavities’

FIG. 9. Plate wave amplitudes~52! uP1u ~dashed line!, uP2u ~solid curve! versus perforation parametert, for an aluminum plate in air. Forcing coefficients are
~a! A51, B50, and~b! A50, B51.
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resonance parameters, such as by altering the perforation ra-
dius or cavity interior lengths. In Fig. 8~a! and~b!, uD(u)u is
plotted unscaled at a frequency of 500 Hz for fourt values:
0 ~solid line!, 1, 2.75, 4~largest dashing!, and for the two
cases of line force and moment loadings, respectively.
Clearly, the radiated field into the regiony,0 is remarkably
insensitive tot values, whereas iny.0 there is amonotonic
decreasein amplitude of the field with increasingt. Figure
9~a! and ~b! show typical plate wave coefficients for the
same frequency and forcing as in Fig. 8~a! and ~b!, respec-
tively and witht varying from 0 to 10. As expected from the
results of Sec. II@~27! and ~28!#, the coefficient of thes1

wave vanishes ands2→s2* as t→0, and the coefficient of
thes2 wave vanishes ands1→s1* ast→`. Clearly indicated
is the fact that the amplitude of thes2 wave is only signifi-
cantly greater than thes1 term for very small values oft. It
can thus be concluded that for aluminum plates in air, per-
forated composite plate structures will have a significant ef-
fect on the radiation of sound into the enveloping fluid, even
for modestt values. The very large amplitude of both plate
waves at the ‘‘pseudo-resonance,’’ occurring in Fig. 9~a! and
~b! at t52.775, is a totally unexpected feature, which may
have important physical consequences. For example, there
are significant structural dangers in employing finite panels
with sharp resonance characteristics. Note, however, that
nothing regarding a peak in the surface wave amplitudes at
t'2.75 is apparently discernible from the cylindrical wave
fields in Fig. 8~a! and ~b!.

In conclusion, this article has investigated the simple
problem of sound radiation from an infinite perforated com-
posite plate. It was shown that Leppington’s plate model5

yields two distinct unattenuated surface waves for all non-
zero values of the plate/fluid parameters. In the case of a
sandwich construction for typical engineering applications,
say composed of thin aluminum plates, the effect of perfora-
tions and an interior cavity was noticeable for problems in
air but not so marked in underwater applications. In the
former case, it is clear thatsignificant modification to the
energy radiation into the fluid above the plate~perforated
side!, and into the surface wave terms, occurs ast increases

from zero. An unexpected result is the discovery of a ‘‘reso-
nant’’ frequency ort value at which both plate wave ampli-
tudes increase dramatically. This is likely to be of significant
engineering interest, if it proves not to be purely an artifact
of the mathematical model, and is to be investigated further
in a forthcoming article on the topic by the author.10
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For thin bead layers saturated by air, a pole of the reflection coefficient related to a trapped mode
inside the layer and a surface wave in air is predicted, and detected with the Tamura method@J.
Acoust. Soc. Am.88, 2259~1990!#. For semi-infinite layers, the Brewster angle is observed with the
same method at oblique incidence at 15 kHz. A description of the related Zenneck wave is
performed, at high and low frequencies. ©1999 Acoustical Society of America.
@S0001-4966~99!01506-4#

PACS numbers: 43.20.Fn, 43.60.2c @DEC#

INTRODUCTION

In a previous paper,1 sound propagation in air saturating
random packings of beads has been described. Due to the
small density of air compared to that of the beads, the as-
sumption of a motionless porous frame is valid, leading to a
simple model for sound propagation. Air is replaced inside
the material by an equivalent fluid having an effective den-
sity r1 , and a compressibilityb normalized to the adiabatic
compressibility of air, that can be predicted with a good ap-
proximation by the following general expressions~the time
dependence is exp(2ivt), the model by Johnsonet al.2 is
used forr1 , and the model by Lafarge3 for b!

r15a`rF11
ihf

ra`k0v S 12
4a`

2 k0
2ivr

L2f2h D ~1/2!G , ~1!

b5g2~g21!F11
ihf

ra`k08Prv
S 12

4k08
2ivrPr

L82f2h D ~1/2!G21

,

~2!

wherea` is the tortuosity,r the density,h the viscosity, and
Pr the Prandtl number of air,g the ratio of the specific heats,
k0 and k08 are the viscous and the thermal permeability,L
andL8 are the viscous and the thermal characteristic lengths,
f is the porosity, andv the radian frequency. The wave
numberk1 and the characteristic impedanceZ1 in air inside
the material are

k15vS r1

b

gPD ~1/2!

, ~3!

Z15S r1

gP

b D ~1/2!

, ~4!

whereP is the atmospheric static pressure. The beads used in
Ref. 1 and in the present study have a diameterd sharply
distributed aroundd51.5 mm. The measured values for the
parameters are:1 f50.4, k051.531029 m2, a`51.37, L
50.931024 m, k085531029 m2, andL850.3231024 m.

In Ref. 1, the surface impedance of a layer of beads was
measured and compared with predictions, to validate the

model and the set of measured parameters. The present work
is concerned about poles and zeros of the reflection coeffi-
cient of a layer of the same beads saturated by air and for the
related surface waves. Many papers have been written con-
cerning long-range sound propagation over ground consid-
ered as a porous medium, including the description of poles
of the reflection coefficient and the related surface waves.
Details of the current state of the art can be found in Ref. 4.
The models for sound propagation in these works are gener-
ally phenomenological, like the Delany and Bazley model,5

and not well suited for granular materials of porosity notice-
ably smaller than 1. A more precise prediction for the loca-
tion of poles and zeros can be obtained with the model of
Ref. 1, which is used in the present work. Experimental lo-
calization of a predicted pole for a thin fibrous layer has been
performed recently6 with the near-field acoustical hologra-
phy method~NAH! developed by Tamura.7,8 In what fol-
lows, similar work is performed for thin layers of beads.
Theoretical9,10 and experimental11 studies of the surface
waves over semi-infinite porous layers saturated by heavy
fluids have been performed previously. The full Biot model12

is used to describe the interactions between the porous frame
and the heavy fluid. The simple case of air-saturated beads,
where the beads are motionless, brings complementary infor-
mation. For semi-infinite or very thick layers, zeros and
poles, related to the Brewster angle and to a guided wave
similar to the electromagnetic Zenneck wave, are predicted.
Evidence of zero at high frequencies is obtained with the
NAH method.

I. REFLECTION COEFFICIENT FOR POROUS LAYER-
ELECTROMAGNETIC ANALOGIES

In this section, previous results concerning poles and
zeros of the reflection coefficient of porous layers are re-
called. Analogies between the reflection of acoustic waves
by porous layers and of electromagnetic transverse magnetic
~TM! waves by dielectrics13 are shown. Electromagnetic TM
waves incident in the~x,z! plane~see Fig. 1! present a mag-
netic field perpendicular to the plane and an electric field
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parallel to the plane. The electromagnetic analogies provide
well-established concepts and methods for the description of
acoustic surface waves. A plane wave impinging on a porous
layer set on a rigid impervious backing with an angle of
incidenceu and an angle of refractionu1 is represented in
Fig. 1~a!. The layer and the backing are replaced by a semi-
infinite layer in Fig. 1~b!. As in the work by Brekhovskikh
and Godin,14 thez-axis direction is opposite to the layer. The
components of the wave number vector for the reflected
wave are given by

kx5k sinu, ~5!

kz5k cosu, ~6!

wherek is the wave number in free air, and for the refracted
wave the components are given by

k1x5k1 sinu1 , ~7!

k1z52k1 cosu1 . ~8!

The reflection coefficients for the layer of finite thicknessl
and for the semi-infinite layer are given by, respectively,

R5
2cosu11~ i /f!~m/n!~cotk1l cosu1!cosu

cosu11~ i /f!~m/n!~cotk1l cosu1!cosu
, ~9!

R5
2cosu11~m/fn!cosu

cosu11~m/fn!cosu
, ~10!

where m5r1 /r, n5k1 /k, and the refraction angleu1 is
defined by

n sinu15sinu . ~11!

It has been shown that strong analogies exist between
the reflection of electromagnetic TM waves~such that the
magnetic field has only one component different from zero,
Hy , and the electric fieldE two componentsEx ,Ez! by a
dielectric and of acoustic waves by a fluid layer.15 The equa-
tions describing the reflection of TM waves and acoustic
waves are very similar if the following correspondence is
used:Hy→pressurep, (Ex ,Ez)→velocity components (vz ,
2vx), electric permittivity of vacuum«0 and of dielectric
«→density of airr, and of the equivalent fluidr1 , respec-
tively. The magnetic permeabilitym0 is the same for air and
the dielectric, and corresponds to the compressibility, which
must be the same in air and in fluid for a strict equivalence,
leading tom5n2. Settingf51 to replace the porous layer

by a fluid layer and replacingm by n2 in Eqs. ~9! and ~10!
gives

R5
2cosu11 in~cotk1l cosu1!cosu

cosu11 in~cotk1l cosu1!cosu
, ~12!

R5
2cosu11n cosu

cosu11n cosu
, ~13!

which are the reflection coefficients of the TM wave with
n5(«/«0)1/2 for a grounded dielectric and a semi-infinite
dielectric.@See Eq.~50!, p. 475, and Eq.~4!, p. 455 of Ref.
13.# Poles of the reflection coefficient and related surface
waves over bead layers are studied in the next two sections.
Precise definitions of the different kinds of guided waves for
open radiating structures, like a plane interface between two
media, have been given by Tamir and Oliner16 and refer-
ences therein in the electromagnetic domain. For Collin,13 a
surface wave is a discrete eigenvalue solution to the wave
equation, then related to a pole of the reflection coefficient,
intimately bound to the surface of the structure. The field in
air is characterized by an exponential decay away from the
surface. The ideal plane surface wave for a lossless structure
has a wave number vectork defined by

kx5~k21a2!1/2, ~14!

kz5 ia, ~15!

wherea is a real number. Thez axis is the evanescence axis,
and the wave propagates in thex direction with a velocitycx

cx5v/kx , ~16!

smaller than the sound speed in free airc. The ideal surface
wave is represented in Fig. 2~a!. When the condition for zero
loss is removed, the propagation axis makes an anglew with
x, as shown in Fig. 2~b!, the two wave number components
are complex, and the structure absorbs the energy transported
by the surface wave. It may be noted that if the surface wave
propagates in a lossless medium, like air with a good ap-
proximation at audible frequencies, the evanescence and the
propagation axis are always perpendicular, as shown in Fig.
2~a! and ~b!.

II. POLES AND ZEROS OF THE REFLECTION
COEFFICIENT FOR A THIN LAYER OF BEADS

An infinite number of poles exist15 for the reflection
coefficientR given by Eq.~9!. The reflection coefficient is an

FIG. 1. Representation of reflection and refraction of a plane wave by a
porous layer of finite thickness~a! and a semi-infinite layer~b!.

FIG. 2. Representation of surfaces waves in a lossless medium over a loss-
less plane structure~a!, over a structure with losses~b!.
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even function of cosu1, and R→1/R when cosu→2cosu.
The reflected wave related to a pole can be considered as an
incident wave related to a zero. This change of denomination
corresponds to a change of sign for cosu. Each pole is re-
lated to a zero for the same sinu. When l uk1u!1, only one
pole, located close to sinu51 in the complex sinu plane, is
related to a surface wave similar to the one represented in
Fig. 2~b!. At the second-order approximation inl uk1u, this
pole is located atup given by15

cosup5kz /k5
ifkl

m
~n221!, ~17!

sinup5kx /k511
f2k2l 2

2m2 ~n221!2. ~18!

For a thin grounded dielectric and TM waves, the pole is
located at@see Eq.~27!, p. 463 of Ref. 13, withRs5Xs50#

cosup5 ikl S 12
1

n2D , ~19!

wheren25«/«0 . Equation~19! can be obtained by setting
f51 andm5n2 in Eq. ~17!. The real part of sinup is larger
than 1. The wave propagates in thex direction with a veloc-
ity cx5v/(k Re(sinup)) smaller thanc. In order to obtain a
precise evaluation of sinup whenl uk1u!1 does not hold, Eq.
~18! can be used for a very small thickness and the solution
modified progressively by an iterative process.15 If
Im(sinup)50, uRu has a singularity in the complex sinu plane
on the Re(sinu) axis at sinu5sinup . If Im(sin up) is suffi-
ciently small,uRu presents a peak on the Re(sinu) axis close
to sinu5Re(sinup). The NAH method7,8 can be used to mea-
sure the reflection coefficient on the Re(sinu) axis for sinu
.1. A source creates an axisymmetric pressure field over a
porous layer~see Fig. 3!. This field can be written8

p~r ,z!5E
0

`

krF~kr !J0~kr !~exp~2 ikzz!

1R~kr !exp~ ikzz!!dkr , ~20!

where r is the horizontal distance to the source andz the
vertical distance to the reflecting surface,kr and kz are the
radial and thez wave number components (kr

21kz
25k2), J0

is the zero-order Bessel function, andF(kr) depends on the
nature of the source. For an ideal dipole,F(kr) is constant.
The reflection coefficientR for the axisymmetric field is the
same as for a plane wave withkx5kr and the samekz @see,

for instance, Eq.~1.1.7!, p. 3 of Ref. 14#. The amplitudes of
the incident and reflected components of the field related to a
couplekr ,kz are evaluated from a Hankel spatial transform
of the field at two heights,z1 andz2 . The Hankel transform
can be performed withkr.k or kr,k. When kr.k, the
related sinu real and larger than 1 corresponds tou5p/2
2 ic, c.0, sinu5chc, and cosu5ishc. When kr,k,
sinu<1 corresponds to an ordinary incident plane wave with
0<u<p/2. The method has been used previously to detect
the peak related to the surface wave for thin layers of fibrous
material.6 In this work, the location of the maximum of the
peak on the Re(sinu) axis is measured for a layer of beads of
thicknessl 52 cm from 600 to 1800 Hz. The experimental
setup is represented in Fig. 3. The source is a loudspeaker
located 5.5 cm from the layer. The signal is a streched
pulse.7 The pressure is measured on two axial lines begin-
ning under the center of the loudspeaker and located atz1

53 mm andz2515 mm from the layer, measurements being
performed every 10 mm. The measured locations of the
maximum ofuRu on the Re(sinu) axis, denoted as sinuM , are
compared in Fig. 4 to the predicted values obtained from Eq.
~9!. Measurements of the reflection coefficient have also
been performed at 15 kHz for a layer of beads of thickness
l 55 mm. In that case, the source is a tube of diameter equal
to 1.4 mm, and the two lines are located 1.5 and 3 mm from
the layer, measurements being performed every 1 mm. Mea-
surements and predictions are represented in Fig. 5. The pre-
dicted maximum on the Re(sinu) axis is located at sinuM

51.05, related to a predicted pole at sinup51.0371 i4.7
31022. The origin of the surface wave related to this pole is
a trapped mode inside the porous layer, which experiences
total reflection on the backing and the air–porous layer
boundary.15 The surface wave is the evanescent wave in air
related to the total reflection at the air–porous layer bound-
ary. A similar phenomenon exists for TM waves over thin
grounded dielectrics.13 It may be noted that, as in the case of
the fibrous material previously studied,6 this surface wave
cannot be detected easily by classical methods like time-of-
flight measurements. At low frequencies, Re(sinup) is very
close to 1. The velocity of the surface wave in thex direc-

FIG. 3. The experimental setup for the Tamura method. Dots indicate the
successive locations of the microphone.

FIG. 4. Location of the maximum of the reflection coefficient sinuM , and
Re(sinup), for a layer of beads of thicknessl 52 cm. sinuM : measurement
s s s, prediction ———, Re(sinup): prediction ---.
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tion, given by c/Re(sinup), is very close toc. When fre-
quency increases, Re(sinup) becomes noticeably different
from 1, but the damping in thex direction increases rapidly.
Detection of the surface wave by time-of-flight measure-
ments over a sufficiently large distance becomes difficult,
due to the damping.

III. POLES AND ZEROS OF THE REFLECTION
COEFFICIENT FOR A SEMI-INFINITE LAYER OF
BEADS

For a semi-infinite layer, zeros and poles of the reflec-
tion coefficient are located in the complex sinu plane at

sinu56F S m2

f22n2D Y S m2

f221D G1/2

, ~21!

cosu56F ~n221!Y S m2

f221D G1/2

, ~22!

cosu156
m

fn F ~n221!Y S m2

f221D G1/2

. ~23!

Poles correspond to cosu152(m/fn)cosu and zeros to
cosu15(m/fn)cosu. At high frequencies, the damping in the
porous layer decreases with the viscous skin depth and the
parametersm andn have a small imaginary part. At 15 kHz,
for a semi-infinite layer of the beads previously studied, a
zero exists at sinu50.982 i2.131023, cosu50.211 i9.6
31023.

This zero corresponds to a weakly inhomogeneous wave
which experiences total refraction~2k cosu is the z-wave
number component of the incident wave!. The angle of inci-
dence, close to 78 deg with a small imaginary part, is the
Brewster angle of total refraction, which has a similar ex-
pression for TM waves over a semi-infinite dielectric@Eq.
~21! can be compared with Eq.~5a!, p. 455 of Ref. 13, when
f51 andm5n2, as indicated in Sec. I#. The reflection co-
efficient, measured with the Tamura method, is represented
in Fig. 6 and compared with the reflection coefficient pre-
dicted with the correct physical choice for cosu andk1 cosu1

@i.e., Im (cosu)>0, Im(k1 cosu1).0, Re(k1 cosu1).0#. The
sharp minimum close to sinu50.98 indicates the presence of
the zero close to the Re(sinu) axis. The Brewster angle for

porous media has been observed previously at higher fre-
quency by B. Castagne`deet al.17 As long ago as 1907, it was
shown by Zenneck that a guided electromagnetic wave could
travel over the plane interface between two media of the
different conductivities and dielectric constants. A short re-
view of the literature concerning the Zenneck wave has been
performed by Wait.18 This wave, like surface waves previ-
ously studied, can be considered as a reflected wave for an
angle of incidence which corresponds to a pole of the reflec-
tion coefficient. Mathematically, substituting2cosu for
cosu in Eq. ~13! leads toR→1/R, a zero becomes a pole.
The observable zero of the reflection coefficient at the Brew-
ster angle defined by a couple (sinu,cosu) is related to a pole
for the couple (sinu,2cosu). The change (cosu→2cosu) is
obtained by permuting the role of the incident and the re-
flected wave. Then, the reflected Zenneck wave withR infi-
nite is identified by Collin13 to the incident wave at the
Brewster angle such asR50 which experiences total refrac-
tion. The unusual geometry of the new incident and the non-
modified refracted field has been noticed by Deschamps19 for
similar cases, but the association of the previous refracted
wave, and the previous incident~now reflected! wave satis-
fies all the physical constraints. The acoustic Zenneck wave
at 15 kHz has az-wave number vector componentkz

52k(0.211 i9.631023) and its amplitude tends to infinity
with z. This wave is an improper reflected wave, and as
indicated by Tamir and Oliner16 it cannot be viewed as an
excited mode in a reflected field.

It may be shown that the situation is different at low
frequencies. It has not been possible to measure the reflection
coefficient of a semi-infinite layer of beads at low frequen-
cies, due to the large thickness needed to simulate a semi-
infinite layer. Predictions are presented at 50 Hz without ex-
perimental results. For a semi-infinite layer of the beads
previously studied, the predicted location for one of the two
zeros is sinu50.9971 i7.731023, cosu51.04631021

2 i7.4231022.
The z-wave number vector component is nowk

(21.046310211 i7.4231022) for the Zenneck wave,
which is loosely bound to the surface. The Zenneck wave is
not an improper reflected wave, and could be present, at low
frequencies, in acoustic fields reflected by thick layers of

FIG. 5. uRu as a function of sinu on the Re(sinu) axis at 15 kHz for a layer
of beads of thicknessl 55 mm: measurement ---, prediction ———.

FIG. 6. uRu as a function of sinu for a semi-infinite layer of glass beads at 15
kHz: Measurement ---, Prediction ———.
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granular materials, at least at sufficiently small distances
from the source~see p. 24 of Ref. 14!.

The phase velocity in thez direction, c/Re(sinu), is
larger than the sound speed. Simple calculations show that
this wave is similar to the one represented in Fig. 2~b! with
an anglew56deg. Thex8 and z8 components of the wave
number vector arekx851.0028k, kz85 i .7.4631022k. The
componentkx8 is very close tok and Re(kx)5kx8 cosw is
smaller thank. The case of electromagnetic Zenneck waves
is similar. The predicted modulus of the reflection coefficient
at 50 Hz is represented in Fig. 7. There is a minimum at
sinu,1 which is larger than at 15 kHz. A maximum now
appears for sinu.1, which is not related to a pole at
Re(sinu).1. The peak can be predicted by rewriting Eq.
~10! with cosu151 @n53.311 i2.75, and Eq.~11! indicates
that cos2 u1 is close to 1 in a large range of variation of sinu#

R5
2fn/m1cosu

fn/m1cosu
, ~24!

where fn/m50.1032 i0.077. The minimum is reached at
sinu,1 for cosu close to Re(fn/m), and the maximum at
sinu.1 for cosu close to2Im(fn/m).

IV. CONCLUSION

The model for sound propagation presented in a previ-
ous paper is used to predict poles and zeros of the reflection
coefficient of thin and semi-infinite bead layers. These pre-
dictions are in good agreement with measurements of the
reflection coefficient performed at oblique incidence and for
inhomogeneous waves with the near-field acoustical holog-

raphy method. Moreover, this model predicts a specific be-
havior of the reflection coefficient at low frequencies around
the grazing incidence, related to the Brewster angle and the
possible presence of a Zenneck reflected wave.
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In a recent paper@J. Acoust. Soc. Am.102, 3478~1997!#, it was demonstrated by analytical means
that radiation loading increases the velocity of dilatational waves in immersed thin plates, but
decreases it in thin rods. The main goal of this paper is to verify experimentally the predicted
opposite effect, which is particularly interesting because in almost every respect, the lowest-order
dilatational modes of wave propagation in thin plates and rods are very similar. Experimental
verification of the predicted small radiation-induced velocity change is rather difficult, partly
because of the accompanying strong attenuation effect caused by radiation losses, and partly
because of the presence of an additional velocity change caused by viscous drag even in
low-viscosity fluids like water. In spite of these inherent difficulties, the presented experimental
results provide unequivocal verification of the earlier theoretical predictions. ©1999 Acoustical
Society of America.@S0001-4966~99!03005-2#
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INTRODUCTION

The problem of wave propagation in fluid-loaded plates
was extensively studied by numerous investigators. Schoch,1

Osborne and Hart,2 Merkulov,3 Viktorov,4 Pitts et al.,5 and
Selezovet al.6 studied the effect of water loading on plates
under a variety of conditions. Their results indicated that
most modes are strongly attenuated by leaking into the fluid,
but their phase velocity is essentially unaffected. More recent
studies by Nayfeh and Chimenti7 and Rokhlinet al.8 showed
that in some special cases of significant importance in non-
destructive characterization of composite laminates, when
the density ratio between the solid and the fluid is relatively
low, the change in the phase velocity of the fundamental
~lowest-order! symmetric mode is not negligible and, in ex-
treme cases, even the topology of the mode structure might
change. Most of the theoretical works on wave propagation
in loaded rods considered the more general case of clad rods
consisting of an isotropic core and an arbitrary number of
isotropic coatings. A comprehensive review of these studies
was published by Thurtson.9

Longitudinal guided-wave propagation in thin plates and
rods is of great practical importance. Such guided modes are
commonly used to evaluate the material properties of thin
foils and plates, metal wires, optical fibers, and reinforce-
ment filaments used in epoxy, metal, and ceramic matrix
composites. The feasibility of using such longitudinal guided
waves to evaluate the interface properties between the fiber
and the surrounding solid matrix was investigated by both
theoretical and experimental means.10,11 Another interesting
application is when an imbedded fiber is used to monitor the
properties of the surrounding material during poly-

merization.12 In this case, the fiber properties are known and
the interface conditions are assumed to be perfect. Any
change in the velocity or the attenuation of the guided mode
in the fiber can be attributed to the surrounding material that
changes from a viscous fluid to an elastic solid during the
curing process to be monitored. Guided modes producing
mainly tangential displacement can be readily used to mea-
sure fluid viscosity. From this point of view, torsional modes
are the best,13,14 but they are more difficult to generate and
detect than extentional modes.15 Nagy and Kent recently uti-
lized the fundamental symmetric mode in thin wires and fi-
bers to assess their Poisson’s ratio through measuring the
leaky attenuation of these modes in such structures.16

At low frequencies, only the fundamental symmetric
longitudinal and antisymmetric flexural modes can propagate
in thin plates. In rods, a dispersion-free torsional mode can
also propagate in addition to the longitudinal and flexural
modes. The fundamental longitudinal modes in thin plates
and rods are physically very similar. Figure 1 shows the
schematic diagram of a thin plate and a rod along with the
common deformation pattern caused by the fundamental di-
latational mode. At sufficiently low frequencies, the dis-
placement along the propagation (x) direction dominates the
vibration. In a thin plate, the Poisson effect causes a weaker
transverse vibration perpendicular to the surface of the plate,
which is less than the longitudinal displacement by a factor
proportional tov dn/(12n), wherev denotes the angular
frequency,d is the thickness of the plate, andn is the Pois-
son ratio. The fundamental axisymmetric mode propagating
in a thin rod exhibits a similar behavior. The displacement
along the axis of the rod dominates the vibration, while the
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radial displacement caused by Poisson’s effect is less than
the longitudinal displacement by a factor proportional to
van, wherea is the radius of the rod. The only minor dif-
ference between these two modes is that in the case of a
plate, the Poisson effect is restricted to only one dimension
normal to the plate; therefore, the dilatational wave velocity
is A1/(12n2)'1.05 times higher in a plate than in a rod for
a typical value ofn50.3. As the frequency increases, in both
cases the phase velocity first drops proportionally to the
square of frequency and then asymptotically approaches the
Rayleigh velocity. In spite of these common features of the
dilatational vibrations in thin plates and rods, the effect of
fluid loading on the phase velocity of these two modes is
quite different.17 Although the magnitude of the relative
change in the phase velocity due to radiation loading is very
small and practically negligible compared to the much stron-
ger attenuation effect in both cases, the very fact that the
signs of these velocity changes are opposite deserves some
attention. This fundamental difference in the effect of radia-
tion loading on the velocity of the dilatational mode in thin
plates and rods was thoroughly investigated by analytical
means in Ref. 17. The phenomenon was first demonstrated
by both numerical and asymptotic inspection of the well-
known exact dispersion equations. Then, simplified approxi-
mate models were introduced to facilitate a better under-
standing of the physical differences between the two cases
that lead to such an opposite behavior. It was found that the
somewhat unexpected opposite effect of fluid loading on im-
mersed rods and plates is caused by the different nature of
their radiation loading. In the case of the plate, the radiation

impedance exerted by the fluid is purely real, whereas it is
dominantly imaginary in the case of thin rods. Our main goal
in this paper is to verify experimentally these theoretical pre-
dictions by measuring the relative change in the velocity of
the dilatational waves in thin plates and rods immersed in
water.

I. THEORETICAL CONSIDERATIONS

Generally, guided-wave propagation in plates and rods
immersed in ordinary low-viscosity fluids like water is
mainly affected by radiation loading due to the normal com-
ponent of the surface vibration. The fundamental dilatational
modes in thin plates and rods are somewhat different in that,
due to the dominantly longitudinal vibration in the solid, the
tangential component of the surface vibration can cause sig-
nificant viscous drag. In this case, the total fluid-loading ef-
fect can be separated into comparable radiation and viscous
parts. First, the normal component of the surface vibration
causes radiation losses via energy leakage into the fluid, and
slightly increases or decreases the velocity depending on
whether we consider a plate or a rod. Second, the tangential
component of the surface vibration causes additional losses
via viscous dissipation in the fluid and slightly decreases the
velocity in both plates and rods. Since the change in the
velocity of this mode in thin plates and rods due to leakage
into the fluid is very small, on the order of a fraction of a
percent,17 careful considerations must be taken of all extra-
neous effects to successfully measure it. Detailed analysis of
the various parameters affecting this phenomenon is needed
to establish the physical limits imposed on such measure-
ments and to design the optimal experiment. It is also nec-
essary to pay proper attention to other usually negligible ef-
fects such as inherent temperature variations caused by
immersion in the fluid bath, remnant wetness, and evapora-
tion cooling when the specimen is removed from the bath,
etc. In the following discussion of the various factors affect-
ing our ability to successfully measure the sought radiation-
induced velocity change in immersed plates and rods, we
separate the relevant parameters into two categories. The pri-
mary factors include the frequency, the geometrical dimen-
sions, and the acoustical properties of the solid and the fluid
used in the experiment. The secondary factors are those due
to viscosity and temperature variations. In the following sec-
tions we proceed to examine these different factors, their
contributions, and their importance. The results of the analy-
sis are then implemented in the design of the experiments
that are aimed at measuring the effect of radiation-induced
fluid loading on the velocity of the dilatational mode in thin
plates and rods.

A. Radiation loading

In our experiment, the change in the velocity of the di-
latational wave in thin plates and rods is determined at a
given frequency by measuring the phase change in the re-
ceived ultrasonic signal between the free case and the fluid-
loaded case. To examine the effect of frequency, the dimen-
sion of the specimen, and the acoustical properties of the
solid and the fluid on the accuracy of the measurement, and
to establish their optimal values, we need to maximize the

FIG. 1. The schematic diagram of a plate and a rod with the associated
coordinate system~a! and the deformation pattern caused by the fundamen-
tal dilatational mode~b!.
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radiation-induced change in the phase angle of the received
signal against the attenuation of the signal. Too much attenu-
ation will cause a serious degradation of the received ultra-
sonic signal and would result in significant errors in the
phase measurement. On the other hand, too little attenuation
is inherently accompanied by only a slight change in the
phase of the received signal making it virtually impossible to
measure the accurate phase variation. Towards this end, we
define a ‘‘quality’’ factorQ as the ratio between the change
in the phase angleDF and the total loss of the signalDL
over the fluid-loaded portion of the structure. The change in
the phase angle can be approximated as

DF'
Dc

co
2 vl , ~1!

where Dc is the change in the velocity of the dilatational
mode due to fluid loading,co is the low-frequency
asymptotic limit of the velocity of the dilatational mode in
the free structure,v is the angular frequency, andl is the
length of the fluid-loaded portion of the structure. For the
plate,co5AE/@rs(12n2)#5csA2/(12n), and for the rod it
is given as co5AE/rs5csA2(11n), where E denotes
Young’s modulus,n is the Poisson ratio,cs is the shear ve-
locity in the solid, andrs is its density. The total attenuation
of the mode due to energy leakage into the fluid is calculated
as DL5al , where a is the attenuation coefficient of the
leaky mode. Combining the above equations, we can express
the quality factor as

Q5
vDc

aco
2 . ~2!

The low-frequency, weak-loading asymptotic expres-
sions for the relative change in the velocity of the dilatational
wave in thin plates and rods can be found in Ref. 17 and are
repeated here for convenience. For the case of the plate, the
relative velocity change due to radiation loading is given as

Dc

co
U

plate

'
1

32 Frdvncf

cs
2 G2

, ~3!

whereas for the rod it can be expressed as

Dc

co
U

rod

'
ra2v2n2

2cs
2~11n!

lnS av

co
Aco

2

cf
2 21D . ~4!

Here, r5r f /rs , is the density ratio between the fluid and
the solid,d is the thickness of the plate,a is the radius of the
rod, andcf is the sound velocity in the fluid. The opposite
sign of the radiation-induced velocity change in plates and
rods is quite obvious from Eqs.~3! and ~4!. The quantity
given for a plate in Eq.~3! is always positive, while the
corresponding quantity given for a rod in Eq.~4! is negative
for low values of the normalized frequencyav/co . The low-
frequency asymptotic expressions for the leaky attenuation
coefficient of this mode are listed in Ref. 16 and are also
repeated here for convenience. For the plate, we have

aplate'
r dv2 n2

4co
2~12n!2Aco

2

cf
2 21

, ~5!

while for the rod we have

a rod'
pra2v3n2

2co
3 . ~6!

Combining Eqs.~2! through ~6! we arrive at the low-
frequency asymptotic expressions for the above defined qual-
ity factor in the case of the plate and the rod. For the plate,
we obtain

Qplate'
rdvcf

2

2co
3 Aco

2

cf
221. ~7!

Similarly, for the rod we can write the quality factor as fol-
lows:

Qrod'
2

p
lnS av

co
Aco

2

cf
2 21D . ~8!

To design a successful experiment, we need to maximize
the magnitude of the quality factor~it is positive for the plate
and negative for the rod!. Several parameters can be changed
to achieve this goal, including the characteristic dimension
and velocity of the specimen, the frequency, and the density
and velocity ratios between the solid and the fluid. Among
all these parameters, frequency seems to be the one that can
be most easily varied. Sweeping the frequency over a care-
fully chosen and sufficiently wide frequency range will be
shown to achieve the desired goal in the case of the plate but
has serious limitations in the case of the rod. To help illus-
trate the difference between the plate and the rod we refer to
Fig. 2, which shows a schematic diagram of the dispersion
curves for the fundamental dilatational modes in free and
fluid-loaded plates and rods. The solid lines represent the
phase velocity of the modes in the free case, and the dotted

FIG. 2. Schematic diagram showing the fluid-loading induced changes in
the topology of the dispersion curves for the fundamental dilatational modes
in thin plates and rods~the changes in the phase velocity have been exag-
gerated for clarity!.
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lines give the velocity in the fluid-loaded case. In this sche-
matic figure, the fluid loading-induced changes in the veloc-
ity of this mode have been greatly exaggerated for clarity. It
is very well known that at high frequencies the velocity of
the fundamental dilatational modes approach the velocity of
the Rayleigh wave in both the free plate and the rod. Simi-
larly, in the fluid-loaded case, those two modes approach the
leaky Rayleigh mode which has a slightly higher velocity
than the true Rayleigh mode~approximately 0.5% higher for
water-loaded aluminum!. As shown in Fig. 2, in the case of
the plate, the velocity of the fundamental dilatational mode
increases due to fluid loading throughout the entire fre-
quency range, whereas in the case of the rod, the velocity
first drops at low frequencies due to fluid loading and then
switches over to be higher than the velocity in the free case.
For typical Poisson ratios, the switch between negative and
positive radiation-loading effects occurs at aroundav/cs

'1.3. Our measurements in the case of the rod should be
carried out at frequencies well below this switch-over fre-
quency. As a matter of fact, the negative radiation-loading
effect peaks at aroundav/cs'0.6. More importantly, the
magnitude of the above-defined quality factor, i.e., the ratio
between the radiation-induced velocity and attenuation ef-
fects, becomes higher and higher as the frequency is de-
creased. In a plate, the measurements should be carried out at
relatively high normalized frequencies (dv/cs) over a short
propagation distance in order to avoid excessive attenuation
upon immersion. In contrast, in a rod, the corresponding
measurements should be carried out at relatively low normal-
ized frequencies (av/cs) over a long propagation distance to
assure significant phase variation upon immersion. This
trend was expected, as it has been shown previously that the
radiation loading in inviscid fluids is a first-order effect in
the case of a rod, whereas it is a second-order effect for a
plate.17 At first sight, this result could suggest that the
radiation-induced velocity change is easier to observe in the
rod than it is in the plate. This fact is true in a strictly invis-
cid fluid up to the point where the negative effect of fluid
loading on the velocity of the fundamental dilatational mode
in the rod reaches its maximum. However, this point is
reached at a very low frequency. Because the effect in the
case of the plate can be maintained, and actually increased,
to much higher frequencies, it is possible to measure a much
bigger effect in the plate by going to higher frequencies,
where the otherwise inevitable viscosity effects become neg-
ligible. Theoretically, the quality factor can also be increased
in the case of the rod by lowering the frequency, but the
logarithmic nature of the increase makes this approach very
ineffective. More importantly, as we shall show in the next
section, lowering the frequency increases the otherwise neg-
ligible effects of the inevitable viscous drag between the
solid and the fluid, thereby rendering the detection of
radiation-induced velocity change less feasible.

B. Viscous drag

The most important extraneous effect that can interfere
with the experimental verification of the previously de-
scribed opposite effect of radiation loading on the velocity of
the fundamental dilatational modes in immersed thin plates

and rods is the inherent viscous drag presented by real fluids.
Because the surface vibration of these modes at low frequen-
cies is almost entirely tangential, even in low-viscosity fluids
like water, fluid loading is dominated by viscous effects be-
low a certain frequency. The viscosity-induced velocity
change in thin plates and rods can be easily calculated by
modeling the viscous fluid as a hypothetical isotropic solid
having a frequency-dependent rigidity of2 ivh, whereh
denotes the viscosity of the fluid.18,19 In this way, the vortic-
ity mode associated with the viscosity of the fluid is formally
described as the shear mode in the fictitious solid. Figure 3
shows the dispersion curves in an aluminum plate~a! and
copper rod~b! immersed in ideal inviscid and ordinary vis-
cous water along with the corresponding dispersion curves in
the free specimens. The density, dilatational velocity, shear
velocity, and thickness of the aluminum plate were taken as
rsa52700 kg/m3, cda56323 m/s, csa53100 m/s, andd
51.57 mm, respectively, to model the actual specimen used
in our experiments. Similarly, the density, dilatational veloc-
ity, shear velocity, and radius of the copper rod were taken as
rsc58900 kg/m3, cdc54700 m/s, csc52260 m/s, and a
50.5 mm, respectively. For water, the density was taken as
r f51000 kg/m3, the sound velocity ascf51000 m/s, and the
viscosity ash51023 kg/ms.

The theoretically predicted effect of the viscosity of the
fluid on the velocity of the fundamental dilatational wave in
a thin plate is illustrated in Fig. 3~a!. The dotted line shows
the dispersion curve of this mode in the fluid-free plate; the
dashed line shows the velocity of the same mode as a func-

FIG. 3. Dispersion curves in an aluminum plate~a! and copper rod~b!
immersed in water.
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tion of frequency in the plate as it is immersed in ideal in-
viscid water to represent the separate effect of radiation load-
ing, whereas the solid line shows the dispersion curve for
this mode as the plate is immersed in ordinary viscous water
to represent the total fluid loading. Below 300 kHz, fluid
loading actually decreases the phase velocity in the plate as a
result of viscous drag. However, at higher frequencies, fluid
loading is dominated by the radiation effect and the velocity
increases with respect to the free plate. The effect of fluid
loading on the velocity of the fundamental dilatational wave
in a thin rod is illustrated in Fig. 3~b!. Again, the dotted line
shows the dispersion curve of this mode in the fluid-free
specimen, and the dashed line shows the velocity of the same
mode as a function of frequency in the rod as it is immersed
in ideal inviscid water to represent the separate effect of
radiation loading, whereas the solid line shows the dispersion
curve for this mode as the rod is immersed in ordinary vis-
cous water to represent the total fluid loading. We notice that
as the copper wire is loaded by inviscid water, the velocity of
the dilatational wave decreases. This reduction in the veloc-
ity increases as the frequency is increased. When the wire is
immersed in viscous water, there is an additional drop in the
velocity of the dilatational mode caused by the viscosity of
the fluid. As the frequency increases, the effect of viscosity
diminishes and the effect of leakage into the fluid becomes
dominant.

Since our main interest is to measure the radiation part
of fluid loading on this mode of wave propagation, and since
the always-negative viscosity effect dominates at low fre-
quencies while the radiation effect diminishes, it is necessary
to limit our experimental measurements to a minimum fre-
quency where the viscosity effect becomes negligible. How-
ever, the highest possible frequency in the case of the rod
was limited by the fact that the reduction in the velocity of
this mode is a low-frequency effect, and it reverses sign at
relatively modest frequencies after which the velocity of this
mode in the rod actually increases. In the case of the plate,
such maximum does not exist as radiation loading always
increases the phase velocity of the fundamental dilatational
mode, regardless of the frequency. It should be mentioned,
however, that once the dispersion becomes excessive we can
no longer use the approximations given in Eqs.~5! and ~7!.
In conclusion, viscosity will adversely affect our ability to
measure separately the radiation component of the fluid-
loading induced velocity drop in thin rods, while the leaky
attenuation limits our measurements to low frequencies. In
comparison, viscosity will have negligible effect on the mea-
surement of the radiation component of the fluid-loading in-
duced velocity increase in thin plates, when the leaky attenu-
ation limits our measurements to high frequencies anyway.
The experimental results and the appropriate frequency
ranges for the two cases will be presented and fully discussed
in the following section.

II. EXPERIMENTAL METHOD

The experimental setup used in measuring the relative
change in the velocity of the fundamental dilatational waves
in thin plates and rods due to fluid loading is shown in Fig. 4.
Both transmission and reception were accomplished by sym-

metrically mounted longitudinal transducers to reject all flex-
ural modes. However, the much lower group velocity of
these modes in thin plates and rods made it possible to fur-
ther eliminate spurious flexural vibrations by simply gating
out the faster fundamental longitudinal mode. The arrange-
ment shown in Fig. 4 is for the case of a thin rod and is also
used for the thin plate with minor modifications. The nega-
tive effect of fluid loading on the velocity of the lowest-order
dilatation mode in a thin rod can be observed only in a nar-
row window limited from below by viscosity effects and also
from above by a turning point beyond which the effect
changes sign. Therefore, we had to use a very long and very
thin wire which was bent as shown in Fig. 4. The leaky wave
produced by the wire is diverging and will not interfere with
the guided wave propagating in the wire even if it hits part of
it. We made sure that the radius of curvature of the bent wire
is high enough not to cause any perceivable attenuation or
dispersion at the inspection frequencies used. In contrast, the
positive effect of fluid loading on the velocity of the lowest-
order dilatation mode in a thin plate can be observed in a
wide frequency range anywhere above a lower limit set by
viscosity effects. Therefore, we could use a relatively short
plate without bending it like the wire shown in Fig. 4~the
sealed receiver was underwater!. One additional difference
between the wire and plate was the difference in material. A
longitudinal contact transducer is very difficult to mount on
the end of a thin rod, therefore, a copper wire was used
which could first be soldered to a very thin copper foil which
in turn was glued to the face of the transducer as described in
Ref. 16. In the case of the plate, coupling is much easier, but
the necessarily higher inspection frequency requires a less
attenuating medium; therefore, an aluminum plate was used
~at three times higher frequency, the grain-scattering induced
attenuation in copper would be almost 100 times higher!.
However, it should be emphasized that our main goal is to
experimentally demonstrate the opposite sign of the fluid-
loading effect on rods and plates; therefore, the difference in
material properties is of no particular importance. It should
also be mentioned that the large dimensions of the water tank
combined with the relatively short excitation and propaga-
tion times of the tone burst signals allowed us to completely
disregard the acoustic modes generated in the fluid itself.

FIG. 4. The experimental setup used in investigating the fluid-loading effect
on the dilatational wave velocity in thin rods and plates.
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The basic arrangement uses two ultrasonic contact trans-
ducers in a pitch–catch mode of operation. One of the trans-
ducers acts as a transmitter and the other as a receiver. The
transmitter is driven by a tone burst excitation generated by
DS345 Stanford Research Systems synthesized function gen-
erator at the desired frequency. The number of cycles in the
tone burst is adjusted according to the frequency, where a
small number of cycles ('3 – 5) is used at low frequencies,
and a large number of cycles ('10– 30) is used in the high-
frequency range. The transmitted signal is detected by the
receiver and passed through an amplifier and bandpass filter,
then displayed using a LeCroy 9310 digital oscilloscope. The
function generator is also used to trigger the oscilloscope.
The specific experimental arrangement and procedure for the
plate and the rod are detailed later.

It should be mentioned that the velocity of the dilata-
tional wave in thin plates and rods perceptibly decreases with
increasing temperature. This extraneous effect was found to
be more serious in thin rods which have low thermal capac-
ity against temperature variations and require more accurate
measurements at the same time. For example, the velocity of
the fundamental dilatational mode in a copper wire de-
creased in a linear fashion with the temperature of the water
bath at a rate of approximately 631024/°C. With relatively
simple means, the water temperature can be maintained at
the ambient air temperature within better than61 °C, which
effectively eliminates any gross temperature variation in the
specimen as it is immersed in the water bath. However, an
additional variation occurs when the specimen is subse-
quently taken out of the bath due to evaporation of the water
from the surface, which is much more difficult to control.
This evaporation causes the structure to cool temporarily,
thereby increasing the velocity of the dilatational wave. For-
tunately, this effect can be kept under control by waiting
long enough for the temperature to stabilize as indicated by
the received ultrasonic signal’s returning to its original state
recorded before immersion.

A. Thin plate

A 1.5732673127-mm aluminum plate was used in this
experiment~the density and dilatational and shear velocities
of the specimen were given in the previous section!. Two
1.0-MHz, 0.5-in.-diameter transducers were mounted on the
two opposite edges normal to the longer sides of the plate
and operated in pitch–catch mode. This arrangement proved
to be better than the pulse–echo configuration as it reduced
adverse cross talk, better separated the multiple reflections,
and minimized the spurious reflections from the edges of the
plate within the time window of interest. Figure 5~a! shows
typical rf signals recorded at a carrier frequency of 950 kHz
with a 200-kHz filter bandwidth. To reduce the effects of
wave interaction with the surface of the water bath, approxi-
mately 5 mm of the plate is immersed in water even in the
‘‘free’’ state @top signal in Fig. 5~a!#. In the ‘‘immersed’’
state @bottom signal in Fig. 5~a!# the immersed part is in-
creased to a larger value, e.g., 25 mm, i.e., byl 520 mm,
using a computer-controlled translation stage. The actual dis-
tance l was varied at different frequencies based on the
attenuation of the signal. Figure 5~b! shows the correspond-

ing spectra of the signals displayed in Fig. 5~a!. An average
fluid-loading induced attenuation of approximatelyDL
'5 dB was maintained during these measurements by vary-
ing the distancel from 30 mm at low frequencies to 10 mm
at high frequencies.

It is possible to estimate the fluid-loading induced veloc-
ity change by simply monitoring a given zero crossing in the
detected rf signal. However, careful inspection of the re-
corded rf signals revealed that some of the zero crossings
exhibited higher or lower than average shift as a result of
perceptible dispersion in spite of the relatively narrow band-
width. This remnant dispersion, which is mainly caused by
inevitable spurious standing waves interfering with the
propagating wave, produces a localized phase variation that
can be eliminated by averaging over the whole length of the
signal. Therefore, the relative change in the velocity of the
dilatational wave in the plate was determined by measuring
the phase of the total rf signal recorded in the free and fluid-
loaded states at the desired frequency. Calculating the phase
of the total digitized rf signal by FFT for the free and the
fluid-loaded cases gives a more realistic estimate of the
change in the velocity than localized zero-crossing measure-
ments. The phase differenceDF between the loaded and
unloaded spectra was then converted to the sought relative
velocity changeDc/co via Eq. ~1!.

B. Thin rod

A 1.0-mm-diameter, 500-mm-long copper wire was
used in the measurements~the density and dilatational and

FIG. 5. Typical~a! rf signals in a 1.57-mm-thick aluminum plate immersed
in water at 950 kHz, and~b! the corresponding spectrum.
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shear velocities of the specimen were given in the previous
section!. Two 2.25-MHz, 0.25-in.-diameter transducers were
attached to the copper wire through thin copper foils that
were soldered to the wire to ensure stable and good mechani-
cal coupling. The two transducers were glued on the other
side to an aluminum plate through two rubber cushions to
create a stable structure that can be easily handled during the
experiment. The two rubber cushions acted as vibration iso-
lators that were necessary to isolate the transducers from the
elastic aluminum plate, thereby minimizing any structural
vibrations that can couple from the transmitter to the receiver
through the plate. The copper wire was bent into a ‘‘U’’
shape and approximately 95% of its length was loaded by
water.

The relative velocity change in this case was determined
by monitoring a zero crossing in the rf signal with and with-
out fluid loading. Unlike the case of the plate, all the zero
crossings in this case seemed to be moving in the same di-
rection with approximately the same amount indicating the
absence of strong standing-wave interference patterns within
the structure. The time shift of the monitored zero crossing
was recorded and converted to relative velocity change using
the following simple equation:

Dc

co
'

Dtco

l
, ~9!

where Dt is the time delay of the zero crossing,l is the
portion of the length of the wire that is loaded by water, and
co is the low-frequency asymptotic value of the phase veloc-
ity in the free rod. Due to the finite length of the wire, and
possibly to the finite curvature of the bent specimen, a weak
standing-wave pattern is established in the wire as the longi-
tudinal wave propagates from the transmitter side to the re-
ceiver side and reflects back to the transmitter side. This
weak standing-wave pattern was reduced by averaging the
results obtained at more than one zero crossing in the rf
signal.

III. EXPERIMENTAL RESULTS AND DISCUSSION

In this section, we present our experimental results on
the effect of fluid loading on the velocity of the fundamental
dilatational modes in thin plates and rods and compare them
with the theoretical predictions obtained by numerically
solving the corresponding exact dispersion equations for the
cases of inviscid and viscous fluid loading. We will start by
presenting the results for the plate and follow that with the
results for the rod.

A. Thin plate

Figure 6 shows the relative change in the velocity of the
fundamental dilatational mode in a 1.57-mm-thick aluminum
plate immersed in water as a function of frequency. The
change in the velocity is normalized to the low-frequency
asymptotic value (co55400 m/s) of the velocity of the dila-
tational mode in the free plate. The solid circles represent the
average of five experimental measurements of the relative
change in the velocity at the same excitation frequency, and
the bars superimposed on them represent the estimated error

in the measurements ('60.03%), which was based on the
largest scatter in the measured data. The dashed line repre-
sents the theoretically predicted relative change in the veloc-
ity of this mode for the plate immersed in ideal inviscid
water. This includes only the effect due to energy leakage
into the fluid. The solid line shows the results for the case of
viscous water which includes both the component due to
leakage into the fluid and the component due to viscosity
which is relatively weaker at high frequencies where the
measurements were made. The frequency range in which the
experimental measurements were performed extends from
520 kHz to 1.0 MHz. Excessive attenuation and dispersion of
the this mode restricted the highest frequency at which we
could measure this effect. The lowest frequency at which the
measurements were carried out was limited mainly by the
bandwidth of the ultrasonic transducers, by the viscosity ef-
fect, which becomes more dominant below about 300 kHz,
and by the reflections from the side edges of the plate which
significantly distorted our signal below 500 kHz.

We can conclude from Fig. 6 that there is an excellent
quantitative agreement between the experimentally measured
relative change in the velocity of the fundamental dilata-
tional mode in a thin plate and the corresponding predictions
from theoretical models. The experimental results clearly
verify that radiation loading indeed increases the velocity of
the fundamental dilatational mode in a thin plate.

B. Thin rod

Figure 7 shows the relative change in the velocity of the
fundamental dilatational wave in a 1.0-mm-diameter copper
rod immersed in water. The change in the velocity is normal-
ized to the low-frequency asymptotic value (co53710 m/s)
of the velocity of the dilatational mode in the free rod. The
solid circles again represent the average of five experimental
measurements of the relative change in the velocity at the
same excitation frequency, and the bars superimposed on
them represent the estimated error in the measurements
('60.015%), which was again based on the largest scatter
in the measured data. In this case, due to the lack of strong
interference patterns that could distort the detected signal,

FIG. 6. Relative change in the velocity of the dilatational wave in a 1.57-
mm-thick aluminum plate immersed in water.
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the simpler time-delay measurement of a zero crossing in the
rf signal was used to determine the relative velocity change.
The solid line in the figure represents the theoretical predic-
tion in the case of a thin rod immersed in ordinary viscous
water, and the dashed line represents the case of idealized
inviscid water. The frequency range over which the experi-
mental measurements were taken extends from 100 to 300
kHz. The highest measuring frequency in this case was lim-
ited by the fact that the negative radiation-loading effect in
the case of the rod occurs only up to a certain limit, beyond
which this effect becomes positive, and that even below this
switch-over frequency the fluid-loading induced attenuation
becomes excessively high for precise velocity measurements.
This behavior was previously illustrated in Fig. 2 and dis-
cussed in a previous section. This measurement is particu-
larly difficult since the measuring frequency range is also
limited from below at about 100 kHz by inevitable viscosity
effects which exert a much stronger influence on thin rods
than plates. Although the radiation loading-induced velocity
change in a thin rod is a first-order effect, its actual value is
very small, which makes it extremely difficult to produce
good agreement with theoretical predictions.

Considering the experimental difficulties associated with
this measurement, the agreement between the experimentally
obtained results and the theoretical predictions for the rela-
tive change in the velocity of the fundamental dilatational
wave in a thin rod is good. These experimental results verify
that radiation loading indeed decreases the velocity of the
fundamental dilatational wave in a thin rod.

IV. CONCLUSIONS

In spite of the basic similarities between the fundamen-
tal dilatational wave modes in thin plates and rods, radiation
loading exerts an opposite effect on their respective phase
velocities. It was shown recently that this somewhat unex-
pected opposite effect is caused by the different nature of
radiation loading in the two cases, as the radiation imped-
ance exerted by the fluid on thin plates is purely real while it
is dominantly imaginary in the case of thin rods.17 In this
paper, our main goal was to experimentally verify these ear-

lier analytical predictions. The relative change in the velocity
of the dilatational mode in thin plates and rods was measured
over a substantially wide frequency range. Simple theoretical
considerations showed that, in the case of the rod, the fre-
quency range over which the negative radiation-loading ef-
fect can be unequivocally observed is very narrow. The prob-
lem is less serious in the case of the plate, as the positive
radiation-loading effect is maintained to much higher fre-
quencies where viscosity effects are negligible. Because of
these limitations on the frequency range over which the mea-
surements could be carried out, the agreement between the
experimental results and the theoretical predictions was bet-
ter in the case of the plate as compared to the rod. Although
the accuracy of the measurements in the case of the rod
~'60.015%! is slightly better than that in the case of the
plate~'60.03%!, the absolute value of the detectable veloc-
ity change is much less for the rod than for the plate; there-
fore, positive verification of the predicted velocity change is
more difficult in the case of the rod.

Considering the fact that the velocity effect is much
smaller than the accompanying attenuation effect, and that its
relative value is only on the order of a fraction of a percent,
we can only conclude that such measurements are very de-
manding and require the minimization of all other effects
that can mask the radiation-loading effect. Such effects
mainly include the effect of viscosity of the fluid and to some
degree, temperature variations. In our measurements, both of
these effects were minimized to a level where the radiation-
loading effect was dominant. Generally, the agreement be-
tween the experimental results and the theoretical predictions
in both cases of thin plates and rods was good. The experi-
ments unequivocally verified that radiation loading decreases
the velocity of the dilatational wave in thin rods and in-
creases it in thin plates. To our knowledge, these measure-
ments constitute the first experimental verification of the pre-
viously reported opposite effect that radiation loading exerts
on the velocity of the fundamental dilatational modes in im-
mersed thin plates and rods.
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Active impedance control within a cylindrical waveguide for
generation of low-frequency, underwater plane traveling waves

James J. Finnerana) and Mardi C. Hastingsb)

Department of Mechanical Engineering, The Ohio State University, Columbus, Ohio 43210

~Received 10 February 1998; accepted for publication 25 January 1999!

A cylindrical, water-filled acoustic waveguide with an active termination was used to generate
constant-frequency, plane traveling waves. The waveguide was constructed of acrylic tubing with an
underwater sound projector flanged to each end. One projector acted as the primary source and
generated continuous harmonic waves. The active control system measured the transfer function
between two hydrophones located inside the waveguide and used a pattern search algorithm to
adjust the secondary source amplitude and phase in order to drive the measured transfer function to
that for a plane traveling wave. The active control system was able to reduce the reflection
coefficient to below 0.05 within the frequency range 12.5–400 Hz and adjust the acoustic pressure/
particle velocity ratio to match that of a plane progressive wave. ©1999 Acoustical Society of
America.@S0001-4966~99!02905-7#

PACS numbers: 43.20.Mv, 43.60.Qv@DEC#

INTRODUCTION

A formidable problem in low-frequency underwater
acoustic experiments is the design of a suitable testing envi-
ronment in the laboratory. For many applications, it is im-
portant to know the nature of the acoustic field, including the
relationship between pressure and particle velocity, in order
to meaningfully interpret experimental data. A plane pro-
gressive or traveling wave is often a desirable stimulus be-
cause the relationship between the acoustic pressure and par-
ticle velocity is well known. Also, waves from any real
source approach plane progressive waves at distances far
from the source in open water.

In this study, a cylindrical, water-filled acoustic wave-
guide, with an active termination was used to generate
constant-frequency, plane traveling waves within the 10–400
Hz frequency range. The waveguide was constructed of
acrylic tubing, which is relatively flexible compared to wa-
ter. This resulted in much larger attenuation and slower
sound speed~and hence shorter wavelengths! than normally
encountered in open water or in a rigid duct. These condi-
tions helped achieve anechoic end conditions by reducing the
amplitude of waves and the reflection coefficient at the
waveguide exit, respectively. In a previous study using a
12-cm-inside diameter~i.d.! acrylic tube with a wall thick-
ness of 3.2 mm, the sound speed was about 20% of the value
for open water, and anechoic conditions were approximately
realized at frequencies above 300 Hz~Finneranet al., 1995;
Hastingset al., 1996!.

The objectives of this study, however, required anechoic
conditions at frequencies down to 10 Hz. Because passive
absorption techniques typically rely on viscous dissipation,
which requires an absorber thickness to be a sizable part of a
wavelength~Parvulescu, 1967!, they do not generally work
at the low frequencies considered here. A passive termina-

tion was therefore considered impractical for this study and
an active termination, featuring a second acoustic source,
was necessary.

Although active control of sound in ducts is relatively
common today~Elliott and Nelson, 1993!, most applications
involve active noise control in rigid, air-filled ducts. In these
applications the acoustic pressure is minimized at some lo-
cation or the sound propagating down a duct is canceled or
reflected back toward the source, so that it does not propa-
gate downstream. For this study, the objective was not to
minimize pressure, but to use the secondary source to absorb
the incident sound by matching the impedance at the wave-
guide exit to the medium characteristic impedance. This is
known as active impedance control.

The use of a secondary source to absorb sound was
originally proposed by Olson and May~1953! and has been
demonstrated within ducts by various authors~e.g., Beatty,
1964; Guicking and Karcher, 1984; Ordun˜a-Bustamante and
Nelson, 1992!; however, the majority of these studies have
been performed in air. The few studies of active impedance
control in water-filled tubes have been restricted to frequen-
cies above 1000 Hz.

I. BACKGROUND

A. Attenuated plane waves in a flexible waveguide

For an acrylic tube in water, the attenuation is not neg-
ligible, thus some of the acoustic relations commonly used
for rigid ducts were re-examined. For plane wave propaga-
tion within the waveguide, the acoustic pressure is

p~x,t !5@Aej k~L2x!1Be2 j k~L2x!#ej vt, ~1!

and the axial particle velocity is

v~x,t !5
k

rv
@Aej k~L2x!2Be2 j k~L2x!#ej vt, ~2!

whereA represents the forward wave,B represents the re-
flected wave,j 5A21, x is the distance from the source,t is
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time, r is the density of the fluid within the waveguide,v is
the circular frequency,L is the length of the waveguide, and

k5k2 j a5
v

c
2 j a ~3!

is the complex wave number~c is the sound speed within the
waveguide anda is the attenuation coefficient!. From Eqs.
~1! and ~2!, the pressure reflection coefficientR(x) is

R~x!5
B

A
e2 j 2k~L2x!, ~4!

and the acoustic impedance ratioz(x) is

z~x!5
k

k F11R~x!

12R~x!G . ~5!

Measurement of the reflection coefficient or impedance
ratio normally requires two closely spaced hydrophones. The
locations of hydrophone 1 and hydrophone 2 are defined as
x1 and x2 , respectively. The spacing between the hydro-
phones is defined ass5x22x1 and the midpoint between the
two hydrophones isx̄5(x11x2)/2. The transfer function be-
tween hydrophones 1 and 2 is defined as

H~ x̄,v!5
P~x2 ,v!P* ~x1 ,v!

P~x1 ,v!P* ~x1 ,v!
, ~6!

whereP(x,v) is the Fourier transform ofp(x,t) and* indi-
cates the complex conjugate. From Eqs.~1!–~3! and Eq.~6!,
the transfer function may be written as

H~ x̄,v!5
R~ x̄,v!1e2 j ks

R~ x̄,v!e2 j ks11
, ~7!

or as a function of the impedance ratio:

H~ x̄,v!5
z~ x̄,v!k/k2 j tan~ks/2!

z~ x̄,v!k/k1 j tan~ks/2!
. ~8!

1. No reflected wave

For this study the desired acoustic stimulus is a plane
traveling wave within the waveguide. This is achieved in
theory by having an infinite length duct or perfectly absorb-
ing termination, therefore no reflected wave is generated. For
no reflected wave,B50 and R(x)50. The expression for
the pressure amplitude along the length of the waveguide is

uP~x,v!u5P0~v!e2ax, ~9!

whereP0(v) is the pressure amplitude atx50. Substituting
R(x)50 into Eq.~5! yields

z~ x̄,v!5
k

k
5

k2

k21a2 1 j
ka

k21a2 . ~10!

Normally, a plane traveling wave is described as having
z(x,v)51/0°; however, Eq.~10! reveals that if the attenu-
ation is nonnegligible, the impedance ratio has a nonzero
imaginary part and a real part with magnitude less than one.
If a2!k2, then Eq.~10! reduces to

z~ x̄,v!511 j
a

k
. ~11!

With no reflected wave the transfer function between hydro-
phones 1 and 2 reduces to

H~ x̄,v!5e2 j ks. ~12!

Equation~12! is identical to the form for no attenuation, with
the wave numberk replaced with the complex wave num-
ber k.

B. Active control principles

Active impedance control systems generally follow the
block diagram shown in Fig. 1. The desired value is a math-
ematical expression representing the sensor output if the in-
cident sound is completely absorbed at the secondary source.
The controller acts upon the error signal, along with a refer-
ence signal correlated to the primary source input, to gener-
ate the secondary source input. Essentially, the controller
provides a gain and phase adjustment to the secondary
source so that the impedance at the secondary source is equal
to the medium characteristic impedance~Parvulescu, 1967!.

To examine how a second acoustic source can be used to
absorb sound, the waveguide is assumed to be a cylindrical
duct with cross-sectional areaAc and lengthL, as shown in
Fig. 2. The primary source is located atx50 and the sec-
ondary source is located atx5L. The volume velocities of
the primary and secondary sources areQ1 and Q2 , respec-
tively, and their electrical inputs areE1 andE2 , respectively.

Assuming plane wave propagation in the waveguide, the
pressure and particle velocity are given by Eqs.~1! and ~2!.
Applying the boundary conditions

v~0,t !5
Q1

Ac
ej vt ~13!

and

v~L,t !5
Q2

Ac
ej vt ~14!

to Eq.~2! allows one to solve forA andB. Equations~1! and
~2! are then used to find the acoustic impedance ratio at any
point within the tube:

FIG. 1. Block diagram for active sound absorption within a duct.

FIG. 2. One-dimensional model of active impedance control in the wave-
guide.
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z~x,v!5
2 jk

k

cosk~L2x!2Q coskx

sink~L2x!1Q sinkx
, ~15!

whereQ5Q2 /Q1 . At the waveguide exit,

z~L,v!5
2 jk

k

12Q coskL

Q sinkL
. ~16!

A one-to-one correspondence exists betweenQ and
z(L,v), so manipulation ofQ allows any desired ratio to be
obtained ~Bobber, 1962!. For an anechoic termination,
z(L,v)5k/k, thus

Qanechoic5e2 j kL. ~17!

If the attenuation is zero, then Eq.~17! requires the second-
ary source to have the same motion as the primary source,
delayed by the time it takes the sound to travel from the
primary source to the secondary source.

Rather than manipulate the acoustic impedance ratio di-
rectly, it is more useful to define an error signal so that when
the error signal is zero, anechoic conditions exist. For active
impedance control a suitable error is:

E~ x̄,v!5H~ x̄,v!2H12~ x̄,v!, ~18!

whereE( x̄,v) is the error,H( x̄,v) is the transfer function
measured between two hydrophones located atx1 and x2 ,
andH12( x̄,v) represents theideal transfer function between
hydrophones 1 and 2~Orduña-Bustamante and Nelson,
1992!.

For a plane traveling wave,

H12~ x̄,v!5e2 j ks. ~19!

Manipulation of Eqs.~8!, ~15!, ~18!, and~19! allows one to
solve for the error in terms ofQ:

E~ x̄,v!5
cosk~L2x2!2Q coskx2

cosk~L2x1!2Q coskx1
2ej ks. ~20!

If the mean squared error~MSE!, defined asuE( x̄,v)u2,
is plotted as a function of the real and imaginary parts ofQ,
a hypersurface, known as the performance surface, is gener-
ated. Figure 3 shows an example of a performance surface
for active impedance control in a duct. The objective of the

controller in Fig. 1 is to adjustE2 so as to move the error
toward the minimum point on the performance surface, that
is, to minimize the MSE. This has been done by various
authors using different techniques.

1. Control methodologies

Beatty ~1964! used a theoretical relationship analogous
to Eq. ~17! to derive Qanechoic for a water-filled steel tube.
Using the theoretical value, anechoic conditions were ob-
tained at 1000 Hz and 1600 Hz.

Guicking and Karcher~1984!, Guicking et al. ~1985!,
and Karcher~1982! used a two-microphone technique to
separate the standing wave field into incident and reflected
wave components. A signal proportional to the incident wave
was passed through a control filter and used to drive the
secondary source. Reflection coefficients less than 0.05 were
obtained from 100 to 800 Hz in air. For best results, how-
ever, the control filter required manual adjustment at each
frequency.

Curtiset al. ~1990! manually adjusted the amplitude and
phase of a secondary source to achieve anechoic end condi-
tions in an air-filled duct.

A substantial improvement over earlier techniques was
presented by Ordun˜a-Bustamante and Nelson~1992!, who
used a time-domain adaptive control scheme featuring the
filtered-x LMS algorithm to provide an absorbing termina-
tion in an air-filled tube. The adaptive nature of the controller
allowed use with periodic, random, and transient signals.
Anechoic end conditions were achieved from 30 to 330 Hz.

II. ACOUSTIC WAVEGUIDE

A. Design

The waveguide was fabricated from 18-cm i.d., 6.35-
mm-thick acrylic tube. Acrylic flanges were cut and attached
to individual sections of tube, allowing the sections to be
bolted together for a total length of approximately 14 m. At
0.1-m intervals along the length of the waveguide, 9.5-mm
holes were drilled to allow hydrophone access. Naval Re-
search Laboratory~NRL! Type J13 underwater sound projec-
tors were flanged to each end of the waveguide. The as-
sembled waveguide was filled with water and submerged in a
water-filled channel measuring approximately 1531.2
31 m.

B. Experimental characterization

Experimental measurements were performed to evaluate
the waveguide behavior without using active control. These
experiments were specifically designed to provide informa-
tion regarding~1! the highest frequency at which plane wave
propagation was valid,~2! the lowest frequency, if any, at
which traveling waves existed without active control,~3! the
phase velocity, and~4! the attenuation. During these tests a
second J13 was located at the far end of the waveguide, but
was used as only a passive termination.

1. Radial behavior

To determine the highest frequency at which the plane
wave assumption was valid, a B&K 8103 miniature hydro-

FIG. 3. Example of a performance surface for active impedance control in a
cylindrical duct. The vertical axis is 20 log10 uE( x̄,v)u2; the horizontal axes
are the real and imaginary parts of the source input ratioQ.
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phone was used to experimentally measure the acoustic pres-
sure along the waveguide cross section at several different
frequencies.

Figure 4 shows the normalized pressure measured across
the waveguide diameter for frequencies of 25, 100, 400, 600,
and 800 Hz. At each frequency, the data have been normal-
ized to give 0 dB atr 50. Any deviation from the 0-dB level
indicates departure from the plane wave assumption. At low
frequencies the curves are flat, indicating plane waves. As
the frequency increases, the measured pressure begins to de-
viate from the 0-dB baseline; at 600 Hz and above the plane
wave assumption is no longer valid.

2. Axial behavior

The acoustic pressure was measured along the longitu-
dinal axis of the waveguide in order to determine whether
traveling waves or standing waves were present. If a travel-
ing wave exists, the pressure is given by Eq.~9!. If a stand-
ing wave exists, the axial pressure data will consist of a
series of nodes and antinodes, with the distance between ad-
jacent nodes or antinodes equal tol/2, wherel is the acous-
tic wavelength.

The axial pressure was measured using two B&K 8103
miniature hydrophones which were moved in a point-by-
point fashion along the length of the waveguide. At each
location, the acoustic pressures were measured at several fre-
quencies. The particle velocity in the axial direction was also
estimated from the measured~complex! pressures using a
discretized equation of conservation of momentum for an
ideal fluid.

Figure 5 shows the measured axial sound pressure level
~SPL! at 12.5, 75, and 300 Hz. At high frequencies the data
begin to approach the ideal behavior for a traveling wave. At
low frequencies, standing waves are present. At 12.5 Hz,
however, the data are somewhat misleading. When the
acoustic wavelength is greater than twice the waveguide
length, the standing wave pattern may no longer be present.
Therefore, at very low frequencies, the acoustic impedance
ratio is a better indicator of whether or not a traveling wave
exists.

Figure 6 shows the acoustic impedance ratio measured
along the waveguide. The data at 12.5 Hz now clearly show
that a traveling wave does not exist; the impedance ratio at

12.5 Hz is primarily imaginary. At 350 Hz a traveling wave
is approached, except at locations close to either the source
or the termination.

3. Phase velocity

Two methods were used to experimentally measure the
phase velocity. At low frequencies, with standing waves
present, the distance between adjacent pressure nodes was
measured. This distance equalsl/2. Since the wavelength,
phase speed, and frequency are related byl5c/ f , the phase
velocity in the waveguide could be calculated since the fre-
quency was known. At higher frequencies, when reflections

FIG. 4. Experimentally measured radial pressure for 25, 100, 400, 600, and
800 Hz. FIG. 5. SPL measured along the waveguide longitudinal axis.

FIG. 6. Acoustic impedance ratio measured along the waveguide longitudi-
nal axis. Top—real part; bottom—imaginary part.
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are less significant, the time delay between the pressure in-
cident on two closely spaced hydrophones was measured and
used to estimate the phase velocity.

Figure 7 shows good agreement between the experimen-
tally measured phase velocity and the theoretical phase ve-
locity based on Junger’s analysis of the propagation of waves
in a fluid-filled, elastic shell submerged in a fluid~Junger,
1955!. This theory assumes an axisymmetric, thin shell~the
actual ratio of waveguide diameter to wall thickness is 28!.
The material properties for acrylic were obtained from Read
and Dean~1978!. The phase velocity in the waveguide is
approximately 370 m/s at frequencies below 200 Hz; this is
about 25% of the sound speed in open water.

4. Attenuation

Attenuation in the waveguide was also measured using
two different methods, depending on whether standing
waves or traveling waves were present. When traveling
waves were present, a function having the form of Eq.~9!
was fit ~using a linear regression technique! to the axial pres-
sure data. At low frequencies, the attenuation was estimated
by fitting the equation

Pmin~x!5PL}~L2x!, ~21!

wherePL is the pressure at the antinode closest tox5L, to
the measured pressure minima~Kinsler et al., 1982!.

Figure 8 shows the measured attenuation as a function of
frequency. The symbols represent the experimental data and

the solid line is a curve fit to the data. It should be noted that
the attenuation values here are much larger than those typi-
cally encountered in open water.

III. ACTIVE IMPEDANCE CONTROL SYSTEM

A. Pattern search method

Although the adaptive controller used by Ordun˜a-
Bustamante and Nelson~1992! is well-suited for creating
absorbing terminations in ducts, it was considered more
complicated than necessary for this study. Here the primary
source input is well-known and consists of a single fre-
quency. The controller is only required to adjust the ampli-
tude and phase of the secondary source to minimize the error
signal. This can be done without resorting to adaptive meth-
ods if the problem is treated as one of multivariable optimi-
zation. In this case the independent variables are the real and
imaginary parts ofQ ~or E2 if E1 is fixed!, while the depen-
dent variable is the MSE.

Optimization routines may be classified as search meth-
ods, which require function evaluation only, or gradient
methods, which also require the Jacobian gradient vector
~Adby and Dempster, 1974!. For this study the pattern search
technique was chosen for several reasons. It is robust in the
presence of noise and tends to follow the line of steepest
descent~Elliott et al., 1987!. Also, the pattern search tech-
nique has been successfully used in experimental studies to
minimize the sound pressure of single-frequency fields in
enclosures~Elliott et al., 1987; Nelson and Elliott, 1987;
Bullmore et al., 1985!.

The pattern search takes incremental steps, called pat-
tern moves, after suitable directions have been found by lo-
cal exploration. If the search progresses well, the step size is
increased; otherwise the step size is reduced. When the step
size is reduced below a set value, the search is ended~Adby
and Dempster, 1974!.

Figure 9 is a flowchart illustrating the operation of the
pattern search. The successive base points are represented by
the vectorn5@Re(Q)Im(Q)#, where n0 is the initial base
point andni is the base point afteri iterations. The variables
d and m are the step size and the number of times the step
size has been halved, respectively. The local exploration for
the i th iteration defines a new local minimumnA,i and up-
dates the search direction vectorN. If NÞ0 and the function
evaluation at the new local minimum is less than the value at
the previous minimum,f (nA,i), f (nA,i 21), a pattern move is
made to a new base. Otherwise the increments are halved
and a new pattern begun. After halvingM times, the search is
terminated and the answer given by the current value ofn.

B. Experimental implementation

Figure 10 shows the individual elements of the active
control system. Two NRL Type J-13 underwater sound pro-
jectors acted as the primary and secondary sources. Two hy-
drophones~B&K 8103! were located near the test section.
The hydrophone outputs passed into separate charge ampli-
fiers ~Kistler Type 5010! and then into the analog inputs of a
National Instruments AT-DSP2200 DSP board within a 486
DX2/66 PC. The measured transfer function between the two

FIG. 7. Phase velocity as a function of frequency within the waveguide. The
theoretical curve is based on the model of Junger~1955!.

FIG. 8. Attenuation as a function of frequency in the waveguide.
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hydrophones was corrected for phase mismatch according to
ASTM E 1050-90~ASTM, 1990!. The two analog outputs of
the DSP board went into separate channels of an audio am-
plifier ~Crown Power Tech 1! and then to the primary and
secondary sources. At frequencies above 150 Hz, audio
transformers~Altech model 15300! were used to improve the
impedance mismatch between the audio amplifiers and the
J13’s.

The pattern search algorithm was implemented in soft-
ware using a custom virtual instrument written in
LabVIEW®. The search was performed at a number of dis-
crete frequencies between 12.5 and 500 Hz. At each indi-
vidual frequency, the primary source was driven with con-
tinuous waves at a constant amplitude. The transfer function
between hydrophones 1 and 2 was continuously measured
and used to calculate the MSE. The secondary source ampli-
tude and phase were then manipulated using the pattern
search algorithm in order to minimize the MSE. Figure 11 is

an example of the typical progress of the optimization rou-
tine, in this case at a frequency of 25 Hz.

At the conclusion of the pattern search, the impedance
ratio z( x̄,v) and reflection coefficientR( x̄) at the test sec-
tion were calculated from the measured transfer function.
The primary source frequency was then adjusted to the next
value and the process repeated. After repeating at all desired
frequencies, the data forz( x̄,v) were compared to the theo-
retical prediction~for a traveling wave!, given by Eq.~11!, in
order to assess the success of the optimization. The opti-
mized values for the secondary source amplitude and phase
~at each frequency! were saved and could be used to later
reproduce the traveling wave as long as environmental con-
ditions had not changed dramatically. Changes in the channel
water depth, ambient temperature, or barometric pressure
normally required the optimization to be repeated every few
days. Conditions within the waveguide could always be
quickly checked by measuring the impedance ratio at each
frequency using the optimized values for the secondary
source input.

The performance of the active control system was lim-
ited at high frequencies by several factors. For a given hy-
drophone spacing, the maximum frequency was limited~ac-
cording to ASTM E 1050-90! by the relation

s!
c

2 f
. ~22!

For s50.1 m, the maximum frequency was experimentally
observed to be near 400–500 Hz. More significant was the
fact that, at higher frequencies, the impedance mismatch and

FIG. 10. Active control system hardware.

FIG. 11. Progress of the optimization routine at 25 Hz.

FIG. 9. Flowchart for the pattern search method.
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attenuation increased dramatically. These conditions had the
net effect of preventing the sound generated by the second-
ary source from having sufficient amplitude to cancel the
primary source component. For these reasons the active con-
trol system behaved poorly above 400 Hz and was unstable
above 500 Hz.

To investigate the low-frequency performance, the im-
pedance ratio was measured~after optimization! for several
hydrophone spacings. Figure 12 shows the results for 12.5
Hz, 18.75 Hz, and 25 Hz. These data indicate that as the
hydrophone spacing decreases, the low-frequency perfor-
mance suffers. At sufficiently large hydrophone spacings the
results are acceptable, even at 12.5 Hz. Using Fig. 12 the
range of useful hydrophone spacings may be estimated for
each frequency: at 25 Hz the minimum spacing is 0.8 m,
while at 12.5 Hz a spacing of more than 1 m is required.
Overall, three different hydrophone spacings were used;
Table I lists the hydrophone spacing used for each frequency
range.

Figures 13 and 14 show some representative results for
the active control system using the hydrophone spacings
listed in Table I. Figure 13 compares the impedance ratios
measured~at the test section! with and without the active
control system. Figure 14 compares the reflection coefficient

~at the test section! measured with and without active con-
trol. Overall, the system was very successful in absorbing the
incident sound and providing a traveling wave. The mea-
sured reflection coefficient was less than 0.05 between 12.5
and 400 Hz. It should be noted that this is the reflection
coefficient at the test section, not at the waveguide exit. The
reflection coefficient measured at the exit will always be
large because of the presence of the secondary source.

C. Comparison with an unbounded plane progressive
wave

After successful optimization of the secondary source,
or at frequencies where a traveling wave exists without ac-
tive control, the impedance ratio within the waveguide is

FIG. 12. Effect of hydrophone spacing on active control system perfor-
mance at low frequencies.

TABLE I. Active control system hydrophone spacings used for each fre-
quency range.

Frequency range~Hz! Spacing~m!

f ,38 1.8
38< f <112 0.4
f .112 0.1

FIG. 13. Acoustic impedance ratio measured with and without active con-
trol. Top—real part; bottom—imaginary part.

FIG. 14. Reflection coefficient measured with and without active control.

3041 3041J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 J. J. Finneran and M. C. Hastings: Active impedance control



given by Eq.~10!, which indicates that the acoustic particle
velocity for a traveling wave within the waveguide is

V~ x̄,v!5
P~ x̄,v!

rc S k

kD . ~23!

For a plane progressive wave in open water the attenuation is
negligible below 10 kHz, thus the particle velocity is

V0~ x̄,v!5
P~ x̄,v!

rc0
, ~24!

wherec0 is the unbounded sound speed in water. The phase
velocity in the waveguide is approximately one-fourth of the
unbounded sound speed; therefore, for the same acoustic
pressure, a traveling wave in the waveguide will have a par-
ticle velocity magnitude aboutfour times largerthan that of
a traveling wave in open water.

To resolve this problem, a new desired value may be
used in place of Eq.~19!. The goal of the controller is now to
generate a wave with

P~ x̄,v!

rc0V~ x̄,v!
5

k

k
. ~25!

The desired transfer functionH12( x̄,v) is then

H12~ x̄,v!5
c0 /c2 j tan~ks/2!

c0 /c1 j tan~ks/2!
. ~26!

Using this new value forH12( x̄,v), the active control
experiments were repeated, again using the setup shown in
Fig. 10. To assess the controller’s performance the acoustic
impedance was measured and normalized by dividing by
rc0 , rather thanrc, as in Fig. 13. Figure 15 shows the
measured normalized impedance as a function of frequency.
The symbols represent the experimental data; the solid lines
indicate the ideal performance, that is, the normalized im-
pedance with zero error (5k/k). The experimental results
are very close to the ideal behavior. This indicates that the
secondary source amplitude and phase have been success-
fully optimized in order to generate a traveling wave with a
p/v ratio equivalent to that of a plane progressive wave in
open water.

IV. SUMMARY AND CONCLUSIONS

This work has demonstrated an active control technique
for generating harmonic acoustic traveling waves within a
water-filled acrylic tube. The active control system measured
the transfer function between two hydrophones and used the
pattern search algorithm to adjust the secondary source am-
plitude and phase in order to drive the measured transfer
function to some desired value. The pattern search was well-
suited for this study, where the primary source generated
continuous waves at a constant~known! frequency. For this
reason, the use of newer, more complicated control method-
ologies was deemed unnecessary. The active control system
was able to reduce the reflection coefficient to below 0.05
within the frequency range 12.5–400 Hz.

Operation at low frequencies was facilitated by increas-
ing the spacing between the hydrophones. Operation at high
frequencies was limited by the high attenuation within the
waveguide and the large impedance mismatch between the
audio amplifier and secondary source. Although a more pow-
erful audio amplifier and better impedance match between
the amplifier and the J13’s would likely extend the useful
range of the system, it is unlikely, because of the high at-
tenuation in the waveguide and its radial pressure distribu-
tion, that the current configuration could be used at frequen-
cies above 500 Hz.

The walls of the acrylic waveguide constitute a nonrigid
boundary and slow the acoustic wave propagating within the
waveguide. The sound speed within the waveguide is about
25% of the sound speed in open water, thus the traveling
wave obtained using the desired value of Eq.~12! will have
a particle velocity four times larger than that of a plane pro-
gressive wave with the same pressure. To compensate for
this, the desired value was adjusted to that given by Eq.~26!.
The use of this desired value results in the creation of a
traveling wave with ap/v ratio identical to that of a plane
progressive wave.

In a manner similar to the derivation of Eq.~26!, the
desired value could be adjusted to create anyp/v relation-
ship. Work similar to this has been done by several authors
in order to manipulate standing wave fields and create pres-
sure nodes or antinodes at a desired location~van den Berg
and Schuijf, 1985; Buwalda, 1981; Cahnet al., 1969; Weiss,
1967; Parvulescu, 1961!. The active control system de-
scribed here could be easily adapted to perform such tasks.
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In this paper it is demonstrated that a theoretical model for wave propagation may indeed
correspond to a well-posed transient problem although the group velocity for finite frequencies
becomes greater than the high frequency limit of the phase velocity, negative or even infinite.
Sufficient conditions for causality are derived and the particular cases of relaxing and bubbly fluids
are considered so as to show some of the properties of the group velocity concept. ©1999
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INTRODUCTION

In an earlier work by this author it was shown how the
group velocity is related to the wavefront speed of a pulse.1

That work was an outgrowth of a long debate concerning
interpretations of the group velocity concept for the case of
transient wave propagation. However, due to the response to
that paper, it seems to be convenient to expand on the tran-
sient problem. We here first look at sinusoidal acoustic
waves in dissipative media in general. The quantities of spe-
cial interest are the attenuation, the phase, and the group
velocities, respectively. To simplify the transient analysis we
restrict the attention to the regime of small dissipative effects
which here means that the velocity dispersion and attenua-
tion per wavelength are small compared to unity. This is of
no limitation with respect to the purpose of the paper and
will simplify the mathematics in the way that we can avoid
branch cuts and Riemann sheets in the complex plane.2 The
special case of relaxing and bubbly fluids is considered so as
to demonstrate the severe difficulties with the group velocity
concept that may occur depending on the media of
consideration.3,4 For the relaxing fluid, the phase velocity is a
monotonically increasing but bounded function of frequency.
The corresponding group velocity has a maximum for a finite
frequency. For the bubbly fluid, the phase velocity is at
maximum for finite frequencies. Furthermore, the group ve-
locity becomes negative for a certain frequency region and it
is also found that it becomes infinite. We then turn to the
transient problem of pulse propagation in dissipative fluids in
general. A mathematical method handling arbitrary input
pulses is suggested which thus is independent on the fre-
quency content of the excitation. It is used to show that the
wavefront speed is given by the high frequency limit of the
phase velocity although the values of the phase and group
velocities might be higher for finite frequencies. Sufficient
conditions concerning whether a transient problem will yield
a wavefront are discussed. It is demonstrated how the overall
complex wave number is related to the causality condition.
This is analogous to the Kramers–Kronig dispersion rela-
tions which connect the attenuation and the dispersion for a
causal medium model.5,6 We then again look at the particular

case of relaxing and bubbly fluids, and find that these models
are consistent with the requirement of existence of a wave-
front.

I. MONOCHROMATIC WAVE PROPAGATION

A. Complex wave number and group velocity

We consider here waves propagating in the positive
x-direction where the amplitude is proportional to exp@i(vt
2kx)# wherei, t, andx are the imaginary unit, the time, and
the propagation distance, respectively. The quantityv is the
angular frequency and the complex wave number for the
dissipative medium is denotedk(v). It is convenient to de-
composek(v) into its real and imaginary parts as

k~v!5
v

c~v!
2 ia~v!, ~1!

where a~v! and c(v) are the attenuation and the phase
velocity.7 With respect to the purpose of this paper it is con-
venient to consider the regime of small effects of the dissi-
pative processes in the sense that the velocity dispersion and
the attenuation per wavelength for all frequencies are both
small compared to unity

Uc~v!2c0

c0
U!1, ~2!

and

a~v!c~v!

v
!1, ~3!

wherec05v/k0 denotes a reference speed of sound which
for the relaxing fluid to be considered in the following sub-
section, B, is the low frequency limit of the phase velocity.
For the bubbly fluid to be considered in subsection C,c0 is
the speed of sound in the fluid surrounding the bubbles. The
group velocity can be found from the real part of the com-
plex wave number as1

u~v!5H d@v/c~v!#

dv J 21

5
c2~v!

c~v!2v
dc~v!

dv

. ~4!
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B. Relaxing fluids

In order discuss the concepts of wavefront speed and
group velocity it is convenient to consider specific models.
In this work we have chosen relaxing and bubbly fluids since
they are very different in terms of the behavior of the phase
velocity and the attenuation and thus the distortion.8,9 A re-
laxing fluid according to the Maxwell model is given by the
dispersion relation

kR
2~v!5k0

2F12
ivtsf s

11 ivts
G , ~5!

for the case of a single step relaxation process wheref s is the
relaxation amplitude andts is the relaxation time. From Eqs.
~1!–~3! and ~5! the phase velocity and absorption are given
by

cR~v!5c0F12
f sv

2ts
2

2~11v2ts
2!G

21

, ~6!

and

aR~v!5
f sv

2ts

2c0~11v2ts
2!

. ~7!

In Figs. 1 and 2 the normalized phase velocitycR(v)/c0 and
the normalized attenuationaR(v)c0ts are shown as func-
tions of normalized frequencyvts for an relaxation ampli-
tude f s50.1. It is seen that the phase velocity and the attenu-
ation are monotonically increasing but bounded functions of
frequency. For the group velocity we find from Eqs.~4! and
~6!

uR~v!5
c0

12
f sv

2ts
2

2~11v2ts
2!

2
f sv

2ts
2

~11v2ts
2!2

. ~8!

It is to be noted that the above expression for the group
velocity is not exactly the same as used in our earlier work.1

This is so because we there used a Taylor expansion of the
phase velocity. This fact, however, does not change the re-
sults and conclusions in the earlier work nor in this investi-

gation. The normalized group velocity,uR(v)/c0 , as func-
tion of normalized frequency,vts , is shown in Fig. 3 for
f s50.1. It is seen that it attains its maximum value for a
finite frequency. Moreover, this maximum is larger than the
high frequency limit of the phase velocity.

C. Bubbly fluids

In this subsection we look at sinusoidal waves in a bub-
bly fluid. The model originates from work by Kennard and
has been derived and improved in various ways by many
investigators over the years.5,10–12The dispersion relation is

kB
2~v!5k0

2F11
4pc0

2NRs

vb
2-v212ivbb

G , ~9!

whereRs is the equilibrium bubble radius andN is the num-
ber of bubbles per unit volume and unit radius. The bubble
resonance frequency isvb

25v t
21v r

2 and the total damping
function is bb5bv1b t1b r .12 From Eqs.~1!–~3! and ~9!
we find

FIG. 1. Normalized phase velocity for relaxing fluidcR(v)/c0 as a function
of normalized frequencyvts . Relaxation amplitudef s50.1.

FIG. 2. Normalized attenuation for relaxing fluidaR(v)c0ts as a function
of normalized frequencyvts . Relaxation amplitudef s50.1.

FIG. 3. Normalized group velocity for relaxing fluiduR(v)/c0 as a function
of normalized frequencyvts . Relaxation amplitudef s50.1.
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cB~v!5c0F11
2pc0

2RsN~vb
22v2!

~vb
22v2!214v2bb

2G21

, ~10!

and

aB~v!5
4pc0v2RsbbN

~vb
22v2!214v2bb

2 . ~11!

For the purpose of this investigation it is convenient to in-
troduce the following approximations;v t(v)'v t(va) and
b t(v)'b t(va), where va is the adiabatic resonance
frequency.13 We also neglect effects of liquid compressibility
on the bubble motion so thatv r5b r50. The result of the
above assumptions is that the quantitiesvb and bb are
constants.12 These approximations will be used from here on
and they are not in conflict with our coming conclusions
concerning the wavefront speed and the group velocity.
Rather, however, the mathematical machinery will be signifi-
cantly reduced. In Figs. 4 and 5, the normalized phase veloc-
ity cB(v)/c0 and the normalized attenuationaB(v)c0 /va

are shown as functions of normalized frequencyv/va . The
gas volume fraction,V54pRs

3N/3, is 1026 and the equilib-
rium bubble radius,Rs , is 50 microns. It is seen that the
phase velocity has a minimum and a maximum for finite
frequencies. The attenuation has a sharp peak corresponding
to the resonance region. The group velocity is found from
Eqs.~4! and ~10!

uB~v!5
c0

11C~v!1
2pc0

2RsN~vb
22v2!

~vb
22v2!214v2bb

2

, ~12!

where

C~v!5
4pc0

2v2RsN@~vb
22v2!224vb

2bb
2#

@~vb
22v2!214v2bb

2#2 . ~13!

The denominator of the group velocity,cB
2/uB , is shown in

Fig. 6 for V51026 and Rs550. It is seen that it becomes
negative in a certain frequency region. Moreover, it is zero at
two frequencies indicating that the group velocity becomes
infinite.

II. TRANSIENT WAVE PROPAGATION

A. The mathematical method

A wavefront is here defined as a surface beyond which,
at a given instant of time, the medium is completely at rest.3

In this section we suggest a method for finding and defining
the speed of the wavefront of a pulse; that is, the wavefront
speed. The method presented is based on linear systems
theory and the principles used are significantly influenced by
the book by Papoulis.2 In traveling through a dissipative me-
dium, an acoustic pulsep(x,t) is distorted and its form and
properties can be found by evaluating the Fourier integral

p~x,t !5
1

2p E
2`

1`

P~0,v!M ~x,v!exp~ ivt !dv, ~14!

where

FIG. 4. Normalized phase velocity for bubbly fluidcB(v)/c0 as a function
of normalized frequencyv/va . Gas volume fractionV51026. Equilibrium
bubble radiusRs550 microns.

FIG. 5. Normalized attenuation for bubbly fluidaB(v)c0 /va as a function
of normalized frequencyv/va . Gas volume fractionV51026. Equilibrium
bubble radiusRs550 microns.

FIG. 6. Denominator of group velocity for bubbly fluidcB
2/uB as a function

of normalized frequencyv/va . Gas volume fractionV51026. Equilibrium
bubble radiusRs550 microns.
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M ~x,v!5exp@2 ik~v!x#, ~15!

is the medium function andP(0,v) is the Fourier transform
of the input pulsep(0,t). In order to analyze the speed of the
wavefront it is convenient to study the propagation of an
initial dirac pulse for whichP(0,v)51 and the integral of
interest is

p~x,t !5
1

2p E
2`

1`

M ~x,v!exp~ ivt !dv. ~16!

The objective now is to demonstrate that the wavefront speed
is given by the high frequency limit of the phase velocity. In
order to do that we rewriteM (x,v) as

M ~x,v!5M`~x,v!1M1~x,v!, ~17!

where

M`~x,v!5exp~2 ik`x!, ~18!

and

k`~v!5
v

c`
2 ia` . ~19!

Further,

M1~x,v!5M`~x,v!$exp@Q~v!#21%, ~20!

where the kernel of the whole transient problem,Q(v), is
given by

Q~v!52 ix@k~v!2k`~v!#. ~21!

The high frequency limits of the phase velocity and the at-
tenuation are here assumed to exist and are denotedc` and
a` , respectively. The distorted pulse is given by a corre-
sponding decomposition as

p~x,t !5p`~x,t !1p1~x,t !, ~22!

where from Eqs.~16!–~19!

p`~x,t !5exp~2a`x!d~ t2t`!, ~23!

and from Eqs.~20! and ~21!

p1~x,t !5
exp~2a`x!

2p E
2`

`

$exp@Q~v!#21%

3exp@ iv~ t2t`!#dv, ~24!

wheret`5x/c` . From Eq.~23! it is concluded that

p`~x,t !50, t,t` . ~25!

In order to examinep1(x,t), the complexz-plane is intro-
duced wherez5n1 iv. Let us study the contour integral

I 5
exp~2a`x!

2p i E
CR

$exp@Q~z/ i !#21%exp@z~ t2t`!#dz,

~26!

in the right handz-plane wheren>0. The contour,CR, is
from minus iV to plus iV along theiv-axis and then con-
nected with a semicircle in the right handz-plane. ForV
tending to infinity it is found that the part along theiv-axis
corresponds top1(x,t), Eq. ~24!, that is, the inverse Fourier
transform ofM1(x,v). The residue theorem will be used and
let us first consider the requirements of convergence of the

integral forp1(x,t). Along theiv-axis n50 so the factor in
the integrand, exp@iv(t2t`)#, represents sinusoidal oscilla-
tions. This means that if the magnitude,uexp@Q(v)21#u, is
square integrable, there is convergence andp1(x,t) exists for
every t.2 Along the semicircle,n.0, we have that if
$exp@Q(z/i)#21% tends to zero asz tends to infinity, and ift
,t` , the contribution will be zero. This is due to the Jor-
dan’s lemma.2 Finally, if the sum of the residues of
$exp@Q(z/i)#21% in the right handz-plane are zero, we find
form the residue theorem that

p1~x,t !50, t,t` . ~27!

Equations~22!, ~25!, and~27! tell us that, under the circum-
stances presented,p(x,t) be zero fort,t` and the model of
concern is causal.1,2,5,6,8,9 No information can propagate
faster than with the high frequency limit of the phase veloc-
ity, c` . This is the definition of the wavefront speed. Fort
.t` an analogous contour is used in the left handz-plane
and there will, in general, be a nonzero contribution due to
singularities ofQ(z/ i ) for n,0. Fort5t` we formally have2

p~x,t`!5
p~x,t`

1!1p~x,t`
2!

2
. ~28!

In the above it is shown that if a medium model obey certain
conditions, it will correspond to a transient problem with a
wavefront propagating with a finite speed. The sufficient
conditions are summarized as;

~1! The existence of the high frequency limits ofc(v) and
a~v!. The former as a positive, nonzero real constant.
For the attenuation, the limit can be zero.

~2! A behavior of Q(z/ i ) for z tending to infinity so that
uexp@Q(v)21#u is square integrable and that
$exp@Q(z/i)#21% tends to zero.

~3! The sum of the residues of$exp@Q(z/i)#21% is zero in the
right handz-plane. This is for example the case ifQ(z/ i )
is analytic there.

In the next two subsections we will apply these conditions on
relaxing and bubbly fluids to demonstrate that the wavefront
speed may indeed be lower than the maximum of both the
phase and group velocities at finite frequencies.

B. Relaxing fluids

A relaxing fluid is considered here with respect to the
findings in the earlier section. The high frequency limit of
the phase velocity is found from Eq.~6! as

cR~`!5cR`5c0@12 f s/2#21. ~29!

The limit thus exists as a posititive bounded real constant.
For the attenuation we have from Eq.~7!

aR~`!5aR`5
f s

2c0ts
, ~30!

which is in concordance with the requirements. The quantity
QR(z/ i ) is from Eqs.~1!, ~6!, ~7!, ~21!, and~29!, ~30!,

QR~z/ i !5
x fs

2c0ts~11zts!
. ~31!
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It is readily shown from Eq.~31! that uexp@QR(v)21#u is
square integrable and that$exp@QR(z/i)#21% tends to zero as
z tends to infinity. Furthermore,QR(z/ i ) has no singularities
in the right handz-plane but one in the left handz-plane for
z52(1/ts). The relaxing fluid thus gives us an example
where the group velocity, at finite frequencies, is higher than
the wavefront speed.

C. Bubbly fluids

The bubbly fluid is considered here and the high fre-
quency limit of the phase velocity is found from Eq.~10! as

cB~`!5cB`5c0 . ~32!

The high frequency of the attenuation yields from Eq.~11!

aB~`!5aB`50. ~33!

The above results are thus consistent with the requirements.
The quantityQB(z/ i ) is from Eqs.~1!, ~10!, ~11!, ~21!, and
~32!, ~33!

QB~z/ i !5
x2pc0RsNz

z212bbz1vb
2 , ~34!

so we find from Eq.~34! that uexp@QB(v)21#u is square in-
tegrable and that$exp@QB(z/i)#21% tends to zero asz tends to
infinity. Moreover,QB(z/ i ) has no singularities in the right
handz-plane but two in the left handz-plane

z152bb1 iAvb
22bb

2, ~35!

and

z252bb2 iAvb
22bb

2. ~36!

The situationvb.bb corresponding to underdamped bubble
oscillations is used here since it is of normal interest in
bubble dynamics.13 It is thus shown that the model for the
bubbly fluid represents a causal transient problem. This gives
us an example where the both the phase and group velocities,
at finite frequencies, are higher than the wavefront speed.
Furthermore, the presence of negative or even infinite group
velocities are thus of no problem.

III. CONCLUSIONS

In this work we have demonstrated that the wavefront of
an acoustic pulse can propagate with a speed which is lower

than the maximum values of both the phase and group ve-
locities at finite frequencies. We have suggested and used a
model for transient analysis so as to show that the wavefront
speed is given by the high frequency limit of the phase ve-
locity. The particular cases of pulse propagation in relaxing
and bubbly fluids has been analyzed. For the relaxing fluid,
the group velocity, at finite frequencies, is higher than the
wavefront speed. For the bubbly fluid, both the phase and
group velocities become larger, at finite frequencies, than the
wavefront speed. Moreover, the group velocity becomes
negative and also infinite for finite frequencies. It has been
clearly demonstrated that the group velocity scale is of lim-
ited applicability and should be used with great care.
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Parabolic equations for gravity and acousto-gravity waves are derived and implemented. The wave
equations for these problems contain singularities at depths at which the buoyancy frequency equals
the forcing frequency. One of the advantages of the parabolic equation solution is that it is easy to
avoid numerical problems associated with the singularities. Some problems involve an infinite
number of propagating modes. This artifact of neglecting viscosity is handled by including stability
constraints in the rational approximations used in the implementation of the parabolic equation. The
parabolic equation is tested for idealized problems involving surface, internal, and interface gravity
waves. Parabolic equation solutions are also presented for range-dependent problems involving
internal waves in the ocean and acousto-gravity waves in the atmosphere. ©1999 Acoustical
Society of America.@S0001-4966~99!04906-1#

PACS numbers: 43.20.Mv, 43.28.Bj@DLB#

INTRODUCTION

The parabolic equation method has been extensively ap-
plied to problems in ocean acoustics and seismo-acoustics.1

In this paper, we develop parabolic equation techniques for
gravity and acousto-gravity waves. The acousto-gravity
wave equation is a generalization of the acoustic wave equa-
tion that includes both compressibility and buoyancy
effects.2 Solutions that correspond to limiting cases include
pure acoustic waves~in which buoyancy is neglected! and
pure gravity waves~in which compressibility is neglected!.
Both of these waves are commonly observed in the ocean
~where they are decoupled! and in the atmosphere. Parabolic
equation techniques have been developed for surface gravity
waves in the horizontal plane over gradually varying
bathymetry.3,4 We consider gravity and acousto-gravity
waves in the vertical plane, with applications to internal and
surface gravity waves in the ocean and acousto-gravity
waves in the atmosphere.

Two complications arise in generalizing parabolic equa-
tion techniques to acousto-gravity waves. In contrast to the
acoustic wave equation, the acousto-gravity wave equation
has an infinite number of propagating modes for some prob-
lems. It is not possible to handle such problems with para-
bolic equation techniques, which are based on rational ap-
proximations that are valid over a finite band of horizontal
wave numbers. Fortunately, only a finite number of the
modes are physically meaningful because small scale waves
are annihilated by viscosity. These waves can be handled
properly by including viscosity in the analysis. An alternate
approach is to design the rational approximations to annihi-
late small scale waves. The other complication is related to
singularities in the acousto-gravity wave equation, which are
regular but must be handled with care in numerical solutions.
An advantage of the parabolic equation solution is that its
form makes it easy to avoid difficulties associated with the
singularities.

The acousto-gravity wave equation and interface condi-

tions are formulated in Sec. I. A parabolic equation for
acousto-gravity waves and an approach for generating initial
conditions are derived in Sec. II. Energy-conservation5–7

and single-scattering8 techniques for handling range depen-
dence are derived in Sec. III. Numerical solutions of the
gravity and acousto-gravity wave equations are illustrated in
Sec. IV.

I. THE WAVE EQUATION AND INTERFACE
CONDITIONS

We present the acousto-gravity wave equation and hori-
zontal interface conditions in this section. For simplicity, we
work in the frequency domain, consider a two-dimensional
problem, and neglect the effects of nonlinearity, viscosity,
and the earth’s rotation and curvature. We work in Cartesian
coordinates, where the rangex is the horizontal distance from
a source or reference point andz is the depth in the ocean or
altitude in the atmosphere. We assume a steady ambient state
in which the ambient flow can be neglected. Horizontal
variations in density are consistent with this assumption pro-
vided they are sufficiently gradual. Linearizing the equation
of state and the equations for conservation of momentum,
mass, and entropy, and performing some manipulations,2 we
obtain

S ]2

]x2
1k2D p52 ivrS ]

]z
1

g

c2D w, ~1!

~N22v2!w5
iv

r S ]

]z
2

g

c2D p, ~2!

N2[
g

r

]r

]z
2

g2

c2
, ~3!

wherep andw are perturbations to the ambient pressure and
vertical component of velocity,r is the ambient density,
k5v/c is the acoustic wave number,c is the sound speed,v

3049 3049J. Acoust. Soc. Am. 105 (6), June 1999 0001-4966/99/105(6)/3049/8/$15.00 © 1999 Acoustical Society of America



is the circular frequency,g is the acceleration due to gravity,
andN is the buoyancy frequency. Using Eq.~2! to eliminate
w in Eq. ~1!, we obtain the acousto-gravity wave equation,

]2p

]x2 1r
]

]z S 1

r

v2

v22N2

]p

]zD
1S v2k2

v22N22
]

]z S gk2

v22N2D D p50. ~4!

Sincer varies by several orders of magnitude in the atmo-
sphere, it is often desirable to use the dependent variable
r21/2p rather thanp. It is easy to include this change of
variable in the parabolic equation techniques presented in
Secs. II and III.

The quantitiesp1 iv21grw andw are conserved across
a horizontal interface between two layers.9 Using Eq.~2! to
eliminatew, we obtain the interface conditions,

F S 12
g2c22

v22N2D p1
g

v22N2

]p

]zG50, ~5!

F v2

v22N2 S 1

r

]p

]z
2

g

rc2 pD G50, ~6!

where@•# denotes the jump of the indicated quantity across
the interface. The quantity in Eq.~5! vanishes at a free
boundary. The quantity in Eq.~6! vanishes at a rigid bound-
ary. Limiting cases of Eq.~4! include the acoustic wave
equation,

]2p

]x2 1r
]

]z S 1

r

]p

]zD1k2p50, ~7!

which is obtained by neglecting gravity, and the gravity
wave equation,

]2p

]x2 1r
]

]z S 1

r

v2

v22N2

]p

]zD50, ~8!

which is obtained by assuming thatc is much larger than a
representative wave speed~this is equivalent to assuming
that the medium is incompressible!. Various parabolic equa-
tion techniques have been developed for solving Eq.~7!. In
Secs. II and III, we develop parabolic equation techniques
for solving Eq.~4!, including Eq.~8! as a special case.

Some of the terms in Eq.~4! are singular at depths at
which v5N. Although these singularities are regular, they
can cause difficulties in numerical solutions. As we show in
Sec. II, it is easy to avoid this problem in the parabolic equa-
tion solution. Another difficulty that can arise in solving Eq.
~4! is that this equation has an infinite number of propagating
modes for some problems. To illustrate this, we consider an
arbitrary modef j (z) and eigenvaluekj

2 of Eq. ~8! for a
problem involving constantN and rigid boundaries atz50
andz5H. The depth separated eigenvalue problem is

rv2

v22N2

d

dz S 1

r

df j

dz D5kj
2f j , ~9!

where f j8(0)5f j8(H)50. Multiplying Eq. ~9! by r21f j ,
integrating overz, and performing integration by parts, we
obtain

kj
25

v2

N22v2

*0
Hr21uf j8u

2dz

*0
Hr21uf j u2dz

. ~10!

Since propagating modes correspond tokj
2.0, we conclude

that all of the modes are propagating forv,N and that all of
the modes are evanescent forv.N. It is not possible to
handle an infinite number of propagating modes with para-
bolic equation techniques. Fortunately, this is not necessary
because only a finite number of the modes are physically
meaningful. The modes that correspond to large horizontal
wave numbers are annihilated by viscosity, which is not in-
cluded in Eq.~4!. In Sec. II, we discuss an alternative to
including viscosity in the model.

II. THE PARABOLIC EQUATION AND SELF STARTER

In this section, we derive a parabolic equation for
acousto-gravity waves and describe an approach for solving
it. The parabolic equation is obtained by factoring the opera-
tor in Eq. ~4! into a product of incoming and outgoing op-
erators. This factorization is exact for range-independent
problems. Range-dependent problems are handled by ap-
proximating the medium by a sequence of range-independent
regions. The parabolic equation is applied to propagate the
field through each region. Techniques for handling the verti-
cal interfaces between regions are described in Sec. III.

The acousto-gravity wave equation is in the form,

]2p

]x2 1k0
2~11X!p50, ~11!

X[k0
22S r

]

]z

1

r

v2

v22N2

]

]z
1

v2k2

v22N2

2
]

]z S gk2

v22N2D2k0
2D , ~12!

wherek05v/c0 is a representative horizontal wave number
andc0 is a representative phase speed. Factoring the operator
in Eq. ~11! into a product of incoming and outgoing opera-
tors, we obtain

S ]

]x
1 ik0~11X!1/2D S ]

]x
2 ik0~11X!1/2D p50. ~13!

Assuming that outgoing energy dominates backscattered en-
ergy, we obtain the outgoing wave equation,

]p

]x
5 ik0~11X!1/2p. ~14!

Solving Eq.~14! formally, we obtain

p~x1Dx,z!5exp~ ik0Dx~11X!1/2!p~x,z!. ~15!

Substituting ann-term rational approximation for the depth
operator in Eq.~15!, we obtain the split-step Pade´ solution,10

p~x1Dx,z!5exp~ ik0Dx! )
m51

n
11am,nX

11bm,nX
p~x,z!, ~16!

which provides higher-order accuracy in bothX ~the
asymptotic parameter! andk0Dx ~the numerical parameter!.
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The solution of Eq.~16! is obtained by solving the equa-
tions,

~11bm,nX!pm5~11am,nX!pm21 , ~17!

where p05exp(ik0Dx)p(x,z) and pn5p(x1Dx,z). Simple
poles in the operatorX can be avoided using the factor,

z[S v22N2

v2 D 2

. ~18!

Multiplying both sides of Eq.~17! by z, we obtain the equa-
tion,

~z1bm,nzX!pm5~z1am,nzX!pm21 , ~19!

which is free of singularities. Several approaches have been
developed11–13 for obtaining the coefficientsam,n andbm,n ,
which can be defined by specifying two types of constraints.
Accuracy constraints are imposed to guarantee that the
propagating modes are handled properly. Stability con-
straints are imposed to annihilate the evanescent portion of
the spectrum. The stability constraints can be used to account
for the effects of viscosity by annihilating solutions of Eq.
~4! that correspond to large horizontal wave numbers. As
discussed in Sec. I, these modes are artifacts of neglecting
the effects of viscosity. Evanescent waves can also be anni-
hilated by using rotated Pade´ approximations,14,15 which are
obtained by first generating a rational approximation using
only accuracy constraints and then rotating the branch cut
below the negative real axis.

Initial conditions for the parabolic equation can be gen-
erated using the self starter.13,16,17Placing a line source term
on the right-hand side of Eq.~11!, we obtain

]2p

]x2 1k0
2~11X!p52id~x!d~z2z0!. ~20!

Integrating Eq.~20! over an arbitrarily small interval cen-
tered onx50 and using the continuity ofp, we obtain the
jump condition,

F]p

]xG52id~z2z0!. ~21!

Since the pressure field is symmetric aboutx50, we obtain

lim
x→01

]p

]x
5 id~z2z0!. ~22!

Using Eq.~14! to eliminate thex derivative in Eq.~22!, we
obtain

lim
x→01

k0~11X!1/2p5d~z2z0!. ~23!

To avoid the singularity at the source location, we apply Eqs.
~15! and ~23! to obtain

p~x0 ,z!5k0
21~11X!21/2exp~ ik0x0~11X!1/2!

3d~z2z0!, ~24!

wherex0 is on the order of a wavelength.

Although the solution of Eq.~24! is bounded, we rear-
range this equation to avoid encountering singular interme-
diate results and obtain

p~x0 ,z!5k0
21~11X!21/2~11 iX !2

3exp~ ik0x0~11X!1/2!j~z!, ~25!

~11 iX !2j~z!5d~z2z0!. ~26!

Since the eigenvalues of the self-adjoint operatorX are real,
the intermediate solutionj(z) is bounded. The initial condi-
tion is implemented by substituting a rational approximation
for the function ofX in Eq. ~25!. For some problems, this
function contains a singularity atX521, which is an artifact
of neglecting viscosity. This difficulty can be avoided by
using stability constraints in the rational approximation. The
generalization of Eq.~25! to the case of a point source in
cylindrical coordinates is given by

p~r 0 ,z!5~k0r 0!21/2~11X!21/4~11 iX !2

3exp~ ik0r 0~11X!1/2!j~z!. ~27!

III. RANGE DEPENDENCE AND VERTICAL
INTERFACES

A range-dependent waveguide can be approximated by a
sequence of range-independent regions. The parabolic equa-
tion techniques described in Sec. II can be used to construct
an initial condition and propagate the field through each of
the range-independent regions. In this section, we describe
energy-conservation5–7 and single-scattering8 techniques for
approximating transmitted fields across the vertical inter-
faces between regions. These approaches have proven to be
effective for acoustics problems in which outgoing energy
dominates backscattered energy. Single-scattering techniques
are not as efficient as energy-conservation techniques but are
applicable to a wider class of problems.

We consider an arbitrary range-independent region that
begins atx50 and use the modal representation,

p~x,z!5(
j

ajf j~z!exp~ ik jx!, ~28!

k0
2~11X!f j5kj

2f j , ~29!

E
0

H

r21f if jdz5d i j , ~30!

aj5E
0

H

r21f j p~0,z!dz, ~31!

wheref j and kj
2 are thej th mode and eigenvalue. The en-

ergy flux across a vertical interface at the end of the range-
independent region is

E5Im E
0

H

r21p*
]p

]x
dz. ~32!

Substituting Eq.~14! into Eq. ~32!, we obtain

E5k0 ReE
0

H

r21p* ~11X!1/2pdz. ~33!
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We assume thatp is composed of propagating modes and
apply the modal representation and the orthogonality of the
modes to obtain

E5k0E
0

H

ur21/2~11X!1/4pu2dz. ~34!

Since the integrand in Eq.~34! is a perfect square, we obtain
the energy-conservation interface condition,

@r21/2~11X!1/4p#50. ~35!

The energy-conserving solution should be accurate for a
wide class of problems. This approach is not appropriate for
problems involving sloping rigid boundaries, which can
cause significant backscattering even when the slope is
small. The single-scattering approximation is applicable to
such problems and should provide accurate outgoing solu-
tions in many cases. In a range-dependent waveguide that is
approximated by a sequence of range-independent regions, a
sloping interface becomes a sequence of stair steps. We con-
sider a vertical interface between regions in which there is a
rigid boundary atz5Hi on the incident side andz5Ht on
the transmitted side. We define the incident, transmitted, and
reflected fieldspi , pt , andpr . The total field ispi1pr on
the incident side andpt on the transmitted side. After obtain-
ing pt and pr , we discardpr and propagatept through the
next range-independent region with the parabolic equation.

We first consider the upslope caseHt,Hi . The inter-
face conditions arepi1pr5pt for z,Ht and

r i
21 ]

]x
~pi1pr !5H r t

21]pt /]x 0,z,Ht

0 Ht,z,Hi
. ~36!

Applying Eq. ~14! to eliminate the range derivatives in Eq.
~36!, we obtain

Li~pi2pr !5Ltpt , ~37!

Li[r i
21~11Xi !

1/2, ~38!

Ltpt[H r t
21~11Xt!

1/2pt 0,z,Ht

0 Ht,z,Hi
. ~39!

The negative sign in Eq.~37! corresponds to the fact thatpr

is incoming. Substituting the pressure conservation condition
into Eq. ~37! and rearranging, we obtain the iteration for-
mula,

pr5
t22

t
pr1

1

t
~12Li

21Lt!~pi1pr !, ~40!

where the convergence factort>2 can be set to a relatively
large value in order to improve convergence whenpr is rela-
tively strong. The evaluation of the right side of Eq.~40!
involves the application ofLt to pi1pr restricted to 0,z
,Ht .

To simplify the downslope caseHt.Hi , we artificially
extendpi and pr to Hi,z,Ht and let pi1pr5pt and pi

50 in this interval. The interface conditions arepi1pr5pt

for 0,z,Hi and

r t
21 ]pt

]x
5H r i

21~]pi /]x1]pr /]x! 0,z,Hi

0 Hi,z,Ht
. ~41!

Applying Eq. ~14! to eliminate the range derivatives in Eq.
~41!, we obtain

Mtpt5Mi~pi2pr !, ~42!

Mt[r t
21~11Xt!

1/2, ~43!

Mi~pi2pr ![H r i
21~11Xi !

1/2~pi2pr ! 0,z,Hi

0 Hi,z,Ht
.

~44!

Substituting the pressure conservation condition into Eq.
~42! and rearranging, we obtain the iteration formula,

pr5
t22

t
pr1

1

t
~12Mt

21Mi !~pr2pi !. ~45!

The evaluation of the right side of Eq.~45! involves the
application ofMi to pr2pi restricted to 0,z,Hi . The ar-
tificial values ofpi and pr are required in the evaluation of
the other terms on the right side of Eq.~45!.

IV. EXAMPLES

We present parabolic equation solutions to gravity and
acousto-gravity wave problems in this section. Examples A,
B, and C are idealized problems designed to test the para-
bolic equation techniques and illustrate range-dependent
propagation effects. Examples D, E, and F involve realistic
oceanic and atmospheric waveguides. Each of the examples
involves a rigid lower boundary and plane geometry. For
examples A, B, C, and D, which involve gravity waves, the
upper boundary is modeled as a free surface. For examples E
and F, which involve acousto-gravity waves, the upper atmo-
sphere is modeled as an absorbing layer by allowingv to be
complex.18 For each of the examples, we letg59.81 m/s2

and define the transmission loss to be210 log10ur21p2u. We
approximate operators with the rotated Pade´ approximations
of Refs. 14 and 15 whereu is the rotation angle of the branch
cut. We handle vertical interfaces using the single-scattering
approach described in Sec. III, with five iterations andt
52.

Example A involves a 0.25-Hz source atz58 m in a
waveguide consisting of two homogeneous layers that are
10-m thick. The density is 1 g/cm3 in the upper layer and 8
g/cm3 in the lower layer. The bottom boundary is atz520 m
for x,400 m, z58 m for 400 m,x,800 m, andz520 m
for x.800 m. This waveguide supports surface and interface
waves in the deep regions and a surface wave in the shallow
region. All of the other modes are evanescent. We takec0

55 m/s, n56, and u510°. The outgoing and incoming
fields appear in Fig. 1. Backscattering is strong from the first
vertical interface and weak from the second vertical inter-
face. The contribution of the interface wave is relatively
strong in the incoming field. The contribution of the surface
wave is relatively strong forx.800 m. Evidence of evanes-
cent modes appears near the source and interfaces.

Example B is similar to example A, with the exception
that the bottom boundary slopes fromz520 m to z58 m
over the interval 200 m,x,1000 m. We solved this prob-
lem by approximating the sloping bottom with a sequence of
stair steps, applying the single-scattering approximation at

3052 3052J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Lingevitch, Collins, and Siegmann : Parabolic equations for gravity



each of the vertical interfaces, discarding the reflected fields,
and using the transmitted fields to construct an outgoing so-
lution. The outgoing component of the single-scattering so-
lution is known to be accurate for some types of continuous
range dependence~e.g., sloping interfaces in acoustics prob-
lems!. Although the accuracy of the single-scattering ap-
proximation has not been confirmed for problems involving
sloping rigid boundaries, the modal interference pattern in
the outgoing solution in Fig. 2 appears to behave properly as
depth decreases.

Example C involves 50-mHz gravity waves in a wave-
guide in whichr51 g/cm3 at z50 andN/2p[60 mHz. The
bottom boundary is atz550 m for x,100 m, z525 m for
x.200 m, and sloping for 100 m,x,200 m. This wave-
guide supports an infinite number of propagating modes, in-
cluding a mode that is independent of depth. In the Bouss-
inesq approximation,19 energy propagates along beams that
make a constant angle with the horizontal. These features
have been observed experimentally.20 The purpose of this
example is to confirm that the parabolic equation exhibits

this behavior and to illustrate what happens when a beam
reflects from a sloping boundary. To limit the number of
modes that are excited, we use the initial condition,21,22

r21/2p~0,z!5H sin~2pz/l!1 1
2sin~4pz/l! uz2z0u, 1

2l

0 uz2z0u. 1
2l

,

~46!

where l55 m and z0525 m. We takec050.25 m/s, n
512, andu55°. The outgoing solution appears in Fig. 3.
The propagation angle agrees with the Boussinesq estimate
and does not change when the beams reflect from the sloping
boundary.

Example D involves 0.4-mHz gravity waves in an ocean
with the N(z) profile appearing in Fig. 4, which was ob-
tained from the North Pacific Ocean.23 The bottom boundary

FIG. 1. Transmission loss for example A, which involves a 0.25-Hz source
at z58 m. The waveguide contains two 10-m-thick layers of different den-
sity and vertical interfaces atx5400 m andx5800 m. In the deep regions,
the outgoing field~top! contains an interference pattern between surface and
interface waves. The backscattered field~bottom! is strong to the left of the
first vertical interface. The small distortions of the two-mode interference
patterns near the source and the vertical interfaces are due to contributions
of evanescent modes.

FIG. 2. Transmission loss for example B, which is similar to example A but
has a sloping bottom boundary. The period of the interference pattern be-
tween the surface and interface waves decreases as the bathymetry de-
creases.

FIG. 3. Transmission loss for example C, which involves a 50-mHz wave in
a medium with constant buoyancy frequency. The initial condition is defined
in Eq. ~46!. In accordance with the Boussinesq approximation, the beams
propagate at constant horizontal angles, even after reflecting from the slop-
ing bottom.
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is atz51 km for x,2 km, z5500 m forx.8 km, and slop-
ing for 2 km,x,8 km. We obtained an initial condition for
this problem by selecting a random combination of the
modes according to the Garrett–Munk spectrum.24 We se-
lected the mode coefficientsaj in Eq. ~28! from a Gaussian
distribution with zero mean and the variance,25,26

s j5~ j
*
2 1 j 2!21, ~47!

where j * 53 is an empirical parameter. We takec0

50.25 m/s,n56, andu510°. The parabolic equation solu-
tion appearing in Fig. 5 corresponds to a particular realiza-

tion of the initial field. In contrast to example C, energy
propagates along curved paths becauseN is depth dependent.
There is a relatively large amount of energy in the upper
water column because the coefficients of the lower modes
~which decay with depth! are relatively large.

Examples E and F involve a model atmosphere spanning
0<z<200 km that we constructed by performing least-
squares fits to standard density and temperature profiles27 to
obtain the rational approximations,

log10S r~z!

r~0! D>
A1z1A2z21A3z31A4z4

11B1z1B2z21B3z31B4z4 , ~48!

T~z!

T~0!
>

11A5z1A6z21A7z31A8z4

11B5z1B6z21B7z31B8z4 , ~49!

where T(z) is the temperature,r~0!51.225 g/cm3, T(0)
5288.2 K, and the coefficients are given in Table I. We
obtained a model buoyancy frequency profile using Eq.~3!.
We obtained a model sound-speed profile using the
formula,28

c25gRT, ~50!

whereR5287.05 J•K21
•kg21 is the ratio of the gas constant

and the mean molecular weight of air andg51.4 is the ratio
of the specific heats of air at constant pressure and at con-
stant volume. The model profiles appear in Fig. 6. The model
density profile agrees closely with the standard profile. The
model sound-speed profile agrees qualitatively with the
standard profile, which is sufficient for our purposes. To ap-
proximate the effects of attenuation in the upper atmosphere
and prevent artificial reflections from the computational
boundary atz5200 km, we replacev with the complex
frequency,18

ṽ[v1 imk0
2r21, ~51!

wherem51.531025 N•s•m22 is the viscosity. Sincer de-
creases exponentially with altitude, the attenuation is negli-
gible in the lower atmosphere but large in the upper atmo-
sphere.

Example E involves a 3-mHz source atz510 km. We
takec05160 m/s,n510, andu510°. Parabolic equation so-
lutions appear in Fig. 7. There is a large difference between
the gravity and acousto-gravity wave solutions. To illustrate

FIG. 4. The buoyancy frequency for example D, which was obtained in the
North Pacific Ocean~Ref. 23!. The displayed quantity isN/2p.

FIG. 5. Transmission loss for example D, which involves 0.4-mHz waves
corresponding to a realization of the Garrett–Munk spectrum in an ocean
with the buoyancy frequency appearing in Fig. 4. In contrast to the solution
appearing in Fig. 3, energy propagates along curved paths because the buoy-
ancy frequency varies with depth.

TABLE I. The coefficients of the rational functions that define the model
atmosphere in Eqs.~48! and~49!. The first four pairs are for the density. The
second four pairs are for the temperature. These coefficients were obtained
by performing least-squares fits to standard profiles~Ref. 27!.

i Ai Bi

1 23.908 201 731022 24.924 463 731023

2 21.152 646 531023 21.298 414 231026

3 3.289 193 731025 21.570 159 531026

4 22.049 495 831027 1.553 597 431028

5 24.708 729 531022 22.722 176 931022

6 1.250 638 731023 4.247 473 331024

7 21.519 449 831025 23.958 318 131026

8 6.581 887 731028 1.729 579 531028
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the nature of these differences, we consider the wave number
spectrum.29 Taking the Fourier transform of Eq.~20! in x, we
obtain

~k0
2~11X!2h2! p̂52id~z2z0!, ~52!

where h is the horizontal wave number andp̂(h,z) is the
spectrum. The acousto-gravity and gravity wave spectra ap-
pear in Fig. 8. The peaks in the spectra line up fairly well for
largeh. There are large differences for smallh, including an
additional peak in the acousto-gravity wave spectrum that
corresponds to the Lamb wave.30 Example F is similar to
example E but involves variable topography and an initial
condition consisting of the Lamb wave. The maximum alti-
tude of the topographical features is 3 km. The parabolic

FIG. 6. The model atmospheric profiles~solid curves! for examples E and F, which were obtained by fitting four-term rational approximations to standard
profiles~Ref. 27! ~dashed curves!. The model sound-speed profile agrees qualitatively with the standard profile, which contains cusps in the lower atmosphere.
The model density profile is in good agreement with the standard profile. The bulges in the buoyancy frequency profile can duct gravity waves. The displayed
quantity isN/2p.

FIG. 7. Transmission loss for example E, which involves a 3-mHz source at
z510 km. There is a large difference between the acousto-gravity~top! and
gravity ~bottom! wave solutions. The acousto-gravity wave field contains a
large amount of energy near the ground due to the contribution of the Lamb
wave. The gravity wave field is weak outside the lower bulge in the buoy-
ancy frequency profile, which appears in Fig. 6.

FIG. 8. Wave number spectra atz510 km for example E. The peaks in the
acousto-gravity wave spectrum~solid curve! are nearly aligned with the
peaks in the gravity wave spectrum~dashed curve! for relatively large hori-
zontal wave numbers. There are large differences in the spectra for small
horizontal wave numbers, including an extra peak in the acousto-gravity
wave spectrum that corresponds to the Lamb wave.
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equation solution appears in Fig. 9. The variable topography
causes mode coupling.

V. CONCLUSION

Parabolic equation techniques have been developed for
gravity and acousto-gravity wave propagation in range-
dependent media. The self-starter can be used to generate
initial conditions. The split-step Pade´ algorithm can be used
to propagate the field through range-independent regions.
Energy-conservation and single-scattering techniques can be
used to handle vertical interfaces between range-independent
regions. The accuracy of the single-scattering approximation
needs to be tested for problems involving sloping bound-
aries. With these techniques, it is easy to avoid singularities
at which N5v. The rational approximations can be de-
signed to annihilate modes that correspond to very small
wavelengths. The techniques have been tested for idealized
problems and applied to realistic problems involving range-
dependent oceanic and atmospheric waveguides. Possible ex-
tensions of this work include accounting for effects associ-
ated with ambient flow, viscosity, out-of-plane propagation,
nonlinearity, and the earth’s rotation and curvature.
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Acoustics of fluid-filled boreholes with pipe: Guided propagation
and radiation

V. N. Rama Raoa) and J. K. Vandiver
Department of Ocean Engineering, Massachusetts Institute of Technology, Cambridge, Massachusetts 02139

~Received 14 July 1997; accepted for publication 9 March 1999!

The study of the guided propagation and radiation from radially layered boreholes has applications
in monitoring exploratory drilling. Axisymmetric propagation through pipes immersed inside
fluid-filled bores in infinite elastic spaces was modeled using full 3-D elastodynamic equations.
Three propagating modes are present for frequencies below 1 kHz. These are the lowest order
modes and are characterized through their dispersion, attenuation, modeshapes, and particle
motions. Mode I is confined mainly to the cross section of the pipe, while modes II and III are
present in the fluid layers. Modes I and II are weakly dispersive, while mode III is strongly
dispersive. Mode III is the equivalent of the Stoneley mode present in fluid-filled bores without pipe
and is most influenced by the properties of the surrounding elastic space. Mode III has a cutoff
frequency, below which it radiates, when the shear speed of the surrounding elastic space is
sufficiently low. © 1999 Acoustical Society of America.@S0001-4966~99!03606-1#
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INTRODUCTION

Monitoring the dynamics of drillpipes in fluid-filled
boreholes and the drilling process is important in improving
the efficiency of exploratory drilling. Many drilling monitor-
ing systems make vibration and acoustic measurements in
boreholes at the surface and attempt to infer downhole sig-
nals and drilling conditions. Hence, understanding wave
propagation in boreholes with a drillpipe is critical for effec-
tively processing and interpreting these data and for design-
ing optimal data acquisition parameters.

This study develops a model for axisymmetric wave
propagation in a fluid-filled borehole with a pipe, as shown
in Fig. 1. In this model, there are four cylindrically symmet-
ric layers with alternating fluid and elastic layers. The inner-
most layer is fluid and the outermost is an infinite elastic
solid. The bore in the infinite elastic solid represents the
borehole in the earth and the cylinder represents the drillpipe
and the fluid inside the pipe and in the annulus between the
pipe and the bore is drilling fluid. The earth will be referred
as the ‘‘formation’’ while the two fluid layers will be re-
ferred as the ‘‘inner fluid’’ and ‘‘outer fluid.’’ Formations are
commonly referred to as being slow or soft when the forma-
tion shear speed is less than the compressional speed in the
drilling fluid and fast or hard when it is not. The entire length
of pipe in the borehole or the drillstring is typically com-
posed of 30-ft pipe sections called drillpipes and drillcollars.
These come in a variety of sizes~i.d. and o.d. combinations!,
with drillcollars having relatively larger wall thickness. Fur-
ther, in both cases, each 30-ft pipe is homogeneous along its
length except at the ends where there are tool joints, or short
sections with expanded cross section for connectivity pur-
poses. This study models a drillpipe and drillcollar as infi-
nitely long pipes without tool joints as it captures the essen-

tial wave propagation features. The discontinuities due to the
different sizes of drillpipes and drillcollars in a borehole
would introduce scattering and reverberation to transient sig-
nals propagating up the borehole.1 The periodic occurrence
of tooljoints would additionally impose pass band and stop
band structure in the frequency domain response.1,2

Early studies3–9 focused on propagation in empty and
fluid-filled boreholes in infinite elastic solids without pipe. It
was established that at low frequencies, when wavelengths
are much larger than the borehole radius, the Stoneley mode
or Tube mode is the only propagating mode in a simple
fluid-filled borehole. At low frequencies, this mode has plane
wavefronts in the fluid while at high frequencies it is a sur-
face mode existing at the borehole-formation interface with
amplitudes that decay away from the interface. The Stoneley
mode is referred to as such because this limiting behavior at
high frequencies is that of the Stoneley surface wave. Addi-
tionally, at high frequencies, when the wavelengths are of the
order of borehole radius or lesser, there also exist pseudo-
Rayleigh modes or shear normal modes. These exhibit oscil-
latory amplitudes inside the borehole and a decaying ampli-
tude in the formation. These modes have a low-frequency
cutoff below which they are highly attenuated. Related stud-
ies on propagation in fluid-filled elastic pipes submerged in
air and fluids10–15 have reported similar results.

Later studies examined the effects of formation logging
tools and casings that introduce additional radial layering
within the borehole. Cheng and Tokso¨z16 modeled the pres-
ence of a logging tool in the borehole. Unlike a drillpipe, the
modeled tool was solid, and did not include fluid inside it.
Their results showed that the lowest order propagating mode
in this system was still the Stoneley mode. Additionally, the
presence of a rigid tool reduced the cross-sectional area of
the borehole and hence increased the cutoff frequencies of
the pseudo-Rayleigh modes. Tubman and others17 investi-
gated another form of radial layering, a poorly bonded cas-
ing, to examine its effect on formation logging. They used a

a!Presently at the Earth Resources Laboratory, Department of Earth, Atmo-
spheric and Planetary Sciences, Massachusetts Institute of Technology,
Cambridge, MA 02142.
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layer matrix technique to model an elastic cylinder in the
borehole with fluid trapped between the cylinder and bore-
hole wall and showed that the Stoneley mode and an addi-
tional fluid mode were present. A similar result was reported
by Lee,1 who developed a comprehensive model of a drill-
pipe in a fluid-filled borehole under a low-frequency ap-
proximation. He predicted a total of three modes, with two
Stoneley-like modes and a mode localized in the pipe. This
model was very accurate in hard formations and when the
wavelengths were long compared to the borehole dimen-
sions. Using Lee’s infinite length model, Rao18 used a trans-
fer matrix approach to derive transfer functions and impulse
responses of finite length boreholes with drillpipe.

While the low-frequency model was adequate for low
frequencies~below 440 Hz in limestone! and hard forma-
tions, a more comprehensive model was necessary to exam-
ine dispersion and radiation in soft formations, and behavior
at higher frequencies. In this study, the fluid-filled pipe in the
fluid-filled borehole is modeled using the full 3-D elastody-
namic equations. This allows for the treatment of thick cyl-
inders, soft formations, and high frequencies. Propagating
modes are identified and dispersion curves, modeshapes, at-
tenuations, and particle motions are presented. In soft forma-
tions one of the modes exhibits dispersion and under certain
conditions a cutoff behavior, characteristics that could not be
either modeled or identified with the low-frequency model.
Additionally, time domain pressure transients in the borehole
due to a volume source are also given which exemplifies the
multi-mode response of this layered cylindrical waveguide.

I. FORMULATION

The schematic of the model is shown in Fig. 1. The
fluids are assumed to be inviscid and the solids are assumed
to be elastic and isotropic. The fluids and solids are assumed
to be lossless. Axisymmetric solutions are considered. In a
cylindrical coordinate system the displacement potentials in
the elastic layers satisfy the wave equation,5
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whereF j andC j are the compressional and shear potentials
in layer j, and a j and b j are the compressional and shear
speeds in that layer. Propagation in the fluid layers is gov-
erned by Eq.~1! alone. The subscriptsj are 1 for the inner
fluid, 2 for the pipe, 3 for the outer fluid, and 4 for the
formation.

Axisymmetric wave propagation in the axial direction
(;e2ikz1ivt) and the radiation condition in which energy
only radiates outward give the following set of solutions:5,9
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whereI j , Kj are modified bessel functions of orderj, andk
is the axial wave number.l, m, n, and p are radial wave
numbers in the inner fluid, pipe, outer fluid, and the forma-
tion, respectively, andf, c are subscripts of the compres-
sional and shear components of the wave number, respec-
tively:
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The square root symbol signifies the root with positive
real part. The square roots defining the radial wave numbers
introduce branch cuts and the appropriate sign convention is
given.

A1(k,v),A2(k,v),B2(k,v),¯,B4(k,v) are unknown
coefficients andS̄ represents the potential of a source, which
is assumed to be an impulsive point dilatational source in an
infinite fluid medium,9

FIG. 1. Schematic of a fluid-filled borehole with pipe.
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S̄~r ,z,v!5
2V0

4p2 E
2`

`

K0~ lr !e2ikz dk, ~5!

where V0 is the volume displacement of the source. The
inner fluid potentialF̄1 is expressed as a sum of two poten-
tials, one for the source in an infinite fluid medium and an-
other which accounts for the effects of the boundary atr
5a.

Boundary conditions

The three boundary conditions at each of the three layer
interfaces specify the nine unknown coefficients which de-
fine the various potentials. The conditions are continuity of
radial displacement, continuity of radial stress, and the ab-
sence of shear stress at the inner and outer radius of the pipe
and the inner radius of the borehole. Once the displacements
and stresses are expressed in terms of the potentials,5 the
three boundary conditions can be imposed at each of the
three radial locations. The resulting equations in matrix form
are as follows:

@J~k,w!#$Y~k,w!%50, ~6!

where@J(k,w)# is a 939 matrix with 36 nonzero elements,
$Y(k,w)% is the vector of unknown potential coefficients
$A1 ,A2 ,B2 ,¯,B4%

T, and is presented in Appendix A.
When a volume source is present on the axis of the

borehole, its effects can be included at the boundaries to
obtain

@J~k,w!#$Y~k,w!%5$F~S̄,k,w!%, ~7!

where $F(S̄,k,w)% is a vector with terms involving the
source~see Appendix A!. This equation can be solved for the
potential coefficients,$Y(k,w)%.

II. DISPERSION

The eigenvalues are obtained as roots of the character-
istic equation

Det@J~k,w!#50. ~8!

The locus of the rootsk* in the frequency wave number
plane gives the dispersion characteristics of the various
modes. This is obtained by solving for the roots of the above
equation at different frequencies. Modes that have phase

speeds less than the slowest medium speed correspond to
real wave number roots and those which have phase speeds
that are greater correspond to complex roots. Muller’s root
finding algorithm19 was used to locate the roots.

The modal phase speeds are examined in two ways—as
a function of frequency for two different formations and as a
function of formation speed for three discrete frequencies.
This exemplifies their behavior in a variety of situations. The
properties of the two formation types, a hard and soft forma-
tion, are given in Table I. The hard formation shear speed
corresponds to sandstone and that of the soft formation to
shales and clays. The compression speed is assumed to be)
times the shear speed~poisson’s ratio50.25! in both cases.
Two common sizes of pipe, a 5-in. drillpipe and an 8-in.
drillcollar, are considered. The borehole is 12 in. in diameter.
Complete dimensions are provided in Table II. All calcula-
tions are done up to a frequency of 1000 Hz as this corre-
sponds to the typical bandwidth of drilling vibration data.
The model itself is formulated under no frequency limita-
tions. Damping was absent in all layers.

A. Frequency variation

The dispersion characteristics of mode I for drillpipe and
drillcollar in a soft and hard formation are plotted in Fig. 2.
The phase speed in drillpipe is 5395 m/s in soft formation
and 5397 m/s in hard formation, while that in drillcollar is
5381 m/s in soft formation and 5384 m/s in hard formation.
Mode I is nondispersive up to 1 kHz and not sensitive to the
properties of the surrounding fluid and formation. Mode I
phase speed is close to the speed of axial waves through steel
pipes in air (cl5AE/r55378 m/s).

Mode II is also nondispersive below 1 kHz and is not
very sensitive to formation properties as shown in Fig. 3.

TABLE I. Borehole and formation specifications.

j Layer

Compression
speed

a j

m/s

Shear
speed

b j

m/s

Density
r j

kg/m3

1. Inner fluid~water! 1558 ¯ 1000

2. Drillpipe ~steel!
Drillcollar ~steel! 5900 3400 7800

3. Outer fluid~water! 1558 ¯ 1000

4. Formation
Hard ~sandstone! 3279 1893 2000
Soft ~shale or clays! 1409 813 2000

TABLE II. Dimensions~borehole diameter512 in.!.

i.d.
in.

o.d.
in.

Drillpipe 4.19 5.00
Drillcollar 3.00 8.00

FIG. 2. Dispersion characteristics of mode I in drillpipe~black! and drillcol-
lar ~gray!. The hard and soft formation curves coincide.
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Mode II phase speed in drillpipe is 1466 m/s~soft formation!
and 1472 m/s~hard formation! and in drillcollar is 1530 m/s
~soft or hard formation!. The phase speed of this mode is
greater in drillcollar because it is a thicker and stiffer pipe.
This mode has a phase speed close to that of plane waves in
fluids confined in elastic pipes~cf51471 m/s in drillpipe and
1547 m/s in drillcollar,cf defined in Appendix B!. Thus this
mode is controlled mainly by the properties of the pipe and
very weakly by the fluid and formation layers outside the
pipe.

Mode III is strongly influenced by the formation. It is
the equivalent of the Stoneley mode found in fluid-filled
boreholes without pipe. In the hard formation, Fig. 4, it is
weakly dispersive below 1 kHz with phase speed increasing
from 1296 to 1305 m/s for the drillpipe and 1220 to 1238
m/s for the drillcollar. In the soft formation, Fig. 5, it is
strongly dispersive with the phase speed decreasing from
864 to 762 m/s for the drillpipe and 749 to 712 m/s for the
drillcollar. In comparison, the low-frequency phase speed of
the Stoneley mode in a borehole without drillpipe,cS , is 925
m/s in soft formation and 1344 m/s in hard formation~cS

defined in Appendix B!.
In drillpipe, mode III phase speed is greater than the

formation shear speed below 410 Hz with this frequency
being termed thecutoff frequency. Below the cutoff fre-
quency, this mode radiates energy into the formation, while
above it energy in this mode is trapped within the borehole.
It is worth noting that mode III in the drillcollar does not
have a cutoff frequency for this formation, and hence does
not radiate. It must also be noted that the term ‘‘cutoff fre-
quency’’ used here does not refer to the frequency where the
phase speed tends to infinity and group speed tends to zero.
However, in both usages, frequency components below the
‘‘cutoff frequency’’ are attenuated.

B. Formation variation

The migration of the three modal phase speeds was com-
puted as the formation shear speed varied from 200 to 2000
m/s. The formation compression speed is assumed to be)
times the shear speed~Poissons ratio50.25! and density is
2000 kg/m3.

For both drillpipe and drillcollar, change in the phase
speeds of modes I and II with formation shear speed and
frequency~0–1000 Hz! is less than 0.6% and is not shown.
However, mode III phase speed variation is more significant
and complex, as shown in Fig. 6, for the drillpipe. Three
curves are plotted for 1, 100, and 1000 Hz. Curves for the

FIG. 3. Dispersion characteristics of mode II in drillpipe and drillcollar. The
hard and soft formation curves for drillcollar coincide.

FIG. 4. Dispersion characteristics of mode III in drillpipe and drillcollar in
a hard formation.

FIG. 5. Dispersion characteristics of mode III in drillpipe and drillcollar in
a soft formation.

FIG. 6. In drillpipe: Variation of mode III phase speed with formation shear
speed. Curves at 1 and 100 Hz coincide~formation compression speed
51.7323shear speed, density is constant at 2000 kg/m3!.
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drillcollar are similar, but shifted toward slower phase speeds
and are not shown.

The 1-Hz and 100-Hz curves coincide for most forma-
tions. The 1-Hz and the 1-kHz curves crossover at a forma-
tion shear speed of 1600 m/s. This implies that mode III
phase speed decreases with increasing frequency in forma-
tions below the crossover point and increases with increasing
frequency above the crossover point. Additionally, mode III
dispersion is minimal in formations close to the crossover
point.

Further, at 1 Hz, mode III radiates into formations with
shear speed lesser than 970 m/s. Thus a cutoff frequency
exists for these formations, above which this mode does not
radiate. This is exemplified in Fig. 7 where the cutoff fre-
quencies for drillpipe and drillcollar in a range of formations
is presented. The region enclosed by the curves are param-
eter ranges where this mode is leaky. The plot shows that
cutoff frequencies exist only for formations with shear
speeds slower than 970 m/s with drillpipe and 500 m/s with
drillcollar. This is the case for the present choice of material
and geometric parameters.

III. ATTENUATION

The real part of the axial wave number gives the disper-
sion characteristics while the imaginary part provides the at-
tenuation characteristics of the modes. The attenuation for
the ith mode,G i , is computed in dB/Km as,

G i~ki* ,v!520 log10~eJ~ki* !1000!, ~9!

whereJ(ki* ) is the imaginary component of the axial wave
number of theith mode (i 5I,II,III). The attenuations for the
modes in drillpipe and drillcollar are shown in Fig. 8. No
damping was included in the model. Hence all axial attenu-
ation is due to radial leakage of energy into the formation. In
a real borehole, damping in the various media and scattering
due to inhomogeneities along the borehole would introduce
additional attenuation. Modes that are subsonic relative to

the formation shear speed are unattenuated are not shown in
the plots.

In both the drillpipe and drillcollar, and in hard and soft
formations, mode I is leaky over the entire frequency range,
but with small attenuation levels because it couples poorly to
the formation, i.e., it is associated with small formation dis-
placements and stresses. The attenuation increases with fre-
quency and is greater in the soft formation than in the hard
formation. Mode II in drillpipe has considerable attenuation
in soft formations at higher frequencies. Downhole signal
components propagating to the surface as mode II would be
distorted by this frequency dependent attenuation. It is unat-
tenuated in the hard formation. Mode II attenuation in
drillcollar is much lesser due to the fact that the drillcollar,
being a thicker pipe than drillpipe, causes a poorer coupling
to the formation.

Mode III in drillcollar is unattenuated in hard and soft
formations as it slower than the formation shear speed in
both cases. In drillpipe it is unattenuated in the hard forma-
tion. In the soft formation, it has nonzero attenuation only
below the cutoff frequency of 410 Hz. Radiation into the
formation increases as the frequency increases from zero
while it decreases to zero as frequency converges to cutoff
frequency, causing a peak in the attenuation of293 dB/Km
at 290 Hz. As the frequency decreases below the cutoff fre-
quency, the radiation into the formation increases because
the phase speed gets progressively greater than the formation
shear speed. However, as the frequency tends toward zero,

FIG. 7. Cutoff frequencies for drillpipe and drillcollar in different forma-
tions ~formation compression speed51.7323shear speed, density52000
kg/m3!.

FIG. 8. Attenuation characteristics of the three modes in~a! drillpipe and~b!
drillcollar. Mode III in drillpipe attains a maximum attenuation of292
dB/Km at 290 Hz and mode III in drillcollar is unattenuated and hence not
shown.
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the shear radiation into the formation drops to zero despite
the phase speed being greater than the formation speed. This
is because, in the limit of zero frequency or very large wave-
lengths, the formation deformations and stresses become
purely compressional and hence shear radiation is not pos-
sible. However, mode III cannot radiate in compression as it
is slower than the formation compression speed. Thus these
two mechanisms cause a peak in attenuation. The attenuation
characteristics of mode III are very important in understand-
ing the propagation of signals in the outer fluid layer.

IV. MODESHAPES

Once the rootsk* of the characteristic equation are
known, the coefficient vector,$Y(k* ,w)%, for each mode is
computed from Eq.~6!, correct to a multiplicative constant.
Then stresses and displacements corresponding to each mode
are then computed from the potentials in the various layers to
give the modeshapes. For the sake of brevity, modeshapes in
drillpipe alone are presented here. Modeshapes in drillcollar
have similar qualitative behavior. The plots show the varia-
tion of the displacements and stresses along the radius, from
the axis of the borehole to twice borehole radius. The phase
difference between the axial and radial displacements con-
trols the direction of the particle orbits and that between
displacements and stresses controls energy flux or power
flow per unit area.

Hard and soft formation

For the hard formation, axial displacement and stress
modeshapes are shown in Fig. 9, while the radial displace-
ment and stress modeshapes are shown in Fig. 10. For the
soft formation, the axial displacement and stress modeshapes
are shown in Fig. 11 and the radial displacement and stress
modeshapes being qualitatively similar to those of the hard
formation are not shown.

Mode I is characterized by axial displacements and
stresses that are uniform over the cross section of the pipe.
The pipe is the conduit for axial power transmission of this
mode. The radial displacements of this mode expand the in-
ner fluid and pipe cross sections and compress the outer fluid
cross section. This results in pressures of opposing signs in
the two fluid layers. Continuity of radial stress across inter-
faces leads to a node in the radial stress in pipe. The mode-
shape in both formations are similar.

Mode II is characterized by uniform axial displacements
and stresses mainly in the inner fluid layer, leading to axial
power flow along the inner fluid layer for this mode. The
radial stresses show that the pressure in the inner fluid is
mostly balanced by the radial stress in the pipe and to a
much smaller extent by the outer fluid and formation. This
accounts for the insensitivity of this mode to change in for-
mation properties. The pressures in the inner and outer fluid
layers are of the same sign for this mode. The modeshapes
are real in the hard formation and complex in the soft for-
mation as this mode radiates in the latter.

Mode III has axial displacements and stresses in the
outer fluid layer and in the inner fluid layer. The axial power
flows in both fluid layers in the hard formation while it is
mainly in the outer fluid in the soft formation. A pressure

perturbation in the outer fluid deforms both the pipe and
formation in proportion to their stiffnesses, as the two stiff-
nesses are in series. When their stiffnesses are comparable,
or when the formation is hard, the pipe deforms and causes a
pressure change in the inner fluid. However, when the for-
mation is much weaker than the pipe, as in a soft formation,
the outer fluid pressure results in little pipe deformation and
hence marginal inner fluid pressure. A similar behavior can
be observed in mode II also, but to a lesser extent. The outer
and inner fluid pressures are of opposite signs for this mode.

V. PARTICLE MOTION

The axial and radial displacement modeshapes were nor-
malized individually and hence their relative magnitudes
were not obvious in the modeshapes. The particle orbits at a
given frequency, normalized by the largest displacement,
axial or radial, captures the dominant motions associated
with each mode.

For most conditions, axial displacements are purely real
and radial displacements are purely imaginary, as can be
seen in the modeshapes. Hence, the particle orbits are ellip-
tical. The direction of the orbit depends on the sign of the
phase difference between the axial and radial displacements,
with positive values corresponding to anti-clockwise orbits
and negative values to clockwise orbits. The particle orbits in
drillpipe, for the three modes in hard and soft formation, are
shown in Figs. 12 and 13, respectively. They are calculated
at the axis of the borehole, the center of the pipe, and the
outer fluid layer, and in the formation at one and one half

FIG. 9. In drillpipe, hard formation: Axial displacement and stress mode-
shapes at 1, 100, and 1000 Hz. Real part of modeshapes—thick line; imagi-
nary part—thin line.
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borehole radius. In both formations, modes I and II have
dominantly axial orbits upto 1 kHz. Mode III acquires a ra-
dial component at higher frequencies and this effect is more
pronounced in soft formations than in hard formations. Ad-
ditionally the relative sizes of the outer fluid and formation
orbits become comparable in the soft formation at high fre-
quencies.

VI. TRANSIENT RESPONSES

Once the potential coefficients are determined using Eq.
~5!, the stresses in the borehole layers can be computed from
the potentials.5 These stresses are in the axial wave-number
frequency domain and can be transformed into axial space
and time domain:

f ~r ,z,t !5E
2`

`

dv eivtG~v!E
2`

`

dk e2ikzF~r ,k,v!,

~10!

whereF(r ,k,v) denotes the physical quantity to be trans-
formed andG(v) is the source spectrum, assumed to be
Gaussian:

G~v!5e2v2/500. ~11!

Thus the source time function is a Gaussian pulse, about 0.1
s wide. The two integrals were computed using fast Fourier
transforms as discussed in Refs. 20 and 21. Time responses
of pressure in the inner fluid~at r 5a/2!, axial stress in the
pipe @at r 5(a1b)/2#, and pressure in the outer fluid@at r

5(b1c)/2# were computed at an axial location 1000 m from
a volume source of amplitudeV0510 cm3. The computa-
tions were done for the drillpipe in the hard and soft forma-
tion.

FIG. 10. In drillpipe, hard formation: Radial displacement and stress mode-
shapes at 1, 100, and 1000 Hz. Real part of modeshapes—thick line; imagi-
nary part—thin line.

FIG. 11. In drillpipe, soft formation: Axial displacement and stress mode-
shapes at 1, 100, and 1000 Hz. Real part of modeshapes—thick line; imagi-
nary part—thin line.

FIG. 12. In drillpipe, hard formation: Particle orbits of the three modes in
the inner fluid, pipe, outer fluid and formation. Anti-clockwise orbit~1!;
clockwise orbit~2!.
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The results for the hard and soft formation are in Figs.
14 and 15, respectively. In response to a source pulse, one
propagating pulse in the inner fluid layer and two in the pipe
and outer fluid layer can be observed. The responses in the
pipe and inner fluid layer for the soft formation were identi-
cal to that in the hard formation and are not shown.

The response pulses are nondispersive in the current fre-
quency range~0–64 Hz!, as expected from the dispersion
curves seen earlier. Mode I is felt only in the pipe in both
formations, while mode II is present in all three layers~inner
fluid, pipe, and outer fluid!. Mode II is strongest in the inner
fluid where it is directly excited by the source. Further, mode
II pressure is of the same phase in all three layers, as ex-
pected from modeshape results~refer to Subsec. IV!. The
outer fluid response in the hard formation is an order of
magnitude larger than that in the soft formation. This is due
to the strong coupling of inner and outer fluid pressures in
the hard formation.

Receivers in the pipe and outer fluid layer would mea-
sure two separate pulses in response to a single source pulse.
This is in a borehole with no axial discontinuities, like
changes in pipe or borehole radii or formation properties.
Typical boreholes have many axial discontinuities which
would additionally introduce reverberation. Further, higher-

frequency data in soft formations would additionally be com-
plicated by modal dispersion. Thus interpreting surface mea-
surements made while drilling requires a clear understanding
of the propagation characteristics of the borehole modes. The
next step toward improved data interpretation would involve
incorporating axial discontinuities in a model of the type
discussed here.

VII. SUMMARY

A model for axisymmetric wave propagation in fluid-
filled pipes in boreholes was developed. Dispersion charac-
teristics, attenuations, modeshapes, and particle motions as a
function of frequency and formation properties were com-
puted and analyzed for two common pipe sizes, a 5-in. drill-
pipe and an 8-in. drillcollar.

Three propagating modes exist for frequencies under
1000 Hz. Mode I, characterized by dominant axial motion in
the cross section of the pipe, is nondispersive and insensitive
to a wide range of formations. It propagates at a phase speed
close to longitudinal waves in pipe. While it is supersonic
compared to the formation, it radiates very weakly because
of poor coupling to the formation.

Mode II, characterized by dominant axial motion in the
inner fluid layer, is also nondispersive and insensitive to a
wide range of formations. This mode radiates into soft for-
mations. The frequency dependent axial attenuation associ-
ated with this radiation will distort signal components that
propagate up as mode II. This has implications for drilling
data communication systems that use the inner fluid layer for
transmission and reception.

Mode III is dispersive with characteristics that depend
on pipe, formation, and frequency. Mode III dispersion is
stronger in drillpipe than in drillcollar. Under some condi-
tions it has a low-frequency cutoff below which it radiates
into the formation. The parameter ranges~frequency and for-
mation properties! over which this mode is leaky are larger
for drillpipe than drillcollar. Thus mode III radiation while
drilling is most likely to occur from the regions of the bore-
hole where the drillpipe is present. Interpretation of outer
fluid data recorded at the surface requires a knowledge of the
dispersion and attenuation characteristics of this mode all
along the borehole.

The modal characteristics predicted by this model are
useful for understanding borehole acoustics and can serve as
a benchmark for approximate models.

FIG. 15. Soft formation—Pressure response in the outer fluid layer in a
borehole with drillpipe, 1000 m away from a volume source that is on the
axis of the borehole~response in pipe and inner fluid layer is the same as
that for the hard formation!.

FIG. 13. In drillpipe, soft formation: Particle orbits of mode III in the inner
fluid, pipe, outer fluid and formation. Orbits of modes I and II are similar to
those in the hard formation and are not shown. Anti-clockwise orbit~1!;
clockwise orbit~2!.

FIG. 14. Hard formation—Pressure response in the three layers in a bore-
hole with drillpipe, 1000 m away from a volume source that is on the axis of
the borehole.
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APPENDIX A: BOUNDARY CONDITIONS

The terms of the matrixJ, in Eq. ~7! are:

J115 l I 1~ la !,

J125
k22mc

2

k21mc
2 mfI 1~mfa!,

J1352
k22mc

2

k21mc
2 mfK1~mfa!,

J215
l1

m2
~ l 22k2!I 0~ la !1

2l

a
I 1~ la !,

J2252~k21mc
2 !I 0~mfa!,

J2352~k21mc
2 !K0~mfa!,

J24522ikmcI 0~mca!, J25522ikmcK0~mca!,

J32522ikmfI 1~mfa!, J3352ikmfK1~mfa!,

J345~k21mc
2 !I 1~mca!, J355~k21mc

2 !K1~mca!,

J445
mc

22k2

2ik
I 1~mcb!, J455

mc
22k2

2ik
K1~mcb!,

J4652nI1~nb!, J475nK1~nb!,

J5252~k21mc
2 !I 0~mfb!,

J5352~k21mc
2 !K0~mfb!,

J5452ikmcI 0~mcb!, J55522ikmcK0~mcb!,

J565
l3

m2
~k22n2!I 0~nb!2

2n

b
I 1~nb!,

J575
l3

m2
~k22n2!K0~nb!1

2n

b
K1~nb!,

J62522ikmfI 1~mfb!, J6352ikmfK1~mfb!,

J645~k21mc
2 !I 1~mcb!, J655~k21mc

2 !K1~mcb!,

J765nI1~nc!, J7752nK1~nc!,

J785pfK1~pfc!, J7952ikK1~pcc!,

J865
l3

m4
~n22k2!I 0~nc!1

2n

c
I 1~nc!,

J875
l3

m4
~n22k2!K0~nc!2

2n

c
K1~nc!,

J8852~k21pc
2 !K0~pfc!, J8952ikpcK0~pcc!,

J9852ikpfK1~pfc!, J995~k21pc
2 !K1~pcc!;

and those of$F(S̄,k,w)% are:

F15
2V0

4p2 lK 1~ la !,

F25
2V0

4p2 H l1

m2
~k22 l 2!K0~ la !1

2l

a
K1~ la !J .

APPENDIX B: RELATED PHASE SPEEDS

The phase speed of plane waves in fluids confined
within elastic pipes in air is given by,22

cf5H rS 1

B
1

1

M D J 21/2

, ~B1!

where

M5
Ep~a22b2!

2@~11n!~a21b2!22nb2#
, ~B2!

andB is the bulk modulus of the fluid,r is its density,b and
a are the inner and outer radii of the pipe,Ep is the youngs
modulus of pipe, andn is its Poissons ratio. This is an ap-
proximate expression derived under a quasi-static approxi-
mation and is valid at low frequencies.

The phase speed of the Stoneley mode in fluid-filled
boreholes without pipe is also given by Eq.~12!,5

with M5rFb2, ~B3!

andrF is the density of the formation andb is the formation
shear speed. This expression is valid at low frequencies,
when the wavelength in the formation is much larger than
the borehole radius. The exact dispersion relation is pre-
sented in Refs. 3 and 16.
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The arccos and Lommel formulations—Approximate closed-form
diffraction corrections
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A closed-form frequency-domain formalism for spatially integrated diffraction corrections is
proposed. Spatially integrated diffraction corrections are necessary when trying to characterize
material with ultrasonic probing. In the case of piston transducers and point receivers, the Lommel
diffraction formulation is used when the excitation is monochromatic, and the arccos diffraction
formulation is used when the excitation is impulsive. The Lommel and arccos formulations are
usually treated separately; here, they are connected. Specifically, the arccos diffraction formula-
tion and Lommel diffraction formulation are shown to form an approximate Fourier transform pair.
Since the Lommel formulation is amenable to closed-form spatial integration, Lommel functions
are used to derive diffraction corrections for unfocused piston transducers operating in receive-
only ~one-way! mode or transmit/receive~two-way! mode. Results obtained from the pro-
posed closed-form frequency-domain formalism are qualitatively compared with results based
on the closed-form time-domain or impulse-response formalism. It will be shown that the pro-
posed frequency-domain formalism has theoretical and practical value. Finally, specific
computational considerations are discussed as necessary. ©1999 Acoustical Society of America.
@S0001-4966~99!03506-7#

PACS numbers: 43.20.Rz, 43.20.Fn, 43.20.Bi@DEC#

INTRODUCTION

Diffraction corrections are necessary when trying to
characterize material, such as germanium or human tissue,
with ultrasound.1 They are also necessary when trying to
predict or calibrate transducer responses.2,3 Traditionally, the
Lommel diffraction formulation1,4 has been used when the
excitation is monochromatic, and the arccos diffraction
formulation5,6 has been used when the excitation is a delta
function. In this theoretical paper, the two formulations are
connected, and Lommel functions are used to derive closed-
form spatially integrated diffraction corrections for unfo-
cused piston transducers operating in pulsed mode.

Piston transducers have been researched for over 50
years. Indeed, closed-form spatially integrated diffraction
corrections have already been derived using both the arccos
diffraction formulation2,3,7 and the Lommel diffraction
formulation.8,9 This paper complements and extends the ex-
isting literature in three important ways. First, the arccos and
Lommel diffraction formulations are compared, and the Fou-
rier equivalence of the two is rigorously demonstrated. The
term Fourier equivalenceimplies the two formulations form
an approximate Fourier transform pair. Second, the theoreti-
cal development serves to review and unify the arccos and
Lommel diffraction formulations for unfocused piston trans-
ducers. Papers on focused piston transducers are listed in
Refs. 8, 10, and 11.

The third point requires detailed discussion. This paper
proposes a closed-form frequency-domain formalism for spa-

tially integrated one-way and two-way diffraction correction.
The frequency-domain formalism is based on the Lommel
diffraction formulation and, as such, serves as an alternative
to the well-established time-domain or impulse response for-
malism based on the arccos diffraction formulation.2,6 Thus,
we are primarily interested in frequency-domain results, par-
ticularly for spatially integrated diffraction effects.

To establish the formalism, we assume delta function
excitation of an infinitely baffled, unfocused piston trans-
ducer that has an infinite bandwidth or Dirac response.2 To
validate the proposed frequency-domain formalism, we in-
verse Fourier transform the frequency-domain results and
obtain estimated impulse responses. These estimated re-
sponses are compared to responses obtained from the time-
domain formalism. Our primary purpose in doing so is to
establish the theoretical validity of the proposed formalism.

An immediate criticism, then, is that the proposed
frequency-domain formalism will suffer from Gibb’s
phenomenon12 because an infinite bandwidth can never be
adequately sampled. The criticism is valid; however, we
counter that real transducers are bandlimited. Thus, the
frequency-domain formalism will be of interest and of value
if it can be easily and accurately computed across some
bandwidth of interest. We will show that it can.

Although we point out a few possible advantages of the
frequency-domain formalism, it is not our intention to stimu-
late or engage in unproductive debate. Indeed, we acknowl-
edge at the outset that the time-domain formalism is the gold
standard in ultrasonic diffraction theory. This acknowledg-
ment, however, should not preclude theoretical research into
alternative formalisms.

The paper is organized as follows. Section I explains
a!Electronic mail: cjd6905@rit.edu
b!Electronic mail: narpci@rit.edu
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more assumptions and defines terms and expressions. Sec-
tion II demonstrates the Fourier equivalence of the arccos
and Lommel diffraction formulations as an approximate Fou-
rier transform pair. In Sec. III, closed-form spatially inte-
grated diffraction corrections are derived. Specific computa-
tional considerations are discussed where appropriate.
Detailed error analyses are not presented, and our results are
compared with the existing literature in a qualitative fashion
only.

I. PRELIMINARIES

Results from scalar diffraction theory will be applied to
the diffraction problem depicted in Fig. 1. A pressure-
sensitive piston transducer of radiusa is shown. In the the-
oretical development, all transducers have a Dirac response
and are assumed to be unfocused. The Kirchoff boundary
conditions along with an infinite rigid baffle and spatially
uniform excitation are assumed. For mathematical tractabil-
ity, dispersion and multiple scattering are considered negli-
gible. Attenuation is ignored, and only frequency-
independent scattering is considered.

The transmitting transducer is symmetrically positioned
at the origin of thez50 plane. The position and dimensions
of the pressure-sensitive receiver will be explicitly stated in
the development. The velocity of the transducer disk, often
denotedu0, due to either monochromatic or impulsive exci-
tation is assumed to be unity and does not appear in the
development. The theory will be developed for unfocused
transducers but should be easily extended to the focused case
via the Lommel diffraction formulation for focused radiators
developed by Papoulis~Ref. 13, pp. 351–353!. Other as-
sumptions will be explained as the need arises.

The termone-wayimplies that an ultrasonic transducer
emits energy and another transducer coaxially located with
the transmitter some distancez away acts as a receiver. The
usual goal of one-way ultrasonic probing is to extract infor-
mation about the medium between the transmitter and re-
ceiver. This information is encoded on the output voltage of
the receiver. The output voltage is assumed to be propor-

tional, in some manner, to the total pressure on the face of
the receiver,14,2,15and the total pressure is found by spatially
integrating the incoming pressure field over the receiving
aperture. Note the receiving aperture is referred to as amea-
surement circleby Williams.16 When properly formulated,
this spatial integration gives a quantitative estimate of at-
tenuation at different frequencies due to one-way diffraction.

The termtwo-way implies reflection imaging in which
diffraction occurs during transmission and reflection. The
notion of one-way and two-way is subject to quantitative
interpretation. Specifically, some authors1,2,8,17,18 state that
equations derived for the one-way case can be used for the
two-way case by simply doubling the depthz. This claim is
based on an optical or mirror-image interpretation of reflec-
tion imaging and involves perfect reflection from an infinite
plane. On the other hand, some authors19–21 state that two-
way diffraction can be characterized by an autoconvolution
of the one-way impulse response. This claim is based on a
linear systems or autoconvolution interpretation of reflection
imaging. Only the mirror-image interpretation of reflection
imaging is considered here. Discussion of spatially inte-
grated autoconvolution diffraction corrections can be found
in Refs. 22 and 23.

A number of mathematical expressions involving Bessel
functions will be encountered in the derivations,1,13,24 and
they are defined here. Following Wolf,24 u and v are real
variables,n is a non-negative integer, andJn denotes a
Bessel function of the first kind of ordern. Un and Vn are
Lommel functions defined by

Un~u,v !5(
s50

`

~21!sS u

v D n12s

Jn12s~v !, ~1!

Vn~u,v !5(
s50

`

~21!sS v
uD n12s

Jn12s~v !. ~2!

Because they are infinite summations, the Lommel functions
can be computed only approximately, and these approxima-
tions can be programmed either recursively4,23 or explicitly
in a do-loop. Do-loops were used in this work.Wn and Yn

denote the related functions

Wn~u,v !5(
s50

`

~21!s~s11!S v
uD n12s

Jn12s~v !, ~3!

Yn~u,v !5(
s50

`

~21!s~n12s!S v
uD n12s

Jn12s~v !. ~4!

Wn are referred to here as Wolf functions, whileYn are re-
ferred to as Hopkins functions.

Finally, sinceUn converges too slowly for calculation
when u/v.1, the following formulas from Gray and
Mathews@Ref. 4, p. 185, Eq.~20!# will prove useful:

U2n11~u,v !1V22n11~u,v !5~21!nsinS 1

2 Fu1
v2

u G D ,

~5a!

2U2n~u,v !1V22n~u,v !5~21!ncosS 1

2 Fu1
v2

u G D .

~5b!

FIG. 1. Piston transducer and fictitious point receiver/scatterer.
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Special case formulas foru/v51 can be found in Gray and
Mathews.

II. AN APPROXIMATE FOURIER TRANSFORM PAIR

In this section, derivations of the arccos and Lommel
diffraction formulations are outlined, the two formulations
are compared, and their equivalence as an approximate Fou-
rier transform pair is rigorously demonstrated. The reader is
referred to Oberhettinger,5 Papoulis~Ref. 13, pp. 329–331!,
Stepanishen,6 and Harris24 for complete details on the deri-
vations. The Lommel diffraction formulation is discussed
first.

Assuming monochromatic excitation of the transducer in
Fig. 1, the velocity potential sensed by a fictitious point re-
ceiver P located at some off-axis distancer5Ax21y2 can
be written

H1~r,z,v!5
1

2pEso

f ~so!
e2 jkr

r
dso , ~6!

whereso is the area of the transmitter. Throughout this pa-
per, the subscripto denotes thez50 plane, and the subscript
1 denotes one-way propagation. The velocity distribution
across the face of the transducer isf (so) and is unity due to
the assumption of spatially uniform excitation.

Equation ~6! represents the Rayleigh-Sommerfeld dif-
fraction integral for an infinitely baffled transducer.6,25 It is
important to note that Eq.~6! is based on Hyugen’s principle
and represents continuous integration of the free-space
Green’s function for a point source over a continuum of
point sources which contains, mathematically speaking, an
infinite number of point sources. As an aside, the velocity
potentialH1(r,z,v) is designatedcP in Ref. 1.

As usual, the time-dependence ofH1(r,z,v) on ej vt is
implied. The spatial wave number,k, is related to temporal
frequency, v, via k5v/c. Thus, the dependence of
H1(r,z,v) on v is implicit in two ways.

The Fresnel approximation,13 in conjunction with circu-
lar symmetry, allows Eq.~6!, to be estimated,

H1~r,z,v!'Ĥ1~r,z,v!

5
1

z
e2 jk(z1~r2/2z!)E

0

a

e2 jk ~ro
2/2z!

3J0S kr

z
roD rodro , ~7!

wherero5Axo
21yo

2 is the off-axis distance at thez50 plane
andr5Ax21y2 is the off-axis distance at thez plane~Ref.
13, p. 330!. The hat notation signifies estimation throughout
this paper.

A prominent and familiar feature of Fresnel diffraction
is its interpretation as a convolution involving a quadratic
phase term.13,26This feature is obscured in Eq.~7!. However,
if the singularity function,

pa~ro!5H 1, ro<a;

0, ro.a,
~8!

is introduced in the integrand of Eq.~7! and the upper limit
of integration changed tò , then Eq.~7! becomes

Ĥ1~r,z,v!5
1

z
e2 jk(z1r2/2z)E

0

`

pa~ro!e2 jkro
2/2z

3J0S kr

z
roD rodro ~9!

which may be interpreted as the Hankel transform of the
product of the singularity functionpa(ro) and a quadratic
phase term. The convolution theorem for Hankel transforms
allows Eq.~9! to be rewritten

Ĥ1~r,z,v!5
1

k
e2 jk(z1r2/2z)Fa

r
J1S kar

z D *
1

j
ejkr2/2zG ,

~10!

where the convolution is with respect tokr/z. The familiar
interpretation of Fresnel diffraction is made explicit in Eq.
~10!.

Equations~7! and ~10! can be calculated numerically,
but a closed-form expression would simplify the calculation.
Equation~7! can be cast in closed form via Lommel func-
tions. The closed-form result is

Ĥ1~r,z,v!5
1

k
expF2 j S kz1

v2

2u
1

u

2D G
3@U1~u,v !1 jU 2~u,v !#, ~11!

where the substitutionsu5ka2/z and v5kar/z result in
more compact notation. Equation~11! is the Lommel diffrac-
tion formulation; it is easily programmed because of its
closed form and is amenable to either direct or recursive
calculation.

Seki et al.1 used a variant of Eq.~11! to calculate pres-
sure as a function of depth and off-axis distance; pressure
can be obtained from Eq.~11! by multiplying by j v%, where
% is medium density. Results obtained from Eq.~11! are
plotted in Fig. 2. The plots agree well with those found in
Seki’s 1956 paper and serve to validate the use of Eq.~11! in
the present work.

Three computational issues deserve mention here. First,
Eq. ~5! must be used when the ratiou/v.1. Specifically,Un

must be expressed in terms ofVn becauseUn converges too
slowly for calculation whenu/v.1. Second, sufficient terms
must be included in finite do-loop approximations toUn . In
our work, Jn up to and includingn552 have been used to
calculateU2. This high an order can be used if underflow is
not too objectionable. Third, on-axis values of Eq.~11!, that
is whenr50, can be calculated via appropriate handling of
the Lommel functions~Ref. 27, p. 540! whenv50, or they
can be calculated from a separate formula which is easily
derived by explicitly integrating Eq.~7! with r50. The latter
method was used in our computations.

In contrast to the Lommel diffraction formulation which
can only be derived analytically, the arccos diffraction for-
mulation can be derived either analytically5 or
geometrically.6 A modified version of Oberhettinger’s ana-
lytic derivation is outlined here because Oberhettinger’s deri-
vation points to the Fourier equivalence of the arccos and
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Lommel diffraction formulations; the modification involves
application of the Fourier transform instead of the Laplace
transform.

Assuming the transducer in Fig. 1 is excited by an im-
pulse, the velocity potential sensed by a fictitious point re-
ceiver located atP can be written

h1~r,z,t !5
1

2pE2`

`

H1~r,z,v!ej vtdv

5F21$H1~r,z,v!%, ~12!

whereF21 denotes the inverse Fourier transform. Thus, Eq.
~12! is the inverse Fourier transform ofH1(r,z,v) in Eq.
~6!. Note,h1(r,z,t) is designatedFD(t) in Oberhettinger’s
paper.5

With a transformation from rectangular to polar coordi-
nates (x5r cosf and y5r sinf), H1(r,z,v) in Eq. ~6!
becomes

H1~r,z,v!5E
fo50

2p E
ro50

a

$@r21ro
222rro

3cos~f2fo!1z2#21/2exp@2 jk~r21ro
2

22rro cos~f2fo!1z2!#%rodrodfo .

~13!

After several steps, Oberhettinger obtains exact expressions
for h1(r,z,t). For r,a,

h1~r,z,t !55
0, ct,z;

c, z,ct,R8;

c

p
arccosF ~ct!22z21r22a2

2r~~ct!22z2!1/2 G , R8,ct,R;

0, ct.R,
~14!

and, forr.a,

h1~r,z,t !55
0, ct,R8;

c

p
arccosF ~ct!22z21r22a2

2r~~ct!22z2!1/2 G , R8,ct,R;

0, ct.R.
~15!

Taken together, Eqs.~14! and ~15! represent the arccos dif-
fraction formulation where R85Az21(a2r)2 and R

5Az21(a1r)2.
Note that Eq.~13!, which is the Rayleigh-Sommerfeld

integral for diffraction from a piston transducer, led to the
arccos diffraction formulation. On the other hand, Eq.~7!,
which is the Fresnel approximation to Eq.~13!, led to the
Lommel diffraction formulation. Thus, we conclude that the
arccos and Lommel diffraction formulations are closely re-
lated, and this relationship is explored more fully later in this
section.

For now, we do well to describe the well-known behav-
ior of the arccos diffraction formulation.6 Figure 3, which
will be discussed in detail later, can be used as a visual aid.
For a fixed depthz, the on-axis velocity-potential impulse
responseh1(r,z,t) is a rectangular pulse starting att5z/c;
its amplitude isc. As r increases, the start time of the pulse
remains t5z/c but the trailing edge of the pulse moves
closer tot5z/c. Simultaneously, the fall time of the trailing
edge increases, and the trajectory of the fall is governed by
the arccos term in Eq.~14!. In short, the pulselike nature of
the impulse response gradually decays with increasingr. For
r.a, the impulse response no longer resembles a rectangu-
lar pulse, and its maximum value is something less thanc. In
addition, its start time is delayed in proportion tor.

For a fixed off-axis distancer, h1(r,z,t) has the same
general shape at any depthz but is compressed in time asz

FIG. 2. Pressures after Sekiet al.1 via
Eq. ~11!.
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increases. The relationship can be quantified by expanding
R8 and R via binomial expansion, subtracting the smaller
from the larger, and dividing for different values ofz. The
result is that for largez, h1(r,z,t)5h1(r,z,zrt/z), wherezr

is some appropriately chosen reference plane.2 Researchers
in wavelet theory might find this an interesting physical
problem since time scaling arises in a natural fashion.

As was just mentioned, the arccos and Lommel diffrac-
tion formulations are closely related. The Lommel diffrac-
tion formulation is a monochromatic frequency-domain so-
lution based on the Fresnel approximation to the Rayleigh-
Sommerfeld integral of scalar diffraction theory. Hence, the
derivation of Lommel diffraction formulation permits mono-
chromatic diffraction from a circular aperture to be inter-
preted as convolution involving a depth-dependent quadratic
phase factor as in Eq.~10!. On the other hand, the arccos
diffraction formulation is a polychromatic time-domain solu-
tion based on the Rayleigh-Sommerfeld integral. The arccos
formulation permits an interpretation of impulsive diffraction
from a piston transducer in terms of a depth-dependent time-
scaling operation.

The Fourier equivalence of the Lommel and arccos dif-
fraction formulations will now be demonstrated. Consider
again the general form of the arccos diffraction formulation,
Eq. ~12!. In this equation,h1(r,z,t) is the inverse Fourier
transform of some unspecified function,H1(r,z,v). Of
course, H1(r,z,v) could be obtained by calculating
h1(r,z,t) and Fourier transforming the result. Doing so,
however, does not advance the goal of finding closed-form
spatially integrated diffraction corrections.

Recall the Lommel diffraction formulation,Ĥ1(r,z,v)
in Eq. ~11!, is a closed-form estimate ofH1(r,z,v) in Eq.
~13!. Further, the Lommel diffraction formulation is written

in terms of k5v/c. Theoretically, discrete Fourier coeffi-
cients for the arccos diffraction formulation can be estimated
using Ĥ1(r,z,v). These coefficients can then be inverse
Fourier transformed to obtain

ĥ1~r,z,t !5F21$Ĥ1~r,z,v!%, ~16!

which is, as already mentioned, an estimate of the impulse
response predicted by the arccos diffraction formulation.

Thus, the Lommel diffraction formulationĤ1(r,z,v) is
a closed-form approximation of the Fourier transform of the
arccos diffraction formulationh1(r,z,t), and Eq.~11! can be
used to sample the arccos diffraction formulation in the fre-
quency domain. In short, the Lommel and arccos diffraction
formulations form an approximate Fourier transform pair,

F$h1~r,z,t !%'Ĥ1~r,z,v!, ~17!

whereF is the Fourier transform.
The Lommel diffraction formulation was used in con-

junction with Eq.~16! to computeĥ1(r,z,t), an estimate of
h1(r,z,t), for three off-axis positions at two depths,z53
and z59 cm. The speed of sound was set atc51540 m/s,
and the diameter of the piston was set at 2a513 mm. We
reiterate that the transducer was assumed to have an infi-
nitely broadband or Dirac response, and the excitation was
assumed to be an impulse. The sampling frequency was set
at f S536 MHz; thus, the Nyquist frequency was 18 MHz.
Note the sampling rate is consistent with 2X oversampling of
a real 2.25-MHz piston transducer with a cutoff frequency of
4.5 MHz. More will be said about real transducers later.

The results are shown in Fig. 3. The off-axis positions
are annotated in the figure. The impulse responses for a
given r are plotted on the same time scale, referenced tot

FIG. 3. One-way point-receiver impulse responses for the Lommel~solid! and arccos~dashed! diffraction formulations.
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5z/c, to emphasize the depth-dependent time scaling men-
tioned earlier. In all figures where the two diffraction formu-
lations are compared, Lommel-derived results are plotted
with solid lines, while arccos-derived results are plotted with
dashed lines. In this work, the arccos diffraction formulation
is the gold standard against which the Lommel diffraction
formulation is compared.

Before analyzing the results, we discuss Gibb’s
phenomenon12 and its impact on this work. Under the stated
assumptions and for practical geometries, impulse responses
computed using the arccos diffraction formulation have com-
pact support in the time domain; consequently, their Fourier
transforms have infinite bandwidth in the frequency domain.
In practice, the Lommel diffraction formulation can be
sampled only over some finite bandwidth~truncation in the
frequency domain!; consequently, impulse responses based
on the Lommel diffraction formulation will suffer from
Gibb’s phenomenon.

As a result, we expect that Lommel-based results will
fail to capture temporal discontinuities and will simulta-
neously exhibit ringing in the neighborhood of any temporal
discontinuities. The degree of failure and extent of ringing
are functions of the sampling rate; higher sampling rates will
capture temporal discontinuities more faithfully but simulta-
neously introduce more ringing. In short, impulse responses
based on the Lommel diffraction formulation and Eq.~16!
can never show exact agreement with those based on the
arccos diffraction formulation in Eqs.~14! and ~15!.

The plots in Fig. 3~a! and ~b! show on-axis impulse re-
sponses. As was explained earlier, the on-axis impulse re-
sponse for a piston transducer is a rectangular pulse of am-
plitude c that gets compressed in time with increasing depth
z. The on-axis impulse responses computed with the Lommel
diffraction formulation capture this behavior. As expected,
they do not capture the discontinuities at the beginning and
end of each pulse. Note that forr50, the Fresnel approxi-
mation is very good. Thus, it can be argued that the disagree-
ment at the discontinuities is due primarily to Gibb’s phe-
nomenon.

Figure 3~c! and ~d! show impulse responses forr53
mm. Here again, the disagreement, mostly near discontinui-
ties, is due to Gibb’s phenomenon and not due to the Fresnel
approximation. The Lommel-based results are consistent
with the results predicted by the arccos diffraction formula-
tion.

The plots in Fig. 3~e! and~f! show impulse responses for
r513.6 mm. Sincer.a, each impulse response will have a
maximum amplitude less thanc and will start at some time
later thant5z/c. This behavior is confirmed in the plots.
Note that the Lommel diffraction formulation overestimates
the time duration of both impulse responses. Sincer is large,
the disagreement here is primarily due to the fact that the
Lommel diffraction formulation is based on the Fresnel ap-
proximation.

Overall, the results show satisfactory agreement and
confirm the validity of the Fourier equivalence of the arccos
and Lommel diffraction formulations as an approximate Fou-
rier transform pair. Clearly, the magnitude and phase re-
sponses computed using the Lommel diffraction formulation

capture the salient features of the arccos diffraction formula-
tion. Thus, no discussion or graphs of frequency-domain re-
sults are included at this point. We will discuss frequency-
domain results in great detail in the next section.

The three computational issues already mentioned apply
here, and five new ones require discussion. Because these
issues will resurface, these issues will be referred to as the
five general computational issues. First, the arccos impulse is
real; hence, Fourier coefficients need be calculated for posi-
tive frequencies only. Negative-frequency coefficients are
simply the complex conjugate of the positive-frequency co-
efficients.

This computational benefit is negated by the fact that the
Lommel diffraction formulation is ill-defined atv50. Thus,
a DC frequency coefficient cannot be calculated directly. It
can, however, be indirectly calculated by exploiting the posi-
tivity of the arccos diffraction formulation. In this work, dis-
crete Fourier coefficients were calculated via Eq.~11! and
inverse Fourier transformed with the fast Fourier transform
~FFT!. The resulting samples were forced to be greater than

or equal to zero. In short,ĥ1(r,z,t) was forced to be posi-
tive. These two issues represent a trade-off inherent in any
Lommel-based solution.

The k in the denominator of Eq.~11! is the third issue.
Since the coefficients calculated from the Lommel formula-
tion are ultimately sent to an FFT algorithm, continuous or
discrete frequencies may be used withk. Discrete frequen-
cies were used in our implementation. If the results are to be
scaled to a maximum value of unity, the choice is immate-
rial.

Fourth, as explained earlier, estimated impulse re-
sponses will suffer from ringing due to Gibb’s phenomenon
due to truncation in the frequency domain. If desired, this
artifact can be reduced with frequency-domain windowing; a
window w( f )5sinc(0.25p f / f S), where sinc(x)5sin(px)/
(px), was used to produce the results shown in Fig. 3. The
window is admittedlyad hoc, but it produced satisfactory
results.

Finally, Eq. ~11! gives no indication of how many fre-
quency samples are required in estimating the arccos impulse
response. For a given off-axis positionr and sampling fre-
quencyf s51/Dt, the minimum number of samples required
can be computed via (R2z)/(cDt) or (R2R8)/(cDt),
whichever is appropriate. Further, when comparing the two
formulations, accurate book-keeping in terms of sampling
frequency, zero-padding, amplitude scaling, and phase is
essential because results are being computed in conjugate
domains.

Clearly, the Lommel diffraction formulation is more dif-
ficult to compute than the arccos diffraction formulation.
Nonetheless, this section has formally connected the two for-
mulations, and this connection is of historical and theoretical
interest. Indeed, it appears to be of practical interest. For
example, Chenet al. used the Lommel diffraction formula-
tion in their 1994 paper on acoustic coupling to and from a
flat plate.8 Furthermore, the Lommel diffraction formulation
may find application in numerical computation of compli-
cated diffraction expressions21,28 involving piston transduc-
ers and the free-space Green’s function for a point source.

3072 3072J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 C. J. Daly and N. A. H. K. Rao: Arccos-Lommel transform pair



III. SPATIALLY INTEGRATED DIFFRACTION
CORRECTION

Over 20 years ago, Huntington,et al.,27 Williams,16,18

Seki et al.,1 Bass,14 Rhyne,3 and Rogers and Van Buren9

researched closed-form spatially integrated diffraction cor-
rections. Khimunin28 and Benson and Kiyohara31 reported
numerical results. More recently, Cassereauet al.2 and Chen
et al.8 have continued the work of the early researchers.

The researchers just mentioned derived or calculated
one-way diffraction corrections and ultimately invoked the
optical or mirror-image interpretation of ultrasound to extend
the one-way corrections to the two-way case; we invoke the
same interpretation here. The works of Rhyne, Cassereau
et al., and Rogers and Van Buren are particularly germane to
this paper, and more will be said about them in this section.

Given that one-way diffraction has been researched so
extensively, we must explain why we are revisiting the topic.
First, we wish to establish that the Fourier equivalence of the
arccos and Lommel diffraction formulations is valid for spa-
tially integrated diffraction. Second, we will gain new insight
into diffraction from a piston transducer and derive at least
one new equation of academic, if not practical, interest. Fi-
nally, we will gain confidence that the Lommel diffraction
formulation can be applied in the numerical computation of
complicated diffraction expressions involving piston trans-
ducers.

Closed-form results will be derived for two cases:~i! a
piston receiver with radiusb<a and ~ii ! a piston receiver
with infinite radius. In both cases, the transmitter, a piston
transducer with radiusa, and the receiver are coaxially lo-
cated and separated by a distancez. Spatially integrating the
Lommel diffraction formulation@Eq. ~11!# for the first case
yields

^Ĥ1~z,v!&b52pE
0

b

Ĥ1~r,z,v!rdr, ~18!

where the symbol̂& subscripted withb denotes spatial inte-
gration over a disk of radiusb. Note the angular integration
from 0 to 2p has been completed.

The integral in Eq.~18! can be solved forb<a with
Wolf functions. Specifically, expand the integrand in terms
of the Vn Lommel functions@Eq. ~5!# and integrate using
Lemma 9 in Ref. 24. Withvb5kab/z and u5ka2/z, the
result is

^Ĥ1~z,v!&b52
2pz

k2
e2 jkzH j

vb
2

2u
1e2 j (~u/2! 1 ~vb

2/2u!)

3@2W2~u,vb!2 jW1~u,vb!

1 jW3~u,vb!#J , ~19!

which can be simplified via the Hopkins functions to

^Ĥ1~z,v!&b52
2pz

k2
e2 jkzH j

vb
2

2u
1e2 j (~u/2! 1 ~vb

2/2u!)

3@Y2~u,vb!2 jY1~u,vb!#J . ~20!

Equation~20! is relatively new in the literature on diffraction
from an unfocused piston transducer.22,29 It is, however, a
difficult expression to compute and, as a result, may be of
academic interest only. Nonetheless, the Hopkins functions
are highly convergent, and the computational burden of cal-
culating them may be eased by recursion relations.33

Equation~20! is valid for b<a; however, only the case
b5a is investigated. Using relations developed by Wolf,23,30

it can easily be shown that Eq.~20! reduces to

^Ĥ1~z,v!&a52
2pz

k2
e2 j [kz1 ~u/2!] H j

u

2
ej ~u/2!1e2 j ~u/2!

3Fu

2
J1~u!2 j

u

2
J0~u!G J . ~21!

Unlike Eq. ~20!, Eq. ~21! is relatively easy to compute. We
remark here that Eq.~21! is, with the exception of a multi-
plicative constant, the same as the result derived by Rogers
and Van Buren.9 Thus, comparing Eq.~21! to their result will
yield no new historical insight.

Instead, the validity of Eq.~21! was checked against the
work done by Bass and Williams. The parameters used were
the same as in Bass’s 1958 article:c51200 m/s,a51 cm,
and f 50.956 MHz. The data were obtained from~a! Bass’s
1958 equation@Ref. 14, Eq.~14!#, ~b! Williams’ 1970 equa-
tion @Ref. 18, Eq.~6!#, and~c! Eq. ~21!. Note Williams~Ref.
18, p. 286! corrected two typos in Bass’s 1958 equation.

The squared-magnitude results in decibels~dB! are pre-
sented in Figs. 4 and 5. The graphs show the spatially inte-
grated diffraction effects, due to monochromatic excitation,
plotted as a function ofS5zl/a2; two graphs of Eq.~21! are
included for the purposes of comparison. The oscillatory be-
havior of Bass’s result at lowS is due to the small number of
terms used in his equation. The overall results, however,
show excellent agreement, and the plots confirm the well-
established fact that attenuation due to diffraction increases
with depthz. Thus, we have gained new academic perspec-
tive on classic research with the help of Eq.~21!, which is a
special case of Eq.~20!.

We now extend the Fourier equivalence of the arccos
and Lommel diffraction formulations to spatially integrated
diffraction effects. Spatially integrating the velocity-potential
transfer functionH1(r,z,v) and subsequently inverse Fou-
rier transforming the result yields

^h1~z,t !&b5F21$^H1~z,v!&b%. ~22!

Now, we invoke the Fourier equivalence of the arccos and
Lommel diffraction formulations and write

^ĥ1~z,t !&b5F21$^Ĥ1~z,v!&b%. ~23!

Hence, Eq.~20! can be used to estimate the spatially inte-
grated impulse response associated with the arccos diffrac-
tion formulation.

Theoretically, substitutingk5v/c in Eq. ~23! should al-
low one to estimate the Fourier coefficients of the spatially
integrated arccos impulse response. These coefficients can
then be inverse Fourier transformed to obtain an estimate of
the spatially integrated arccos impulse response. This reason-
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ing is simply an extension of the Fourier equivalence of the
Lommel and arccos diffraction formulations developed for a
point receiver in the previous section.

Some discussion is required before computing and com-
paring spatially integrated impulse responses. First, Rhyne3

derived closed-form expressions for the spatially integrated
arccos diffraction formulation for the caseb5a; it serves as
the gold standard in this work. As an important aside,
Cassereauet al.2 and, later, Daly and Rao,7 generalized
Rhyne’s work; their closed-form expressions are completely
general and include Rhyne’s result as a special case.

Second, impulse responses computed using Rhyne’s ex-
pressions have compact support in the time domain; conse-

quently, their Fourier transforms have infinite bandwidth in
the frequency domain. Like the Lommel diffraction formu-
lation, Eq.~21! must be sampled over some finite bandwidth;
consequently, impulse responses based on this equation will
suffer from Gibb’s phenomenon. Thus, the comments made
earlier about impulse responses based on the Lommel dif-
fraction formulation apply here. Those comments should be
kept in mind when the comparison is made.

Figure 6~a! and ~b! show spatially integrated one-way
impulse responses estimated via Eq.~21! ~solid lines! and
spatially integrated one-way impulse responses calculated by
using Rhyne’s expression~dashed lines!. The impulse re-
sponses were calculated forb5a at two depths:z53 and

FIG. 4. Attenuation caused by diffrac-
tion as a function ofS in both the near
and far fields.

FIG. 5. Attenuation caused by diffrac-
tion as a function ofS in the near field.
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z59 cm. The speed of sound was set atc51540 m/s, and
the diameter of the piston was set at 2a513 mm. The trans-
ducer was assumed to have an infinitely broadband response,
and the excitation was assumed to be an impulse. The sam-
pling frequency was set atf S536 MHz; thus, the Nyquist
frequency was 18 MHz.

With the exception of discontinuities, the impulse re-
sponses based on Eq.~21! are consistent with the results
computed using Rhyne’s expression and results computed by
Kuc and Regula;34 see Ref. 2 for an excellent discussion on
the origin and effects of temporal discontinuities in spatially
integrated impulse responses.

The five general computational issues mentioned in the
previous section apply here. The windoww( f ) discussed
earlier was used in computing the Lommel-based impulse
responses. Thus, ringing due to Gibb’s phenomenon is re-
duced in the plots at the expense of a small amount of low-
pass filtering. The impulse responses show satisfactory
agreement. It is also important to reiterate how easy Eq.~21!
is to compute. Furthermore, the utility of Eq.~21! is obvious
if characterization of diffraction effects in the frequency do-
main is the main objective.

Figure 6~b! and ~c! and Fig. 6~d! and ~e! show the
squared magnitude responses~dB! and the phase responses
associated with the impulse responses in Fig. 6~a! and ~b!,
respectively. Taking an optimistic point of view, we can say
the magnitude responses show satisfactory agreement, par-
ticularly at the lower frequencies. Indeed, better agreement
can be had at higher frequencies if the sampling frequency is
increased, but the cost is more samples.

The phase responses do not agree as favorably. This is
not surprising when one considers the physical origins of the
results being compared. Specifically, the arccos-derived re-

sults are based on the Rayleigh-Sommerfeld diffraction inte-
gral, while the Lommel-derived results are based on the
Fresnel diffraction integral. Hence, the two diffraction inte-
grals differ primarily in terms of their phase.26 This, in con-
junction with Gibb’s phenomenon, helps explain the phase
differences exhibited in the plots.

It is crucial to note Eq.~21! was derived under the as-
sumption of an ideal piston transducer with a Dirac response.
Thus, Eq.~21! is completely general in terms of frequency.
Real transducers, however, are bandlimited.

For example, consider a real 2.25 MHz unfocused piston
transducer with diameter 2a513 mm. A typical bandwidth
for such a transducer is 2 to 4 MHz centered at 2.25 MHz.
Clearly, the results shown in Fig. 6 apply to the real trans-
ducer just described. Indeed, they apply quite well, particu-
larly in terms of magnitude, with just 2X oversampling.
Thus, if a diffraction correction were desired for this trans-
ducer, Eq.~21! could be used to calculate an inverse filter
directly in the frequency domain. Furthermore, higher sam-
pling rates could be used, and the results applied to real
transducers operating at a higher frequency than 2.25 MHz.

Of course, the time-domain formalism developed by
Rhyne3 and extended by Cassereauet al.2 could be used, and
the impulse-response formalism is, in fact, more general. On
the other hand, Eqs.~20! and ~21! are amenable to calcula-
tion directly in the frequency domain across any bandwidth
of interest, and Eq.~21! is very easy to compute. Clearly
though, the time-domain formalism is easier to compute and
more general than the Lommel-based equations. Nonethe-
less, we have demonstrated the validity of the proposed
frequency-domain formalism for spatially integrated one-
way diffraction.

More insight can be gained by considering the second

FIG. 6. Spatially integrated one-way impulse responses: Eq.~21! ~solid! and Rhyne’s expression~Ref. 3! ~dashed!.
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case: a piston receiver of infinite extent located some dis-
tancez from the transmitter. Consideration of this case leads
to a theoretical result which further illustrates the utility of
the proposed frequency-domain formalism. As an aside, this
case can also be investigated in the time domain using the
spatially integrated impulse formalism; the reader is referred
to Ref. 2 for details.

Spatially integrating the Lommel diffraction formulation
of Eq. ~11! for this case yields

^Ĥ1~z,v!&`52pE
0

`

Ĥ1~r,z,v!r dr, ~24!

where the upper limit of infinity is not problematic because
of the quickly converging Lommel functions in the inte-
grand. With the help of Watson~Ref. 27, p. 541!, Wheelon
@Ref. 35, pp. 76–77, Eqs.~1.608! and ~1.610!#, and Euler’s
formula, it can be shown that

^Ĥ1~z,v!&`52 j
pa2

k
e2 jkz. ~25!

This closed-form result is the same as the result reported by
Williams in Ref. 18, Eq.~40! for monochromatic diffraction
with a theoretically infinite receiver.

If Eq. ~25! is used to calculate pressure, it yields the
pressure,%pa2e2 jkz, ‘‘produced by a section of areapa2

cut out of a plane wave that has the same particle velocity,
@in our case unity#, as does the piston source~Ref. 18, p.
289!.’’ In essence, the magnitude of the pressure detected by
the infinite receiver is the same at allz-planes. No pressure/
energy is lost because~i! the receiver is infinite and~ii ! no
loss mechanism has been introduced into the theory. Diffrac-
tion, in this case, introduces only a depth-dependent phase
shift via thee2 jkz term.

Still more insight can be gained by examining Eqs.~21!
and ~25! more closely. Equation~21! can be rewritten,

^Ĥ1~z,v!&a52 j
pa2

k
e2 jkz2

pa2

k
e2 jk[z1 ~a2/z)#

3FJ1S ka2

z D2 jJ0S ka2

z D G . ~26!

Note that the first terms of Eqs.~26! and ~25! are identical.
Thus, the second term in Eq.~26! represents combined
diffraction/finite-receiver effects which serve to modify the
infinite receiver solution of Eq.~25!.14,16 Equation~20! can
be manipulated and interpreted in a similar fashion. At any
rate, thek5v/c in the denominator of the infinite receiver
solution indicates that one-way diffraction is dominated by a
1/f low-pass filtering effect. This final insight further dem-
onstrates the theoretical and practical value of the proposed
frequency-domain formalism.

IV. CONCLUSION

Section II demonstrated the Fourier equivalence of the
arccos and Lommel diffraction formulations as an approxi-
mate Fourier transform pair. In Sec. III, we used this equiva-
lence to propose a new closed-form frequency-domain for-
malism describing spatially integrated diffraction effects

from an unfocused piston transducer. The proposed
frequency-domain formalism is based on the Lommel dif-
fraction formulation and, in general, is in good agreement
with results predicted by the time-domain or impulse-
response formalism.

From a geometrical point of view, the time-domain for-
malism is superior to the proposed frequency-domain for-
malism because the former is based on the Rayleigh-
Sommerfeld diffraction integral; thus, it is theoretically valid
in the entire half-space in front of the transducer. On the
other hand, the proposed frequency-domain formalism is
strictly valid only in the Fresnel region. Nonetheless, the
frequency-domain formalism has allowed us to compute a
closed-form expression describing spatially integrated dif-
fraction effects.

From a Fourier point of view, the Lommel-based for-
malism allows direct calculation of diffraction effects in the
frequency domain~excluding DC! at whatever frequencies
desired, and only positive coefficients need be calculated.
Specifically, if a diffraction filter is to be used for inverse
filtering or calibration of a real bandlimited transducer re-
sponse, the filter can be readily calculated over the band-
width of interest. If an impulse response is desired, the
Lommel-based equations are problematic because they re-
quire a cumbersome estimation of DC and exhibit Gibb’s
phenomenon upon inverse Fourier transformation.

Computationally, the Lommel-based formalism is par-
ticularly easy to calculate for special case geometries (b
5a) because no infinite summations are required. In general
though, the time-domain formalism is easier to compute than
the proposed frequency-domain formalism.

Ultimately, the time-domain formalism is superior to the
proposed frequency-domain formalism in terms of geometri-
cal validity and computational ease and efficiency. Nonethe-
less, the proposed frequency-domain formalism is of histori-
cal, theoretical, and practical interest. Indeed, we gleaned
numerous insights from the proposed frequency-domain for-
malism and showed that it has potential application in dif-
fraction correction~inverse filtering! of real bandlimited
transducers. More details on the proposed frequency-domain
formalism can be found in Refs. 23 and 32.
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Directivity of a uniform-strength, continuous circular-arc source
phased to the spatial position of its diameter
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An expression is derived for the in-plane directivity function of a uniform-strength, circular-arc
source~or receiver! wherein the output of each element of the arc is phase shifted by the wavelength
distance from that element to the spatial position of the diameter of the circle which is parallel to the
chord joining the end points of the arc. Numerical results are presented for a selected set of arc sizes
and values of the radius-to-wavelength ratio. The results resemble the directional characteristics of
a true straight line source of the chord length. The special cases of a phased semicircular arc and a
phased complete circular arc are discussed. The directivity function of a uniform-strength,
unphased, continuous circular-arc source, a previously established result, is also presented for
comparison. ©1999 Acoustical Society of America.@S0001-4966~99!01006-1#

PACS numbers: 43.20.Rz, 43.30.Jx@DEC#

INTRODUCTION

Conformal transducer arrays are commonly used in a
variety of acoustic detection and localization scenarios. Cy-
lindrical or spherical surfaces are often of interest, and a line
of transducers mounted conformally on either surface could
have the shape of an arc of a circle. Consequently, there is
interest in the directivity patterns of arrays of this shape.

If one was computing the directivity patterns of arrays of
equiamplitude point sources~or receivers! uniformly spaced
along a straight line, one would naturally compare the pat-
terns to those of a continuous, uniform strength, line array of
the same length to provide a check on the validity of the
results. Similarly, to provide a check on the validity of some
computations of the directivity patterns of very large arrays
of equiamplitude point sources uniformly spaced along a cir-
cular arc, and where the output of each point source is phase
shifted by the wavelength distance from that source to the
diameter of the circle which is parallel to the chord joining
the end points of the arc~e.g., they-axis of Fig. 1!, it was
desired to compare these patterns with those of a similarly
phased, continuous, uniform-strength, circular-arc source of
the same size. An expression for the in-plane directivity
function of the latter source is herein derived. The directivity
pattern in the orthogonalx-z plane of this single arc source is
not of interest here.

I. ANALYSIS

Figure 1 shows a continuous, unbaffled, circular-arc
source, symmetric about thex-axis, with central angle 2a,
radius R, and an observation pointP in the plane of the
source defined by coordinatesrW andf. A differential element
of the source is located at angular positionh. Variables is
arc length along the array measured from some fixed refer-
ence point; in this case, the intersection of thex-axis with the
array. The radiated pressurep at the observation pointP is1

p~P!5BE
2Ra

Ra e2 jkr 8

r 8
v~s!ds. ~1!

The parameterB5 j r0ck/4p wherek is the usual acous-
tic wave number (v/c). The assumed harmonic time depen-
dence factor, exp(jvt), has been suppressed throughout. The
function v(s) describes the velocity distribution along the
line. Two cases are considered, uniform strength with no
phasing so thatv(s)5v0 , a real constant, and uniform
strength, where each element of the line is phased as if it
were positioned along they-axis, i.e., along the diameter of
the circle which is parallel to the chord of the arc through its
end points, so thatv(s)5v0 exp(2jkx).

Employing the usual far-field approximations,viz., 1/r 8
'1/r for all elements andr 8'r 2R cos(f2h) in the phase
factor, and noting thats5Rh, the radiated far-field pressure
becomes

p~P!5
BR

r
e2jkrE

2a

a

exp@ jkRcos~h2f!#v~R,h!dh. ~2!

Since interest is primarily in the directivity function, the
f-independent parameters outside the integral, as well as the
magnitudev0 of the velocity distribution, are henceforth ig-
nored.

A. Uniform strength, no phasing

For the casev(R,h)5v0 , the resulting integral, desig-
natedI 1 , becomes

I 15E
2a

a

exp@ jkR cos~h2f!#dh. ~3!

This is evaluated in Appendix A by making a series expan-
sion of the integrand and then integrating term by term. The
result ~the unnormalized directivity function! is
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I 1~a,f!52H aJ0~kR!

1 (
n51

`
~21!n

n
J2n~kR!sin~2na!cos~2nf!

12 j (
n50

`
~21!n

2n11
J2n11~kR!

3sin@~2n11!a#cos@~2n11!f#J ~4a!

52(
n50

`

~ j !n
«n

n
Jn~kR!sin~na!cos~nf!, ~4b!

where«n51 for n50,2 forn.0. This result is not new. It is
alluded to, but not presented, in Ref. 2.

Two special cases are worth noting. For a uniform-
strength semicircular source (a5p/2), the unnormalized di-
rectivity function is

I 1S p

2
,f D5pJ0~kR!14 j (

n50

`
J2n11~kR!

2n11
cos@~2n11!f#,

~5!

while for a complete circular ring source (a5p), the re-
sponse function at any far-field point in the plane of the ring
is proportional to the term 2pJ0(kR), i.e., it is independent
of the anglef, as is obvious. This agrees with published
results.3

B. Uniform strength, phased to y-axis

For the casev(R,h)5v0 exp(2jkRcosh), the integral
in Eq. ~2!, denotedI 2 , becomes, with the use of some trigo-
nometric identities,

I 25E
2a

a

exp@ j 2kRsin~f/2!sin~h2f/2!#dh. ~6!

This integral can be evaluated by again making a series ex-
pansion of the integrand~Appendix B!. The result, the un-
normalized directivity function of a uniform, continuous
circular-arc source, phased to the position of the diameter, is

I 2~a,f!52H aJ0@2kRsin~f/2!#

1 (
n51

`
1

n
J2n@2kRsin~f/2!#

3sin~2na!cos~nf!

22 j (
n50

`
J2n11@2kRsin~f/2!#

2n11

3sin@~2n11!a#sin@~2n11!f/2#J ~7a!

5 (
n50

`
«n

n
Jn@2kRsin~f/2!#sin~na!

3@~21!n exp~ jnf/2!1exp~2 jnf/2!#. ~7b!

Again, for the special case of a semicircular arc (a
5p/2), the result is

I 2S p

2
,f D5pJ0@2kRsin~f/2!#

24 j (
n50

`

~21!n
J2n11@2kRsin~f/2!#

2n11

3sin@~2n11!f/2#, ~8!

while for a complete circular source phased to the position of
a diameter of that circle,

I 2~p,f!52pJ0@2kRsin~f/2!#. ~9!

II. RESULTS AND CONCLUSIONS

A necessary check on the analysis, and subsequent com-
puter code, is provided by first computing directivity patterns
for an unphased arc source using Eq.~4!. It is known~Ref. 3!
that for a uniform, unphased, circular-arc source, the magni-
tude of the radiation is the same on either the convex or

FIG. 2. Pattern of unphased, uniform strength, circular arc,a560 deg,
kR5300.

FIG. 1. Geometry of the problem.
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concave side of the arc; this result is readily realized from
Eq. ~3!, where the response at anglef2p is seen to be
simply the complex conjugate of the response at anglef.
Hence, this pattern is symmetric about the690 deg direc-
tions as well as about the 0 and 180 deg directions. Further-
more, when the radius of the arc measures many wave-
lengths, the radiation on either side is essentially confined to,
and quite uniform over, a single broad beam whose width is
approximately equal to the central angle of the arc, provided
that central angle is less than 180 deg. The normalized direc-
tivity pattern in Fig. 2, for the casea560 deg andkR
5300, clearly has these attributes, as was the case for all
other a and largekR values investigated. The pattern is
shown only for the convex side of the arc. Note that as long
as thekR value is sufficiently large, the beamwidth of the
pattern of the unphased arc source is approximately the arc
central angle.

Directivity patterns were then computed for the phased
arc source from Eq.~7!. In this case, the radiation to the
concave and convex sides is different and the patterns are not
symmetric about the690 deg directions. Figures 3–9 are a

selected set of the results. Figures 3–5 illustrate the effect of
varying frequency (kR550,150,300) for a fixed arc size
(a545 deg). One sees the expected trends,viz., a monotonic
decrease in beamwidth with increasing frequency while the
height of the first sidelobe on either side of the main beam
remains constant at about212.5 dB. The envelope of the set
of sidelobes has an interesting shape displaying well-defined
minima near 50 deg on either side of the mainlobe. Hence,
the pattern, when plotted in this linear format, has a charac-
teristic letter ‘‘W’’ appearance. Figures 6, 4, and 7–9 illus-
trate the effect of varying the size of the arc (a
522.5,45,60,90,135 deg) for a fixed frequency (kR5150).
While the beamwidth monotonically decreases with increas-
ing size, the ‘‘W’’ appearance to the pattern is only evident
for a less than 90 deg. Fora590 deg, or greater, the side-
lobe envelope decreases rather monotonically with anglef.
Also, the height of the first sidelobe on this last set of pat-
terns increases with the anglea.

It is of interest to contrast the pattern of a complete,
uniform-strength, circular-arc~i.e., ring! source phased to the
position of its diameter, Eq.~9!, with that of a uniform-

FIG. 3. Pattern of phased, uniform strength, circular arc,a545 deg, kR
550.

FIG. 4. Pattern of phased, uniform strength, circular arc,a545 deg, kR
5150.

FIG. 5. Pattern of phased, uniform strength, circular arc,a545 deg, kR
5300.

FIG. 6. Pattern of phased, uniform strength, circular arc,a522.5 deg,kR
5150.
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strength, straight line array whose length equals that diam-
eter. One might think they should be similar results. How-
ever, further consideration of the physical shape of the
phased ring source suggests that, because of its shape, it
would tend to have more strength concentrated towards the
ends of the diameter to which it has been phased. Hence, the
effective strength is not uniform along that diameter. This
inverse shading~greater strength at the ends compared to the
middle! should result in an increase in the sidelobe levels
with an attendant narrowing of the main beamwidth. That
this effect does indeed happen is illustrated in Fig. 10 for the
casekR520. This relatively small value ofkRwas chosen to
clearly delineate the sidelobe structure of the two directivity
patterns. Also, only half of the pattern for positive values of
f is shown. The phased ring source clearly displays higher
sidelobes but a narrower beamwidth. This difference was
evident for all frequencies examined. The other obvious re-
sult, which was noted earlier, is that the pattern of the phased
ring is not symmetric about thef590 deg direction, while
that of the straight line array is.
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APPENDIX A

Expanding the integrand of Eq.~3!, integralI 1 becomes

I 15E
2a

a

cos@z cos~h2f!#dh1 j E
2a

a

sin@z cos~h2f!#dh,

~A1!

where z5kR. Employing the following standard Fourier–
Bessel series expansions~Ref. 4, nos. 9.1.44 and 9.1.45!

FIG. 7. Pattern of phased, uniform strength, circular arc,a560 deg, kR
5150.

FIG. 8. Pattern of phased, uniform strength, circular arc,a590 deg, kR
5150.

FIG. 9. Pattern of phased, uniform strength, circular arc,a5135 deg,kR
5150.

FIG. 10. Comparison of the pattern of a complete (a5180 deg), uniform
strength, phased, circular-arc array~dashed curve! with that of a uniform-
strength, straight-line array, length equal to circle diameter~solid curve!,
kR520.
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cos~z cosh!5J0~z!12(
n51

`

~21!nJ2n~z!cos~2nh!,

~A2!

and

sin~z cosh!52(
n50

`

~21!nJ2n11~z!cos@~2n11!h#

~A3!

to replace each of the integrands in Eq.~A1!, one obtains

E
2a

a

cos@z cos~h2f!#dh

52FaJ0~z!1 (
n51

`
~21!n

n
J2n~z!sin~2na!cos~2nf!G ,

~A4!

while

E
2a

a

sin@z cos~h2f!#dh

54(
n50

`

~21!n
J2n11~z!

2n11

3$sin@~2n11!a#cos@~2n11!f#%. ~A5!

Equations~A4! and~A5!, inserted into Eq.~A1!, produce the
result quoted in Eq.~4a!.

APPENDIX B

Expanding the integrand of Eq.~6!, integralI 2 becomes

I 25E
2a

a

cos@z sin~h2f/2!#dh

1 j E
2a

a

sin@z sin~h2f/2!#dh, ~B1!

where z52kRsin(f/2). Employing the following standard
Fourier–Bessel series expansions~Ref. 4, nos. 9.1.42 and
9.1.43!

cos~z sinh!5J0~z!12(
n51

`

J2n~z!cos~2nh! ~B2!

and

sin~z sinh!52(
n50

`

J2n11~z!sin@~2n11!h# ~B3!

to replace each of the integrands above, one obtains

E
2a

a

cos@z sin~h2f/2!#dh

52FaJ0~z!1 (
n51

`
J2n~z!

n
sin~2na!cos~nf!G , ~B4!

while

E
2a

a

sin@z sin~h2f/2!#dh

524(
n50

`
J2n11~z!

2n11
sin@~2n11!a#sin@~2n11!f/2#.

~B5!

Equations~B4! and~B5!, inserted into Eq.~B1!, produce the
result quoted in Eq.~7a!.
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In this article, the authors propose a new model equation which describes well progressive sound
beams from a planar piston source with a circular aperture. The theory is based on the oblate
spheroidal coordinate system and is easily extended to the analysis of nonlinear propagation of
finite amplitude sound beams. The resultant beam equation facilitates numerical calculations in
the far field. An experiment is performed in water using a 5-MHz planar ultrasonic transducer
with a 9-mm radius aperture, and the results are compared with the theoretical prediction for sound
pressure amplitudes of the fundamental and second harmonics. They are in excellent agree-
ment with each other along and across the beam axis. ©1999 Acoustical Society of America.
@S0001-4966~99!01106-6#

PACS numbers: 43.25.Cb@MAB #

INTRODUCTION

Sound field analysis for directional beams reveals that
there exist near-field and far-field regions which are roughly
separated at the Rayleigh distanceka2/2 ~k, wave number;a,
source aperture radius!, measured from the source along the
beam axis. A simplified theoretical model for describing
such beams in the near field, as well as in the far field, was
obtained from the parabolic equation, which is a valid ap-
proximation of the scalar wave equation when the source
aperture is much greater than the wavelength.1 The parabolic
approximation is essentially equivalent to the Fresnel ap-
proximation and is, therefore, a good way to predict wave
behavior in the field beyond the range ofa(ka)1/3 and in the
paraxial region. Later, on the same analytical lines as the
parabolic approximation, the Khokhlov–Zabolotskaya–
Kuznetsov~KZK ! equation, which combines efficiently three
effects in beams~i.e., sound dissipation, diffraction, and non-
linearity!, has been proposed. Today, the KZK equation is
widely used for field analysis of the nonlinear interaction of
sound beams.

The present article is concerned with another model
beam equation based on an appropriate transformation of the
coordinate systems. In the first section, the model equation
which successfully accounts for beam spreading due to dif-
fraction in the far field is derived from the scalar wave equa-
tion. The theory is developed in the oblate spheroidal coor-
dinate system of the 11 separable coordinates in three
dimensions, whose system is like the rectangular coordinate
system near the origin and is like the spherical coordinate far
from the origin.2 In the next section, the beam equation is
extended to a general form which includes the sound dissi-
pation and nonlinearity in a thermoviscous fluid. In the last
section, an experiment is performed in water using a 5-MHz
planar transducer with a 9-mm radius aperture in order to
verify the effectiveness of the present model equation. Sound

pressure amplitudes of the fundamental and second harmon-
ics are numerically predicted and are compared with the ex-
perimental data along and across the beam axis.

I. SPHEROIDAL BEAM EQUATION

The oblate spheroidal coordinate system~s,h,w!, which
is shown in Fig. 1, may be defined in terms of the rectangular
coordinate system (x,y,z) by

x5bA~11s2!~12h2! cosw,

y5bA~11s2!~12h2! sinw,
z5bsh

~1!

with

2`,s,`, 0<h<1, 0<w,2p, ~2!

whereb is the half-interfocal length.2 Let us imagine that a
planar sound source with circular aperture which is located at
the originz50 is radiating axisymmetric beams in the posi-
tive z-direction. In the near field the beams are presumably
plane waves, and are spherically spreading due to diffraction
in the far field. As can be seen in Fig. 1, the waves might be
expected to propagate along the lines withh5constant.

In the spheroidal coordinate system, the scalar wave
equation

¹2p2
1

c0
2

]2p

]t2 50 ~3!

is transformed into

]

]s F ~11s2!
]p

]s G1
]

]h F ~12h2!
]p

]h G
2

b2~s21h2!

c0
2

]2p

]t2 50, ~4!
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where p is the sound pressure,c0 is the sound speed,¹2

5]2/]x21]2/]y21]2/]z2, andt is time. In order to observe
progressive waves in a coordinate moving withc0 , the re-
tarded time

t85t2
bsh

c0
~5!

is introduced. Substitution of Eq.~5! into Eq. ~4! leads to

]

]s F ~11s2!
] p̄

]s G1
]

]h F ~12h2!
] p̄

]h G
22kbh~11s2!

]2p̄

]s]t
22kbs~12h2!

]2p̄

]h]t
50, ~6!

where p̄5p/p0 , p0 is the pressure amplitude at the source,
t5vt8, v is the angular frequency of sound, andk5v/c0 is
the wave number. For radiation of high frequency waves, the
first term on the left-hand side of Eq.~6! is discarded, and
the following beam equation is obtained:

h
]2p̄

]t]s
2

1

2kb

1

11s2

]

]h F ~12h2!
] p̄

]hG
1

s

11s2 ~12h2!
]2p̄

]t]h
50. ~7!

Instead of the variableh, u5cos21 h is appropriate for a
description of source directivity, because the surface of
h5constant, passing through the origin, denotes an inclina-
tion at the angleu to thez-axis in the far field. Then, Eq.~7!
takes the form

cosu
]2p̄

]t]s
2

e

11s2 S ]2p̄

]u2 1cotu
] p̄

]u D
2

s

11s2 sinu
]2p̄

]t]u
50, ~8!

wheree51/2kb is much smaller than unity, as will be clari-
fied just below. In this spheroidal beam equation, the axial
variables and the length parameterb still remain undeter-
mined. The next problem is to determines and b to meet
actual source conditions.

Using Eq. ~1! and the relation ofh5cosu, the axial
distance from the source and radial distance from the axis are
given by

z5bs cosu, ~9!

r 5Ax21y25bA11s2 sinu. ~10!

In the same manner as the normalized KZK equation devel-
oped by Aanonsenet al., s is defined as the ratio ofz to the
Rayleigh lengthRd5ka2/2.3 Consequentlyb is reduced from
Eq. ~9! to

b5
z

s cosu
5Rd ~s51, u50!. ~11!

On the source surface, the aperture imposes a condition on
the angle from Eq.~10!, i.e.,

sinu05
a

b
5

a

Rd
5

2

ka
~s50!. ~12!

Substituting Eq.~12! into the expression ofe, we obtain

e5
1

2kb
5

1

~ka!2 . ~13!

Since the aperture is generally much larger than the wave-
length in actual situations encountered during our experi-
ments,ka@1 ande!1 is always satisfied.

II. EXECUTION OF NUMERICAL COMPUTATION

We now suppose a planar sound source with uniform
amplitude distribution to be radiating a sinusoidal ultra-
sound, for which the prescribed boundary conditions ats50
are

p̄5H sint ~0<u<u0!

0 ~u.u0!.
~14!

A steady-state solution of Eq.~8! is sought in the form

p̄5g~s,u!sint1h~s,u!cost ~15!

and the resultant partial differential equations for spectral
componentsg andh are expressed by

cosu
]g

]s
2

e

11s2 S ]2h

]u2 1cotu
]h

]u D2
s

11s2 sinu
]g

]u
50,

cosu
]h

]s
1

e

11s2 S ]2g

]u2 1cotu
]g

]u D2
s

11s2 sinu
]h

]u
50.

~16!

The boundary conditions are written in terms ofg andh from
Eq. ~14!:

g5H 1 ~0<u<u0!

0 ~u.u0!,
h50. ~17!

FIG. 1. Spheroidal coordinate system.
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Using a finite difference method, Eqs.~16! can be solved
numerically subject to the boundary conditions of Eqs.~17!.
The main procedure for the solution follows, in principle, the
lines of the original version of Aanonsenet al.3 The pressure
field p̄(s,u) is discretized in space by small step sizes ofDs
andDu between grids, and is integrated with respect tou to
advance the field through each incremental step froms to
s1Ds. When a general iteration scheme such as the Gauss–
Seidel method is used for the solution of large linear sys-
tems,Ds is allowed to be increased by the factor 11s2.
Therefore the incremental step size is smaller in the range of
s,1 than the size proposed by Aanonsenet al. in the trans-
formed beam equation, in which it is increased by the factor
(11s)2.4 However, in the far fields@1 both step sizes are
closely increased proportional tos2.

Even if an integration range in the angle region is uni-
formly divided into a small step sizeDu, the step size in the
actual radial regionDr is not uniform owing to the nonlinear
relation r 5bA11s2 sinu. This relation results in finer dis-
cretization in a large angle region. However, the size may be
almost uniform so long as the integration range is limited in
a paraxial region; i.e.,u0 is much smaller than 90°.

Numerical computation has been executed to validate
the present model equation. Assuming ultrasounds travel
down in water, input parameters to a computer are assigned
as follows:v/2p52 MHz, a510 mm, c051500 m/s. These
parameters determine the Rayleigh length 42 cm. Axial pres-
sure amplitudes are shown in Fig. 2 in solid curves. For
comparison, computed results are plotted in dots using the
ordinary parabolic beam equation which is written

]2p̄

]t]s
2

1

4 S ]2p̄

]j2 1
1

j

] p̄

]j D50, ~18!

wherej5r /a.1 The dashed curve in the figure is the analyti-
cal solution of Eq.~18!; 2usin~1/2s!u. Discretization condi-
tions for both beam equations are almost the same; the inte-
gration ranges in the radial direction are extended up to 7u0

for Eq. ~8! and up to 7 for Eq.~15!, and are divided into 400
equally spaced grids. The initial step sizes fors are equal to
331023. In the far field, however, the size in Eq.~8! gets
coarser ass increases in comparison with the size in Eq.
~18!. Figure 2 shows very good agreement in magnitudes

between the solid curve and dots in the field structure, in
particular, in the near-field oscillations. This result supports
the validity of the present model equation for describing high
frequency sound beams from a planar source within at least
the same accuracy as the ordinary parabolic equation.

III. EXTENSION TO THE NONLINEAR BEAM

When sound amplitude becomes finite, the waveform
distorts with propagation due to the inherent nonlinearity of
the medium. In order to predict theoretically the nonlinear
behavior of sound beams, the following wave equation is
obtained from the general equations of fluid dynamics:

¹2p2
1

c0
2

]2p

]t2 1
d

c0
4

]3p

]t3 52
b

r0c0
4

]2p2

]t2 , ~19!

whered is the sound diffusivity andb is the coefficient of
nonlinearity.1 Based on a similar approximation as in the
preceding section, Eq.~19! is reduced to the nonlinear beam
equation

cosu
]2p̄

]s]t
2

e

11s2 S ]2p̄

]u2 1cotu
] p̄

]u D2
s

11s2 sinu
]2p̄

]u]t

2ab
s21cos2 u

11s2

]3p̄

]t3 5
bp0bv

2r0c0
3

s21cos2 u

11s2

]2p̄2

]t2 ,

~20!

wherer0 is the medium density anda is the thermoviscous
attenuation coefficient which is related tod as a
5dv2/2c0

3.
Using a commercially available 5-MHz planar trans-

ducer with a 9-mm radius aperture, sound pressure was mea-
sured in fresh water. A miniature PVDF hydrophone with an
active diameter 0.6 mm, which is calibrated within an accu-
racy of 61 dB from 2 to 10 MHz, detects locally the non-
linearly generated high frequency components in beams. De-
tails of the experimental setup were presented in a previous
article.5

Figure 3 shows on-axis sound pressure amplitudes for
the fundamental and second harmonic components, in which
these spectral components correspond to 5-MHz and 10-
MHz sound waves. Circles in the figure are all the experi-

FIG. 3. On-axis pressure amplitudes of the fundamental and second har-
monics in water.v/2p55 MHz, a59 mm, andp05126 kPa. Solid curves
are the numerical solutions based on Eq.~20!, and symbols are the experi-
mental data.

FIG. 2. On-axis pressure amplitudes.v/2p52 MHz, a51 cm, andc0

51500 m/s. Solid curve and dots denote the numerical solutions based on
Eq. ~8! and Eq.~18!, respectively. Dashed curve is the analytical solution of
Eq. ~18!.
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mental data, and solid curves are the numerically computed
results based on the spheroidal beam equation. In terms of a
Fourier expansion

p̄5 (
n51

`

~gn sinnt1hn cosnt!, ~21!

a solution of Eq.~20! is obtained via the finite difference
method. The first seven spectral components are retained,
and the initial sound pressurep0 is set to 126 kPa. Numerical
conditions such as step sizes are the same as in Fig. 2. Agree-
ment of theory and experiment is excellent from near the
source to the neighborhood of the last peaks of the pressure.
Other comparisons of theory and experiment are given in

Fig. 4 for the beam patterns on the radial planes perpendicu-
lar to the axis. The distances from the source to the planes
are 14 cm, where the last dip of the fundamental wave is
found, and 23 cm, where the amplitude of the fundamental
almost attains a peak. In the figures’ symbols, circles and
squares stand for the data on thex-axis and they-axis, re-
spectively. The experimental fact that measured data on the
different axes are almost the same magnitudes verifies the
beam to be axisymmetric. The theoretical prediction, which
is designated by solid curves, agrees fairly well with experi-
ments in the paraxial region. Thus we can confirm that the
model equation given by Eq.~20! predicts quantitatively the
harmonic generation of nonlinear sound beams within the
framework of the present experimental conditions.

IV. CONCLUSION

The spheroidal beam equation which predicts well sound
pressure fields near and far from the source has been dis-
cussed. The theory was justified within the same accuracy as
the ordinary parabolic theory, and was easily extended to the
analysis of nonlinear harmonic generation in finite amplitude
sound beams. The analysis is limited to axisymmetric fields.
However, the model equation which accommodates the
spherically spreading sound waves is more amenable to nu-
merical calculations up to the far field just like the trans-
formed beam equation. An application of the present theory
to the analysis of nonlinear sound beams emitted from a
focusing source with wide aperture angle is now under way.
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FIG. 4. Beam patterns of the fundamental and second harmonic components
at z514 cm~top! andz523 cm~bottom!. Source conditions are the same as
in Fig. 3. Solid curves are the numerical solutions based on Eq.~20! and
symbols are the measured data.
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Nonlinear pulse propagation in arbitrarily dispersive media:
Tube waves in permeable formations

David Linton Johnson
Schlumberger-Doll Research, Old Quarry Road, Ridgefield, Connecticut 06877-4108
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An approximate quasistatic equation, analogous to the Burgers equation, is derived to account for
the combined effects on tube wave propagation of~a! dispersion/attenuation in permeable
formations, and~b! quadratic nonlinearity of the fluid and of the formation. Numerical results for
weak nonlinearity and narrow-band pulses indicate that pulse self-demodulation does occur, but
over relatively large distances because of the relatively low-frequency band relevant for tube wave
propagation in characteristic borehole geometries (f ,10 kHz). The self-demodulated pulse shape
can be very significantly distorted from that predicted by the conventional Burgers equation,
depending upon the choice of relevant parameters such as the permeability, the carrier frequency,
and the mudcake membrane stiffness. Numerically exact analytical formulas for the
self-demodulated pulse shape, as well as for the energy in the second harmonic band, are derived for
cases in which the pulse duration is long and the nonlinearity is relatively weak. These formulas are
valid for any arbitrary dispersion/attenuation mechanism, and not just tube waves in permeable
formations, as long as the propagation wave vector may be specified uniquely as a function of
frequency. ©1999 Acoustical Society of America.@S0001-4966~99!03006-4#

PACS numbers: 43.25.Dc, 43.25.Ed@MFH#

INTRODUCTION

A tube wave~often misnamed as a Stoneley wave! is a
normal mode of propagation confined to the vicinity of a
fluid-filled cylindrical borehole in an elastic solid. As a prac-
tical consideration, it is generally the dominant signal which
appears in a typical borehole-logging measurement and thus
it is important in a variety of contexts in the search for hy-
drocarbon sources. In a previous article~Johnsonet al.,
1994, hereafter referred to as JKN!, the nonlinear character-
istics of a tube wave were analyzed in terms of the nonlinear
third-order elastic constants of the solid and the nonlinearity
of the fluid. The approximations invoked were:~1! the qua-
sistatic limit, and~2! absence of attenuation/dispersion. The
first of these merely limits the frequency range to a few kHz
or below, for typical oil-field boreholes. This is not much of
a restriction. The second is more restrictive inasmuch as it is
known that tube waves are generally very attenuative, espe-
cially if the formation is permeable to fluid flow. This means
that although one could calculate, in JKN, the initial growth
of a second harmonic tube wave, or the pressure dependence
of the speed of the tube wave one could not realistically
calculate the large distance evolution of a tube wave. The
formation of a shock discontinuity, or even the evolution of
the second harmonic, would be severely affected by attenu-
ation, and an effect such as self-demodulation of a pulse
would be impossible to calculate at all. It is known that the
dominant mechanism for attenuation~and the concomitant
dispersion! that occurs in permeable formations is due to the
fact that a pressure wave in the borehole causes the fluid to
flow through the pores of the surrounding rock. This effect is
well described by the Biot theory~see Sec. I A, below!, and
depends upon formation permeability and fluid viscosity.
The purpose of the present article is to derive an approximate
quasistatic equation of motion incorporating both nonlinear-
ity as well as attenuation/dispersion due to this Biot mecha-

nism, and to investigate the consequences of these combined
mechanisms on the propagation of tube wave pulses. The
formalism, many of the analytical results, and the numerical
technique are, however, applicable to any dispersion/
attenuation mechanism. For the purposes of the present ar-
ticle, only amplitude-modulated pulses are considered.

It is convenient to do acoustic experiments using well-
defined pulses as opposed to a continuous sine wave. In the
present paper, we focus on the evolution of narrow-band
~long duration! amplitude-modulated pulses for which the
nonlinearity is relatively weak. Specifically, in the presence
of nonlinearity a pulse will evolve second-harmonic compo-
nents as well as low-frequency components; the latter is re-
lated to the shape of the envelope function. In the presence of
attenuation, the second-harmonic components increase with
propagation distance as long as the carrier component is still
strong; then they will die away due to the attenuation mecha-
nism. Similarly, the low-frequency components grow but
they eventually outlive the components near the carrier fre-
quency because they suffer much less attenuation. This ef-
fect, in which the nonlinearly generated low-frequency com-
ponents outlive the original components near the carrier
frequency, is pulse self-demodulation, an effect which is
well understood in unbounded fluids in three dimensions
~Averkiou et al., 1993, and references therein!. There are
two major differences between the two cases:~1! In three-
dimensional fluids, pulse self-demodulation typically can oc-
cur only in the far field; therefore, diffraction effects are
essential to the understanding. In the present paper, the effect
is strictly one-dimensional and this represents a considerable
simplification.~2! In fluids, there is negligible dispersion and
an attenuation which is proportional to frequency squared,
and thus can be expressed simply in the time domain. In tube
waves in permeable formations, both attenuation and disper-
sion are large and complicated functions of frequency. This
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represents a significant complication, relative to unbounded
fluids. These two differences also apply to second-harmonic
generation or, indeed, to any aspect of nonlinear wave propa-
gation.

In rocks, it is well-known that the third-order elastic
constants are orders of magnitude larger than those in non-
porous media~Winkler and Liu, 1996, and references
therein!. This fact argues in favor of enhanced nonlinear ef-
fects. On the other hand, typical frequencies are much lower
than laboratory-based ultrasonic investigations; this fact ar-
gues in favor of diminished nonlinear effects. On the third
hand, attenuation is large, which would argue that self-
demodulation can be made to occur in a short distance, sim-
ply by increasing the amplitude. A purpose of the present
article is to investigate, numerically, all of these combined
effects. Although the article is theoretical, numerical ex-
amples are given for real-life borehole situations that occur
in the oil-field industry so as to get some sense as to the size
of the effects that can be expected. This sets the radius of the
borehole at around 10 cm, the permeability at around 1
Darcy ~51 mm2!, and the frequencies around 1–10 kHz, al-
though obviously one could run the calculations for param-
eter sets appropriate to a scaled-down laborary experiment.
As a by-product, we derive a simple analytical formula for
the self-demodulated signal which is valid for an arbitrary
one-dimensional amplitude-modulated pulse, with an arbi-
trary dispersion/attenuation mechanism. Likewise, a formula
for the energy contained within the second harmonic band,
considered as a function of propagation distance, is derived
analytically. Specific application, though, is made to the case
at hand of tube wave attenuation/dispersion in permeable
formations.

The article is organized as follows: The theory is devel-
oped in Sec. I, part A therein is a review of the Biot mecha-
nism of tube wave attenuation and dispersion in permeable
formations, whereas part B is a review of the nonlinear
theory, in the absence of attenuation/dispersion. A general-
ized Burgers equation that incorporates these two effects is
derived in part C and the method of numerical calculation is
described in part D. Section II is devoted to the presentation
of the numerical results for a few cases of interest. The con-
clusions of the article are summarized in Sec. III.

I. THEORY

In this section, we derive an approximate equation of
motion which governs the nonlinear propagation of a tube
wave in the presence of attenuation and dispersion which, in
turn, is caused by the fluid-flow permeability of the forma-
tion. The quasistatic/low-frequency limit is assumed; this
means that the relevant wavelengths are all large compared
to the borehole radius. In the first subsection, the results of
the linear theory are reviewed; in the second subsection we
review the results of the nonlinear theory in an impermeable
elastic formation. Next, the two effects are considered simul-
taneously and an equation of motion analogous to the Bur-
gers equation~see Hamilton and Blackstock, 1998! is de-
rived. Finally, we give a brief description of the numerical
method used to solve the nonlinear equation of motion.

A. Permeability effects on tube waves: Linear theory

The geometry is idealized in terms of a homogeneous,
isotropic formation for which the acoustic properties are de-
scribed by the Biot theory of acoustics in porous media.
There is a cylindrical borehole of radiusb. Lining the bore-
hole wall there is a mudcake, of thicknessb2a, which is
taken to be an elastic material. The remainder of the borehole
is filled with an acoustic fluid. This model is described in
detail by Liu and Johnson~1997!. In the special case where
there is no mudcake, this theoretical model had previously
been shown to give an accurate description of experimentally
observed tube wave dispersion and attenuation by Winkler
et al. ~1989!. The dispersion and attenuation is due primarily
to the ability of the tube wave to couple with the so-called
slow acoustic wave in the formation, a mode whose proper-
ties are very much dependent upon the permeability of the
formation. The following is a short synopsis of the relevant
parts of Liu and Johnson~1997!.

Tube wave characteristics~in the linear regime! are de-
scribed by the complex-valued axial wave vector,kz(v); its
value is determined by the condition that the characteristic
determinant, of size 838, vanishes. Results for reasonably
chosen parameter values are given in Liu and Johnson
~1997!. The phase slowness,Sp(v), the attenuation,g ~v!,
and the specific attenuation, 1/Q(v), are related to the real
and imaginary parts ofkz by

kz~v!5vSp~v!1 ig~v!5vSp~v!@11 i /2Q~v!#. ~1!

In general,kz is determined from a numerical search of
the aforementioned determinant, which is complicated. In the
quasistatic limit, however, a simple analytical expression can
be derived

kz
2~v!8v2r f 0F 1

K f 0
1

1

MF
1

1

@Wmc1Wp~v!#

2

b*
G . ~2!

Here, r f 0 , and K f 0 are the density and the bulk modulus,
respectively, of the borehole fluid, andMF is an effective
shear modulus of the formation, corrected by mudcake ef-
fects. The mudcake membrane stiffness,Wmc describes the
ease with which the mudcake can flex in and out of the
surface pores of the formation: The special caseWmc50
corresponds to perfect ease of flexing and may be called the
‘‘open borehole’’ case, whereasWmc→` corresponds to a
perfect sealing and may be called the ‘‘sealed borehole’’
case. For the purposes of the present article,Wmc is taken as
an input parameter. There is, however, an interesting article
by Tang ~1994! in which he considers an elastic solid
pressed against a porous medium consisting of holes of ra-
dius R. From his result, it is possible to show~Liu and
Johnson, 1997! that reasonable values forWmc lie in the
range 1–10 GPa/cm for permeable sedimentary rocks. In-
deed, comparison of the predictions of the full theory against
measured field data indicatesWmc'2.5 GPa/cm~Pampuri
et al., 1998!.

Permeability effects are contained within the factorWp ,
which is given by
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Wp~v!52
hCDkSlH0

~1!~kSlb!

k0H1
~1!~kSlb!

, ~3!

whereh is the viscosity of the pore fluid,k0 is the perme-
ability of the formation, andH0,1

(1) are Hankel functions. In
this low-frequency regime, the slow wave is diffusive in
character; the wave vector of the slow wave,kSl , is related to
its diffusivity, CD , by

kSl~v!5Aiv/CD. ~4!

The diffusivity, in turn, is related to the porosity,f, and
the effective pore-fluid bulk modulus,K f* , by

CD5
k0K f*

hf
. ~5!

The parameterb* is the borehole radius, slightly renor-
malized by mudcake elastic properties. See Liu and Johnson
~1997! for details. For the purposes of the present article, we
will assumeb* 5b andK f* 5K f .

It is convenient to rewrite Eq.~2! in an obvious manner
as

kz
25v2@S`

2 12S`Q̃~v!#, ~6!

where

S`5Ar f 0F 1

K f 0
1

1

MF
G ~7!

is the phase slowness of the tube wave predicted by Eq.~2!
in the limit of high frequencies, and where

Q̃~v!5
r f 0

S`b@Wmc1Wp~v!#
. ~8!

It is useful to use the approximation to Eq.~6!

kz8v@S`1Q̃~v!#, ~9!

which holds when the second term in Eq.~6! is small com-

pared to the first. Written this way, it is clear thatQ̃ is a kind
of additional complex-valued slowness due to permeability
effects. Figure 1 shows the additional slowness,DSp

5R@Q̃#, and the specific attenuation, 1/Q52T@Q̃#/@S`

1DSp# predicted by this model for the parameter sets given
by Table I, which will be used in the calculations presented
later. @In Table I, the parametersS` , h, r f 0 , and K f* are
assigned values appropriate to water, and the borehole radius
is chosen to be typical of real oil-field values. The perme-
ability values are characteristic of highly productive oil res-
ervoirs (1 Darcy51mm2); the values of the membrane stiff-
ness,Wmc are approximately those observed empirically by
comparing the predictions of the full linear theory of tube
wave characteristics against real measurements in oil-field
boreholes~Pampuriet al., 1998!.# There are three observa-

tions worth making:~a! Q̃(v) depends upon permeability
and frequency only through the ratio,v/k0 , and this is im-
mediately apparent in those two cases shown in Fig. 1 which
differ only in the assumed value of the permeability.~b!
Because limv→0@Wp(v)#50 and limv→`@Wp(v)#5`,
there is a peak in 1/Q @an inflection point inDSp(v)# which

occurs whenuWp(v)u'Wmc. ~c! The effects of permeability
upon tube wave characteristics are increased and shifted to
lower frequencies as the membrane-stiffness parameter,
Wmc, is decreased, as seems intuitively obvious. In the limit
that Wmc'0, the slowness diverges and the specific attenua-
tion attains extremely large values. In this case, the approxi-

FIG. 1. Tube wave characteristics in a permeable formation calculated from
Eqs. ~8! and ~9!. Additional slowness~top! and specific attenuation~bot-
tom!. Parameter values not indicated in the figure are taken from Table I.

TABLE I. Values of input parameters for the calculation of tube wave
characteristics.

Sample A B C

f 0.30 0.30 0.30
h ~poise! 0.010 0.010 0.010
K f* ~GPa! 2.25 2.25 2.25
b ~cm! 10 10 10
r f ~gm/cm3! 1.0 1.0 1.0

Input S` ~ms/m! 667 667 667
parameters b 50.5 50.5 50.5

Wmc ~GPa/cm! 2.5 2.5 1.0
k0 ~mm!2 2.0 0.200 0.200
v1/2p ~Hz! 102 104 104

TW (1023 s) 125 1.25 1.25
P0 (104 Pa) 8.1 8.0 9.2

C ~m2/s! 15 1.5 1.5
Zatt ~m! 278 2.80 2.4

Calculated Zshock ~m! 1323 13.4 11.6
quantities G5Zatt /Zshock 0.21 0.21 0.21

DSp(v1) ~ms/m! 55.9 6.8 6.9
DSg(v1) ~ms/m! 52.7 3.5 3.5
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mation~9! may not hold at low frequencies, even though Eq.
~6! is still valid.

B. Tube waves in a nonlinear elastic formation

Here, the formation is considered to be hyperelastic and
impermeable. In the quasistatic limit, and keeping all terms
through quadratic nonlinearity, one can derive the following
equation of motion for tube wave propagation@JKN:
Johnsonet al. ~1994!, Eq. ~25!#:

p,zz2S`
2 p,tt1a~pp,t! ,t50, ~10!

where a comma denotes differentiation with respect to that
variable. The lumped parametera depends upon the linear
and nonlinear parameters of the borehole fluid as well as
those of the formation. It is well-known~Winkler and Liu,
1996, and references therein! that the nonlinear parameters in
rocks, the so-called third-order elastic constants, are orders
of magnitude larger than those in nonporous media. How-
ever, if the shear modulus of the formation,m, is spatially
uniform in the vicinity of the borehole, then it turns out that
a does not depend upon the third-order elastic constants of
the formation at all, and it takes on a value similar to that of
the borehole fluid alone. If, on the other hand, there is even a
modest radial dependence,m(r ), then a can easily be en-
hanced by an order of magnitude. For purposes of the later
calculations, we somewhat arbitrarily takea520
310220s2/dyne @cf. Eq. ~111! of JKN#. How the value ofa
relates to the linear and nonlinear formation properties is
precisely the subject matter of JKN.

It is worth noting that the lack of dependence ofa upon
the third-order elastic constants of the formation whenm is
constant may be an artifact of the quasistatic limit~Sinha
et al., 1995!. These authors considered how the speed of a
tube wave changes as the static borehole pressure is in-
creased, and they did this calculation as a function of fre-
quency. An altered zone,m(r ), was not considered. They
showed that the change in the tube wave speed does not
depend upon the values of third-order elastic constants in the
quasistatic limit, as proved in JKN, but does depend upon
them as the frequency is increased to the point where the
relevant wavelengths become comparable to the borehole di-
ameter. One might therefore expect that the value ofa would
depend upon the values of the third-order constants even for
homogeneous formations, once one is out of the quasistatic
limit.

In a real oil-field application, in which the borehole is
drilled through various formations of geological interest,a
will, therefore, vary as a function of depth, though it may be
relatively constant over the array of receivers. For the pur-
poses of the present article, however, in which the nonlinear
effects are weak in a way to be described later, all the non-
linear effects scale asaP0

2 whereP0 is the initial amplitude
of the wave. Thus, a change in the value ofa is essentially
the same as a change in the initial amplitude,viz.,

p~ja,P0 /j;z,t !5p~a,P0 ;z,t !/j, ~11!

wherej is an arbitrary scale factor. We return to this point
later.

Equation ~10! is the same as that for other one-
dimensional nonlinear wave propagation problems~Hamil-
ton and Blackstock, 1998!. To make connection with more
standard notation, it is rewritten as

p,zz2S`
2 p,tt1

bS`
4

r f
~p2! ,tt50, ~12!

where

b5
ar f 0

2S`
4 . ~13!

This last parameter is dimensionless and, given the value of
a ~above!, has the valueb550.5; actual values may be
larger than this by an order of magnitude or more. By com-
parison, water has the valueb@[11(B/2A)#53.6 ~Hamil-
ton and Blackstock, 1998!.

C. Tube wave propagation in a nonlinear, permeable
formation

Equation~10! was derived from four fundamental equa-
tions: ~a! The one-dimensional Navier–Stokes equation for
the borehole fluid,~b! the constitutive relation between the
pressure in the borehole fluid and its density,~c! the radial
displacement of the borehole wall as a function of applied
pressure, and~d! the equation of fluid conservation. There is
an additional assumption that one is dealing with traveling
waves. This assumption introduces errors in the treatment of
so-called local nonlinear effects which shall be neglected in
this article, precisely because the wave field is progressive
~Naze Tjo”tta and Tjo”tta, 1987, and references therein!. When
these four equations are explicitly written, including all
terms linear and quadratic in the field variables; Eq.~10!
results.

In the present article, the same derivation is followed.
The only difference is that the fluid-conservation equation
must take into account the fact that some of the fluid enters/
leaves the borehole by flowing in and out through the walls
of the formation. LetU(z,t) represent the radial volumetric
flow of fluid into the borehole per unit area of the borehole
wall. Consider the mass conservation of fluid in a region
betweenz andz1Dz. This equation is the same as Eq.~8! of
JKN, but now modified by the radial fluid flow

p@b1u~z1Dz!#2r~z1Dz!v~z1Dz!

2p@b1u~z!#2r~z!v~z!12pbDzr f 0U~z!

1
]

]t
$p@b1u~z!#2r~z!Dz%50, ~14!

where r, v, and u are, respectively, the fluid density, the
fluid velocity, and the radial displacement of the borehole
wall, each of which is a function ofz andt. For the purposes
of the present paper, it is only necessary to include
attenuation/dispersion effects predicted by linear theory. For
that reason, the term involvingU is multiplied by the equi-
librium borehole radius,b, and the equilibrium fluid density,
r f 0 .
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The equations governing the other assumptions,~a!–~c!
~above!, are unaffected; they are, respectively, Eqs.~3!, ~4!,
and ~9! of JKN. Combining these equations, one arrives at
the following equation:

]2p

]z22S`
2 ]2p

]t2 2
2r f 0

b

]U

]t
1~a/2!

]2p2

]t2 1G50, ~15!

whereG is a complicated expression which is quadratic in
the field variables. It has the property that it vanishes for
traveling waves, of the formp5p(t6S`z). Corrections to
any derived results due to the neglect of this term are con-
fined to the local nonlinear effects as discussed by Naze
Tjo”tta and Tjo”tta ~1987!. In accordance with standard prac-
tice, we neglect it in this article.

Equation~15! ~with G50) can be simplified if the wave
is traveling in, say, the1z direction, by using a multiple-
scales derivation. LetZ15ez, and t5t2S`z. The coordi-
nate Z1 is referred to as the ‘‘slow scale’’ in the retarded
time framet. In the ensuing equation, one can neglect terms
of ordere2 as compared to those of ordere. The result is

]p

]z
1

]F

]t
2

bS`
3

2r f 0

]p2

]t
50, ~16!

where the substitutionU5(bS̀ /r f 0)(]F/]t) has been
made; F represents essentially the relative fluid displace-
ment into/out of the borehole wall. Equation~16! is a kind
of generalized Burgers equation, in the sense of Blackstock
~1985!, for nonlinear tube wave propagation, once the con-
nection betweenF and p has been made. Indeed, if
F}2(]p/]t) one retrieves the Burgers equation exactly
~Hamilton and Blackstock, 1998!. In other contexts the rela-
tionship betweenF andp is not so simple;F is represented
as a convolution over the past history ofp, which lends itself
to numerical solution only in special circumstances, as when
the response is that of a ‘‘relaxing medium’’~Webster and
Blackstock, 1977; Clevelandet al., 1996!. In this special
case there are even some exact analytical solutions:~Soluyan
and Khokhlov, 1962; Polyakovaet al., 1962!; see also
Rudenko and Soluyan, 1977.

For the problem at hand,F is related to the borehole
pressure by solving the followinggedankenproblem: Let the
pressure at the borehole wall be axially uniform and vary
sinusoidally in time. It is straightforward to solve for the
sinusoidal flow through the formation, essentially following
the derivation of a similar problem given by White~1983!.
The result is the relation betweenF and p in the Fourier
transform domain

F̃~z,v!5Q̃~v! p̃~z,v!, ~17!

whereQ̃(v) is given by Eq.~8!. Notice that Eqs.~15! and
~17!, in the small amplitude limit, reproduce Eq.~6!, whereas
Eqs.~16! and~17! reproduce Eq.~9!, in that limit. Equations
~16! and ~17! constitute the basic equations of motion for
tube wave evolution in a permeable formation, taking into
account quadratic nonlinearity, in the quasistatic limit. Nu-
merical results for representative sets of parameter values
will be given in the next section. First, though, is a brief
outline of the numerical method of calculation.

D. Lax–Wendroff method of calculation

Equation~16! is rewritten as

]p

]z
1

]H

]t
50, ~18!

where

H5F2
bS`

3

2r f 0
p2. ~19!

The idea is thatp, and therebyH, is evaluated on a mesh
of t values$t j5 j Dt% at the current value ofz5zi , and Eq.
~18! is used to advance to the next value ofzi 115zi1Dzi

the process is started atz50. The quantityF is most effi-
ciently calculated fromp by means of the fast Fourier trans-
form ~FFT! and its inverse, as implied by Eq.~17!, rather
than as a convolution in the time domain. This method dif-
fers, then, from that of Clevelandet al. ~1996!, who investi-
gated the effects of attenuation/dispersion for the specific
case of a relaxing fluid, which is amenable to a time-domain
calculation. Korpel~1980! and Cervenka and Alais~1990!
have used frequency-domain techniques, but these were done
via the method of coupled linear modes, which would be
prohibitive to implement for the pulses considered in the
present instance. Equations such as~19! are most effectively
advanced by means of implicit methods, but this would de-
feat the purpose of the FFT, the matrix that would be in-
verted at each step would be of sizeN3N, whereN is the
number of mesh points in thet domain. On the other hand,
efficiency is not particularly necessary for this calculation,
but accuracy and stability are. Thus, one is led to seek an
explicit finite differencing scheme which is stable and which
can be made as accurate as needed simply by refining the
meshes. The Lax–Wendroff method is such a scheme, and is
explained simply by Presset al. ~1988!. At each value ofzi ,
the values ofp on thet-mesh are used to calculate values of
H. Values of p at ‘‘midway’’ points are then calculated.
From these midway points, a new set of values forH are
constructed so that a centered-difference estimate of the de-
rivative with respect toz can be performed. The local ampli-
fication factor,j~v!, for the growth of oscillations of tempo-
ral frequency,v, can be readily derived

j~v!5112i
Dz

Dt
f g sin~vDt/2!, ~20!

where

f ~v!5Q̃~v!2
bS`

3 P0

r f 0
, ~21!

and

g~v!5cos~vDt/2!1 i
Dz

Dt
f sin~vDt/2!. ~22!

P0 is the assumed local value of the pressure,p. Stabil-
ity, at least local stability, is guaranteed ifuju,1 for all
relevant values of the parameters and this was straightfor-
ward to accomplish simply by makingDz small enough. It is
worth noting that this scheme would be unstable,uju.1, if
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the time derivative in Eq.~16! were evaluated in the fre-
quency domain:]/]t→2 iv.

II. RESULTS

The purpose of this article is to investigate the combined
effects of nonlinearity and formation permeability on tube
wave propagation, as applied to potentially realizable situa-
tions. Specifically, the initial pulse shape is chosen to be very
narrow-band, of the form

p~z50,t!5E1~t!sin~v1t!, ~23!

where the envelope function,E1(t), is slowly varying over
many periods of the fundamental. The following envelope
function is most suitable for the present purposes:

E1~t!5P0 exp@2~t/TW!10#. ~24!

There are two characteristic distances relevant to this
problem. The first is the distance over which a pulse would
be expected to decay, according to the predictions of the
linearized theory. This is simplyZatt51/g, where

g5v1T@Q̃~v1!#. ~25!

The second is the distance over which a shock front
would develop, in the absence of attenuation. This is given
by Hamilton and Blackstock~1998!

Zshock5
r f 0

bS`
3 v1P0

. ~26!

The Gol’dberg number, the ratio of these two distances,
is a measure of the importance of nonlinear effects relative to
the linear

G5Zatt/Zshock. ~27!

In all cases considered in the present article, the initial
amplitude of the pulse was chosen such that the Gol’dberg
number has the same value, namelyG50.21. Thus, the am-
plitude is large enough that nonlinear effects are significant,
but overall pulse propagation is dominated by linear
attenuation/dispersion. The parameter sets are given in Table
I. The relatively high permeabilities (1 Darcy51mm2) and
the relatively large amplitudes guarantee that pulse self-
demodulation will occur in a relatively short distance. The
product v13TW is the same, so that each pulse initially
‘‘looks’’ the same. The results of the numerical calculations
based on the parameters of Table I are plotted in Figs. 2–4 in
a manner which invites comparison against the three-
dimensional results in Fig. 1 of Averkiouet al. ~1993!, who
used the same shape initial pulse. At each distance,z, the
waveform as well as its Fourier spectrum are plotted. Ini-
tially, the spectrum of the pulse is centered on the carrier
frequency,v1 . The nonlinear term in Eq.~16! has Fourier
components centered aroundv52v1 as well as those cen-
tered aroundv50, and therefore as the pulse evolves it ac-
quires Fourier components centered on these two frequen-
cies. Because the attenuation predicted by Eqs.~8! and ~9!
always increases with frequency, and because the Gol’dberg
number is less than unity, the components centered atv
52v1 never become large enough to be visible on the scale

of the figures~but see below!. The component centered at
v5v1 continuously decays. The components centered
around v50 initially grow, level off as their source, the
original pulse, decays, and eventually they, too, suffer a very
slow decay. At large enough distances, these low-frequency
components generated by the nonlinear effects are the domi-
nant ones; this is pulse self-demodulation in one dimension.
The shapes of the self-demodulated pulses appear to be very
different in the three cases; nonetheless, an analytical expres-
sion for the shape can be derived, as follows:

Because the Gol’dberg number is less than unity, the
evolution of the pulse is dominated by linear acoustics. Be-
cause the pulse contains so many oscillations of the funda-
mental, it has a narrow-band frequency spectrum, as is clear
from Figs. 2–4. According to linear theory, this means that
the envelope function propagates with the group velocity, it
decays exponentially with the decay rateg, and each peak
and trough travel with the phase velocity. This suggests the
following ansatzfor pulse evolution:

p~z,t!5E0~z,t!1E1~t2DSg~v1!z!

3exp~2gz!sin@v1~t2DSp~v1!z!#

1E2~z,t!sin@2v1~t2DSp~2v1!z!1f2#

1¯ . ~28!

FIG. 2. Calculated pulse evolution using parameter set A, from Table I. The
right column is the signal in the time domain, the left is the frequency
spectrum. Also shown as a solid line on the right is the analytical expression
for the self-demodulated pulse, Eq.~30!, toward which the pulse evolves.
Similarly, the analytical expression for the total signal, given by the first two
terms of Eq.~28!, is shown as a dashed line; it essentially overlies the
numerically calculated signal.
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E1 is the original envelope function,DSp(v) is the addi-
tional phase slowness as defined earlier, and

DSg~v!5
dR@vQ̃~v!#

dv
~29!

is the additional group slowness.E0 and E2 represent the
nonlinearly generated components having Fourier structure
near v50 and v52v1 , respectively. In contrast to the
z-dependence of the primary pulse, which is known from
general considerations of linear acoustics and is therefore
written explicitly, thez-dependence of these other two com-
ponents must be determined from the equations of motion.

It is straightforward to substitute Eq.~28! into Eq. ~16!
and solve forE0 . Here, theE1 part of the signal forms the
dominant part of the nonlinear term and acts as a source for
the generation of bothE0 andE2 , with the initial condition
E0(0,t)5E2(0,t)50. The result forE0 is best obtained by
means of the Fourier transform of Eq.~16!

E0~z,t!5
bS`

3

4r f 0
E

2`

1` 2 ivẼ1
2~v!

ivDSg22g2 iq~v!

3@e~ ivDSg22g!z2eiq~v!z#e2 ivt dv, ~30!

where

q~v!5vQ̃~v! ~31!

is the reduced wave number and

Ẽ1
2~v!5

1

2p E E1
2~t!eivt dt ~32!

is the Fourier transform of the square of the envelope func-
tion ~not the square of the Fourier transform!. DSg andg are
evaluated at the carrier frequency,v1 , but otherwise the rel-
evant spectrum appearing in Eq.~30! is confined to the low-
frequency content of the envelope function and not to the
original center frequency. Equation~30! is plotted in Figs.
2–4, where one can see that the numerically computed wave-
forms do indeed evolve to this solution. Moreover, the first
two terms of Eq.~28! are also plotted as dashed lines, which
dashed lines overlie the plot of the full numerical solutions.

There are several limiting cases of Eq.~30! which are of
particular interest:

~a! Suppose that in the range of frequencies relevant to Eq.
~30!, the attenuation at the carrier frequency is large:
2g(v1)@uq(v)2vDSg(v1)u. This can happen if, for
example, there is negligible dispersion:q(v)
'DSg(v1)v. Therefore, in this limit

E0~z,t!5
bS̀3

8rf0g
@12e22gz#

]

]t
@E1

2~t2DSg~v1!z!#. ~33!

The presence of the first order time derivative in Eq.
~33! does not depend upon the details of the actual
attenuation mechanism. This first derivative distin-
guishes pulse self-demodulation in one dimension from
the second derivative, which occurs in the far field of a
three-dimensional radiating pulse~Averkiou et al.,
1993, and references therein!.

FIG. 3. Calculated pulse evolution using parameter set B, from Table I.
Same conventions as Fig. 2.

FIG. 4. Calculated pulse evolution using parameter set C, from Table I.
Same conventions as Fig. 2.
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In the special case that one is dealing specifically

with the Burgers equation,F52a(]p/]t)↔Q̃(v)
51 iav,↔q(v)5 iav2, Eq. ~30! always reduces to
Eq. ~33!.

~b! Suppose that there is significant dispersion between the
low-frequency content of Eq.~30! and v1 , but negli-
gible attenuation throughout:q5DSv, and g!uDS
2DSguv, whereDS is effectively frequency indepen-
dent. Then

E0~z,t!5
bS̀3

4rf0~DS2DSg!
@E1

2~t2DSgz!2E1
2~t2DSz!#.

~34!
~c! Regardless of the dispersion, which may be compli-

cated, the initial growth of the self-demodulated signal
is simple

lim
z→0

E0~z,t!5
bS`

3

4r f 0

]E1
2~t!

]t
z1O~z2!. ~35!

These analytical results allow one to gain insight into the
results of Figs. 2–4. First, in Fig. 2 the carrier frequency,
v1/2p5100 Hz, is well to the left of the attenuation/
dispersion effects, as can be seen from Fig. 1. The conditions
assumed in the derivation of Eq.~33! are satisfied, as can
also be seen from Fig. 1. Therefore, the self-demodulated
signal is essentially that predicted by Eq.~33!, as is more or
less obvious from Fig. 2. Note that the additional group
slowness,DSg(v1), is appreciable~as compared toS`), and
so the self-demodulated signal progressively moves to later
times, asz increases. Next, the frequency is increased and the
permeability is decreased for Fig. 3. These two changes are

in fact really the same change, done twice: BecauseQ̃ is a
function only of the ratiov/k0 , it is simple to show that
solutions to Eqs.~16! and ~17! obey a scaling relationship.
Let p5p1(z,t;k0 /h) be a solution to Eqs.~16! and ~17!.
Consider the same problem, but with a permeability scaled
up or down by a factorz. It is straightforward to show that
p1 with rescaled axes is also a solution to the new problem

p~z,t;zk0 /h!5p1~zz,zt;k0 /h!. ~36!

In the present article, this means that if the frequencyv1

is scaled up by the same factor ask0 /h ~holding v13TW

fixed!, the resulting waveforms look the same, but withz and
t rescaled. Figure 3 could also be considered the result of
k050.02mm2 and v1/2p5103 Hz, etc. From Fig. 1, it is
clear thatq(v), for frequencies in the spectrum of the de-
modulated signal of Fig. 3 as per Eq.~30!, has a much more
complicated dispersion relation than for Fig. 2. Conse-
quently, the demodulated signal for Fig. 3 is not well repre-
sented by Eq.~33!, although Eq.~30! is still valid.

To emphasize further the effects of dispersion and at-
tenuation on the demodulated signal, the membrane param-
eter,Wmc is reduced relative to that of Fig. 3. The results are
shown in Fig. 4; all the other parameters are the same as in
Fig. 3. Here, it is clear from Fig. 1 that dispersion and at-
tenuation effects are more important than before, and this is
born out by the results: The demodulated signal in Fig. 4 is
significantly more broadened than that in Fig. 3, especially
for later times. One can see that it is a rough—very rough—

approximation to Eq.~34!. Note that in all three cases con-
sidered, the initial growth of the demodulated signal is given
by Eq. ~35!.

Let us compare/contrast the demodulated signals pre-
dicted for the three different data sets, i.e., the last signals in
Figs. 2–4. They are plotted in Fig. 5. In the top plot, the
demodulated signal for case A is compared against the pre-
diction of Eq. ~33!, which is seen to be in excellent agree-
ment therewith. There is a small difference between the
value of the additional group slowness at the carrier fre-
quency, DSg(v1), and the low-frequency limit thereof
DSg(v50)[DSp(v50)5(r f 0 /S`Wmcb); the latter value
was used in Eq.~33!, plotted in Fig. 5. Cases B and C are
shown in the middle and bottom plots, respectively, of Fig.
5; they are compared against the difference approximation,
Eq. ~34!. The spectra of these two demodulated signals are
peaked in the vicinity of 100 Hz, as can be seen from the last
rows of Figs. 3 and 4. Accordingly, the value of the addi-
tional phase slowness,DSp , evaluated at the peak in the
demodulated spectrum, was used in Eq.~34!. Moreover, the
demodulated signals are very much attenuated relative to the
predictions of Eq.~34!; accordingly, the latter has been re-
duced by a scale factor in order to make a comparison of the
two shapes. Although Eq.~34! is a better approximation to
these demodulated signals than is Eq.~33!, there is no simple

FIG. 5. A comparison of the demodulated signals, Eq.~30!, for the three
examples in Figs. 2–4. In case A, comparison is made against the approxi-
mation given by Eq.~33!. In the other two cases, comparison is made
against the difference equation,~34!, which has been scaled down for the
comparison.
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way in which both of the assumptions leading to Eq.~34! can
be satisfied accurately.

The distances over which tube wave demodulation can
be expected to occur in a realistic borehole geometry are
rather long, even though the amplitudes of the signals have
been taken to be very large. A more practical way of detect-
ing nonlinear effects would be to measure the amplitude of
second-harmonic generation. As was mentioned earlier, the
second-harmonic component of the propagating signal is not
apparent in Figs. 2–4, but it is there, nonetheless, and is large
enough in the examples given that it could be measured us-
ing appropriate filters.

It is convenient to define the energy in the various bands
as

E0~z!5E
0

v1/2

u p̃~z,v!u2dv,

E1~z!5E
v1/2

3v1/2

u p̃~z,v!u2dv, ~37!

E2~z!5E
3v1/2

5v1/2

u p̃~z,v!u2dv.

For the case of sample B, whose waveforms were shown
in Fig. 3, the energy in each of these three bands is plotted
in Fig. 6, normalized against the valueE1(z50). The plots

are shown in both log–log and semilog form in order
to emphasize the short and the long distance behaviors, re-
spectively. First, because the amplitude is relatively small,
G,1, the ‘‘carrier’’ energy decays nearly exponentially in
accordance with the predictions of linear theory,E1(z)
5exp@22g(v1)z#, as is obvious from the figure. Next, al-
though the energies in the other two bands initially are non-
zero because of the finite width of the initial pulse, their
subsequent growth,E0,2(z)}z2, is a manifestation of the
nonlinearity of the system. At large distances, the carrier
energy,E1(z), decays away; the second-harmonic energy,
E2(z), decays even more rapidly, and the remaining low-
frequency signalE0(z) dominates, although it, too, eventu-
ally decays. The region whereE0(z)'E1(z) is where de-
modulation sets in; the plots in rows 2–4 of Figs. 2, 3, and 4
depict that crossover region. Because nonlinear effects are
relatively small as compared to linear decay, the second-
harmonic energy never gets larger than the fundamental be-
fore it decays. Nonetheless, for the values of the parameters
considered here it is possible to measure this energy—only
;30 dB down from the carrier for these examples, which are
representative of field conditions.

It is also possible to derive a simple analytical expres-
sion for this second-harmonic energy, analogous to Eq.~30!
for the demodulated signal~small nonlinearity, long pulses!.
It is easy to solve Eq.~16! for the Fourier components near
2v1

p̃~z,v!5
bS`

3 v1Ẽ1
2~v22v1!@ei2q~v1!z2eiq~2v1!z#

4r f 0@2q~v1!2q~2v1!#
,

~38!

where all slowly varying prefactors have been evaluated at
v52v1 . Therefore,

E2~z!52pS bS`
3 v1

4r f 0
D 2Uei2q~v1!z2eiq~2v1!z

2q~v1!2q~2v1!
U2E

2`

1`

E1
4~t!dt,

~39!

where use has been made of Parseval’s theorem by an obvi-
ous extension of certain limits of integration to6`. Equa-
tion ~39! is plotted in Fig. 6, where one can see that it is an
excellent approximation to the numerically calculated energy
E2(z). The role of the factor within the absolute value signs
has long been recognized in the field of optical second-
harmonic generation, where dispersion is extremely impor-
tant, attenuation less so~Yariv, 1967!. The role of the enve-
lope function for pulses seems, however, not to have been
noticed before. The reader is reminded that Eq.~39!, like Eq.
~30!, presumes that nonlinear effects are small~G,1! and the
pulses are narrow-band~e.g., v13TW@1), although Eq.
~39! applies to any shape of pulse.

At this point it is qualitatively clear what happens when
the value of eithera or P0 is changed. Because the
Gol’dberg number is small,G,1, the first three terms of Eq.
~28! are an excellent approximation to all the effects calcu-
lated in the present article, and this approximation obeys the
scaling relationship~11! by inspection. Referring to Fig. 6,
we see that if eithera or P0 is increased by a multiplicative
factor j, the energyE1(z) ~scaled against its initial value at
z50) does not change, whereas the scaled energiesE0(z)

FIG. 6. Numerically calculated values of the energy in each of the three
bands defined by Eq.~37! for the waveforms of Fig. 3, sample B. Each
curve has been normalized by the value ofE1(z50). The data are shown in
both log–log and semilog plots, in order to emphasize the short and long
distance behavior, respectively. Also shown is the analytical expression for
E2(z) given by Eq.~39!; the fact that it is indistinguishable from the nu-
merically calculated curve is precisely the point.
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andE2(z) increase by a factorj2, with no change in shape. It
is in this sense that a change ina is equivalent to a change in
P0 . This claim is not true when the Gol’dberg number is
large.

III. CONCLUSIONS

An approximate tube wave propagation equation, analo-
gous to the Burgers equation, has been derived which takes
into account quadratic nonlinearity as well as dispersion and
attenuation due to fluid-flow permeability. Numerical results
for narrow-band pulses in which the amplitude of the wave is
relatively weak, and the pulse duration is long, demonstrate
that self-demodulation does occur, as for the Burgers equa-
tion. The self-demodulated pulse shape can be significantly
different from the derivative of the envelope function
squared, predicted by the Burgers equation; these differences
are due to the dispersive nature of tube wave propagation in
the linear regime. Even so, an analytically derived formula
for the self-demodulated pulse shape, Eq.~30!, is in excellent
agreement with the numerical results in the three cases con-
sidered. This result makes it easy to see that if the carrier
frequency is considerably lower than that of the peak in the
specific attenuation, the self-demodulated signal is essen-
tially the first derivative of the square of the envelope func-
tion, Eq. ~33!, the same as for the Burgers equation. If the
carrier frequency is considerably higher than the peak fre-
quency, then the self-demodulated signal resembles a dis-
torted version of the differenced envelope function, Eq.~34!.
Similarly, the amplitude of second-harmonic generation is
calculated and compared with an analytical result which is
seen to be numerically exact. This last result points the way
to measuring the strength of the nonlinear coefficient in a
borehole geometry. We remind the reader once again that
these conclusions apply only in the limit of small Gol’dberg
number↔ weak nonlinearity.
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Static friction threshold effects on hysteresis and frequency
spectra in rocks
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Static friction in rocks is modeled as a threshold phenomenon. An inverse problem in ground motion
is analyzed for propagation in a medium with an arbitrary number of fractures at which static
friction thresholds determine the onset of slippage. It is shown that seismic source dynamics inferred
from surface motion is unique. This result is used to show that the threshold property of static
friction is not a mechanism for hysteresis in rocks. The coda for the surface motion is shown, in the
case of a single fracture and a deep source of finite duration, to be either a periodic function in time,
or to asymptote in time to such a function, depending on an algebraic relation between ground and
fracture parameters. The fundamental period of the coda is independent of the source time series and
is equal to four times the signal transit time between the single fracture and ground surface. Only
odd harmonics of the fundamental frequency are present in a Fourier series of these periodic
functions. © 1999 Acoustical Society of America.@S0001-4966~99!03106-9#

PACS numbers: 43.25.Dc@MFH#

INTRODUCTION

Resonant bar and pulse propagation experiments at Los
Alamos and the Institut du Petrol Francais reveal that non-
linear and plasticity effects in earth materials can be signifi-
cant at even moderate strains.1,2 In particular, rocks at low
strain can exhibit effects attributable to hysteresis.3,4 As a
result of its threshold properties, static friction is a mecha-
nism for accumulating and releasing stresses at fractures.
Consequently, static friction is often thought of as a source
of ‘‘memory’’ ~i.e., hysteresis! in relations between stress
and strain in rocks.

A main result of this article is that the threshold effect
associated with static friction is not a source of hysteresis in
rocks.

A theoretical study is presented that addresses effects of
static friction thresholds at fractures on seismic source iden-
tification and ground surface motion. An idealized inverse
problem is analyzed to show that static friction at any num-
ber of fractures is compatible with the unique determination
of source dynamics from measurements of ground motion.
This result was not obvious, since the modeling of static
friction threshold effects uses discontinuous functions, and
the appearance of ‘‘nonsmooth’’ functions of dependent
variables in differential operators often leads to nonunique-
ness of solutions.5 ~In order to isolate its effects, friction is
the only nonlinear and dissipative mechanism considered,
and a one-dimensional medium is employed.! The analagous
problem for hysteretic materials does not have a unique
solution.6,7

Rocks are materials of nonuniform composition contain-
ing pores, fractures, and, often, grains of nonuniform size
and composition. In order to obtain practical mathematical
descriptions of propagation in rocks, their components are
usually treated collectively using an assumed state relation
between stress and strain. If one imagines a ‘‘rock’’ com-
posed of a dense set of very thin elastic layers separated by
fractures, the inverse problem for this rock has a unique so-

lution. If this rock were hysteretic, the inverse problem
would not have a unique solution: i.e., hysteresis cannot be
attributed to static friction thresholds.

In this paper, the parameters that determine thresholds
are taken to be constants. In real rocks, they may depend on
physical variables~e.g., evolving grain geometry and tem-
perature!. Inverse problems associated with the determina-
tion of these variables may not be well posed. Nevertheless,
the model used in this paper shows that the threshold prop-
erty of static friction is not, by itself, a mechanism for hys-
teresis.

Using the same model, and assuming a single fracture
and deeper seismic source of finite duration, one finds that
surface codas have a quarter period equal to the signal transit
time between the surface and single fracture. The relation
between surface and source dynamics with slippage at frac-
tures is strongly rate, as well as amplitude, dependent. After
the seismic source terminates, friction brings the velocity at
the fracture to zero while oscillations continue in the region
between the fracture and surface: Only odd harmonics of the
fundamental frequency survive. The details of its spectral
content, and the way the coda is realized~i.e., whether in a
finite time or asymptotically!, depend on the source history
and ground parameters. It should be noted that if one re-
quires symmetry of hysteresis loops, the associated hyster-
etic state relations also imply the presence of only odd har-
monics for rocks driven to periodic motion by a single~or
odd harmonic! frequency source.

The model employed here, together with algebraic rela-
tions for velocities at fractures, is described in the next sec-
tion. For simplicity of exposition, derivations of the velocity
relations are given in Appendices A and B. The mathemati-
cal source of static friction threshold effects contained in the
model is identified in Sec. II. The uniqueness of the determi-
nation of velocity at the source from measured surface ve-
locity is proved in Sec. III. Connections between velocities
and slippage are determined for the case of a single fault in
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Sec. IV. Properties of the coda are also derived in this sec-
tion. Some mathematical details of the coda analysis appear
in Appendix C. Results are discussed in Sec. V.

I. MODEL AND CONSTRAINT RELATIONS

We shall consider vertical shear wave propagation in a
horizontally stratified earth material with fractures. The ma-
terial is presumed to be initially free of stress and at rest.
Each of the layers between fractures is taken to be uniform
and linear in its response to stress. In thei th layer

]s

]t
5ci

2 ]e

]t
5ci

2 ]v
]z

,
]v
]t

5
]s

]z
, ~1!

where t is time, z is the ground coordinate,s is the stress
density,e is strain,v is shear displacement velocity, andci

2

is a shear modulus in the layer. The fractures are located at
z5zk , for k51,2,...,I 21 ~see Fig. 1!. The surface is at

z5z0 . The source of shear wave motion is atz5zI . The
density in thei th layer is indicated byr i .

Each of the layers is acted on by body forces due to
friction at the faults:

d

dt Ez5zi

z5zi 21
r iv~z,t !dz5@Fi 21,i* sgn~dv i 21!1 f i 21,i* dv i 21#

2@Fi ,i 11* sgn~dv i !1 f i ,i 11* dv i #, ~2!

whereFi ,i 11* and f i ,i 11* are positive coefficients of friction at
the fault atzi separating thei th andi 11st layer~except for
F0,1* 5 f 0,1* 50, since the surface force is zero!, and thedv i is
the difference in velocities above and below this fault. The
sgn functions take the value11 if their argument is positive
and21 if it is negative. Their values for zero argument will
be discussed in Sec. II where it will be shown that theF* ’s
are coefficients of static friction. They define thresholds that
must be exceeded if slippage is to occur: i.e.,udv ’su.0.

FIG. 1. The geometry and notation of the fractured medium. The ground surface is atz0 . Fractures are atzi with i 51,2,...,I 21. The seismic source is at
z5zI . Mass densities and elastic moduli in thei th layer betweenzi 21 andzi arer i andci

2, respectively.
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In the i th layer,v satisfies a wave equation with signal
speedci

]2v
]t2 5ci

2 ]2v
]z2 . ~3!

Superscripts ‘‘2’’ and ‘‘ 1’’ will be used to indicate values
at lower and upper boundaries of a layer, respectively. Thus
the i th layer ~see Fig. 1! consists ofzi

2,z,zi
1 , and its

thickness is

Li5zi
12zi

2 . ~4!

Note thatzi 11
1 5zi

25zi . Velocities in thei th layer at upper
and lower boundaries are written

v~zi
12,t ![v i~zi

1 ,t ![v i
1~ t !,

~5!
v~zi

21,t ![v i~zi
2 ,t ![v i

2~ t !.

Inferring velocity at the source,z5zI , from surface data
requires determination of the velocities at the fractures. Con-
sequently, determining the source velocity is a problem with
2I 21 unknowns:v I

2(t) andv i
6(t) for i 51,2,...,I 21.

The body forces on the firstI 21 layers, Eq.~2!, provide
I 21 constraints for determining these 2I 21 unknowns. An
additionalI constraints are provided by requiring that stress
vanishes at the ground surface,z1

1 , and that stress is con-
tinuous across theI 21 fractures. The 2I 21 mathematical
constraint relations for the 2I 21 unknowns are derived in
Appendices A and B. They are Eq.~A6! of Appendix A, and
Eqs.~B3!, ~B4!, ~B7!, and~B8! of Appendix B.

We write these relations below in forms which are con-
venient for the treatments of Secs. II and III. The detailed
composition of these expressions, displayed for complete-
ness, is not needed for the treatments which follow. Only
qualitative properties are used to derive the uniqueness of
dynamics at the source determined from surface motion in
Sec. III. For the analysis of Sec. IV, which treats the case of
a single fracture and a deep source, many terms vanish, and
much simpler expressions result.

The forms of Eqs.~A6! and ~B7! are kept unchanged:

v1
2~ t !5

1

2 Fv1
1S t1

L1

c1
D1v1

1S t2
L1

c1
D G[^v1

1&~ t !, ~6!

p1F2v1
2~ t !12(

n51

`

~21!n11v1
2S t22n

L1

c1
D G

5F1,2* sgn~v1
2~ t !2v2

1~ t !!1~v1
2~ t !2v2

1~ t !! f 1,2* . ~7!

Using Eq.~6! throughout the left-land side of Eq.~7!, one
obtains

2
p1

2
~Dv1

1!~ t ![2
p1

2 Fv1
1S t1

L1

c1
D2v1

1S t2
L1

c1
D G

5F1,2* sgn~v1
2~ t !2v2

1~ t !!

1~v1
2~ t !2v2

1~ t !! f 1,2* . ~8!

It will be useful in Sec. IV to have noted that the left-hand
side of Eq.~8! is the stress at the fracture atz5z1 @see Eq.
~A8! of Appendix A#.

Equation~B3!, after isolatingv2
2(t2L2 /c2), which ap-

pears as the lead term in a summation, becomes

2p2v2
2S t2

L2

c2
D

5p2H v2
1~ t !22(

n51

` Fv2
2S t2~2n11!

L2

c2
D

2v2
1S t22n

L2

c2
D G J

1p1Fv1
2~ t !22(

n51

`

~21!n11v1
2S t22n

L1

c1
D G . ~9!

Note thatv2
2(t2L2 /c2) is given in terms of the velocities at

the fracture atz5z1 at time t and times prior tot2L2 /c2 .
In analogy with Eq.~8!, we isolate frictional force on the

lower fault in Eq.~B8! to obtain

Si~ t ![1pi H 2v i
2~ t !12(

n51

` Fv i
1S t2~2n21!

Li

ci
D

2v i
2S t22n

Li

ci
D G J 2pi H 1v i

1~ t !22(
n51

`

3Fv i
2S t2~2n21!

Li

ci
D2v i

1S t22n
Li

ci
D G J

1@Fi 21,1* sgn~v i 21
2 ~ t !2v i

1~ t !!1~v i 21
2 ~ t !

2v i
1~ t !! f i 21,i* #

51@Fi ,i 11* sgn~v i
2~ t !2v i 11

1 ~ t !!1~v i
2~ t !

2v i 11
1 ~ t !! f i ,i 11* #. ~10!

In analogy with Eq. ~9!, after isolating v i 11
2 (t

2Li 11 /ci 11), which appears as the lead term in a summa-
tion, Eq. ~B4! becomes

2pi 11v i 11
2 S t2

Li 11

ci 11
D

5pi 11H 1v i 11
1 ~ t !22(

n51

` Fv i 11
2 S t2~2n11!

Li 11

ci 11
D

2v i 11
1 S t22n

Li 11

ci 11
D G J 2pi H 2v i

2~ t !12

3 (
n51

` Fv i
1S t2~2n21!

Li

ci
D2v i

2S t22n
Li

ci
D G J . ~11!

Comments analagous to those made after Eq.~9! apply.
Equations~6! and ~8!–~11! are used in the treatments

which follow. It should be noted that, at any given time, the
summations appearing in these equations contain only a fi-
nite number of nonvanishing terms, since the ground is ini-
tially presumed to be at rest@i.e., for t,t0 , v(z,t)5s(z,t)
50#.
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II. STATIC FRICTION THRESHOLDS

Equations~8! and ~10! are of the form

k~ t !5F* sgn@u~ t !#1g~@u~ t !# !, ~12!

where k(t) does not explicity contain the differential slip
velocity,u(t),F* is a positive constant,g(u) is a continuous
function of u satisfyingg(0)50, and sgn(g)5sgn(u) if u is
not zero, and sgn(u)511 if u.0 and21 if u,0. The value
of the sgn(u) if u50 will be defined below@see~iii !#.

Suppose now thatu takes a value different than zero.
Multiplying Eq. ~12! by sgn@u(t)# ~either plus or minus one!
yields

k~ t !sgn@u~ t !#2F* 5ug~@u~ t !# !u. ~13!

From Eq.~13!, we conclude that

~i! it is necessary and sufficient thatuk(t)u.F* for u(t) to
be different from zero;

~ii ! if uk(t)u.F* , then sgn@u(t)#5sgn@k(t)#,

and, therefore, from Eq.~12!

~iii ! if uk(t)u<F* , then u(t)50, and F* sgn@u(t)#[k(t)
@sinceg(0)50#.

In Eqs.~8! and~10!, u(t) is the difference in velocities above
and below a fracture. Consequently, the constantsFi ,i 1 i* are
threshold values that must be exceeded bys i

2(t) ~if i 51) or
uSi(t)u ~if i 52,3,...,I 21) if slippage is to occur at thei th
fracture.

It should be noted that the arguments used in the deri-
vation of ~i!–~iii ! apply equally well if F* depends onu:
e.g., ifF* has different values,F* 1 for u501 andF* 2 for
u502, or if F* contains a factor which restricts its influ-
ence to small values ofuuu ~e.g., exp@2(u(t)/mU0)

2#; where
umu!1 andU0 is a scale velocity!.

III. SURFACE AND SOURCE VELOCITIES

It will now be shown that for the configurations de-
scribed in Sec. I and illustrated in Fig. 1, the velocity at the
source,v1

2(t), is uniquely determined by a measured ground
motion, v1

1(t).
The procedure uses qualitative properties of Eqs.~6! and

~8!–~11! and consists of two parts. In the first part it is shown
how v1

1(t) uniquely determines the velocities,v1
2(t) and

v2
1(t) at the fracture between the first and second layers, and

the velocity, v2
2(t), at the lower boundary of the second

layer. The second part consists of showing that if the velocity
is known in the firsti layers, the velocities at the fracture
between thei th andi 11st layers and at the lower boundary
of the i 11st layer are uniquely determined. Since the sur-
face velocity will have been shown, in the first part, to
uniquely determine the velocity throughout the first two lay-
ers, the result of second part will imply, by induction, that
the velocity at the source,v I

2(t), is uniquely determined by
the surface velocity for any number of fractures.@Determi-
nation of source dynamics fromv1

2(t) is then completed by
boundary conditions at the source: e.g., an outgoing radiation
condition for propagation to the source for signals from the
I 21st fault. Prior to the arrival of such signals,v I

2(t) is the
source velocity.#

Equation~6! givesv1
2(t) for all times uniquely in terms

of values ofv1
1 , so knowledge of the surface motion deter-

mines the velocity throughout the first layer.
Sincev1

2 is known for all times in terms of values of
v1

1 , Eq. ~8! may be treated as an equation forv2
1(t) involv-

ing only values ofv1
1 . Since Eq.~8! is an equation of the

type treated in Sec. II, it follows that the necessary and suf-
ficient condition for threshold to be exceeded at timet is that
p1u(Dv1

1)(t)u/2.F1,2* . If threshold is exceeded, sgn@v1
2(t)

2v2
1(t)#52sgn@(Dv1

1)(t)#. Defining the nonnegative ‘‘thresh-
old excess’’ to be

dF1,2~ t ![S p1

2
u~Dv1

1!~ t !u2F1,2* D

3H 1 if
p1

2
u~Dv1

1!~ t !u2F1,2* >0

0 if
p1

2
u~Dv1

1!~ t !u2F1,2* <0

, ~14!

it follows that

v1
2~ t !2v2

1~ t !52
dF1,2~ t !

f 1,2*
sgn~Dv1

1!~ t ! ~15!

or

v2
1~ t !5^v1

1&~ t !1
dF1,2~ t !

f 1,2*
sgn~Dv1

1!~ t !. ~16!

Consequently,v2
1(t) is uniquely determined for all times in

terms of values ofv1
1 .

Therefore, using Eq.~16! in Eq. ~9! uniquely determines
v2

2(t) in terms of its values at earlier times~e.g., for suffi-
ciently early times, all these values vanish! and values of
v1

1 .
This completes the first part of the proof.
For the case of a single fracture, or two-layer configu-

ration,v2
2 is the velocity at the source, which has, therefore,

been uniquely determined. For multiple fractures, assume
that v i 21

2 , v i
1 , andv i

2 have been uniquely determined for
all times ~e.g., v1

2 , v2
1 , and v2

2). To show that these
uniquely determinev i 11

1 andv i 11
2 , one simply parallels the

procedure of the first part using Eq.~10! @which is of the
same form as Eq.~8!# to determinev i 11

1 (t) and then Eq.~11!
@which is of the same form as Eq.~9!# to determinev i 11

2 (t
2Li 11 /ci 11) for all times.

Consequently, the source velocity,v I
2(t), is uniquely

determined for all times as a functional of the surface veloc-
ity.

IV. THE CASE OF A SINGLE FRACTURE

For the case of a single fracture, the velocity at the
source,v2

2(t), is determined from measurements of the sur-
face velocity,v1

1(t), using Eq.~9!, together with Eqs.~14!
and~16!. Taking the surface coordinate to bez50, the frac-
ture location is z52L1 and the source location isz
52(L11L2) ~see Fig. 1!. Using a clock set tot50 when
the first indication of source motion arrives at the fracture,
source motion begins att52L2 /c2 , and the first motion at
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the surface occurs att5L1 /c1 . For simplity, we assume a
deep source~i.e., L2 /c2@L1 /c1) and consider times earlier
than 2L2 /c2 . This implies that allv2

1 and v2
2 terms under

the summation sign in Eq.~9! vanish for the times under
consideration. Consequently,

2v2
2S t2

L2

c2
D5v2

1~ t !1
p1

p2
v1

2~ t !

5S 11
p1

p2
D ^v1

1&~ t !1
dF1,2~ t !

f 1,2*
sgn~Dv1

1!~ t !.

~17!

A. Examples of surface and source velocity pairs

The relation between the threshold condition and source
and surface velocities is illustrated for two hypothetical
‘‘measured’’ periodic surface velocities~not necessarily
sinusoidal! after t5L1 /c1 , with periods four times~see Fig.
2! and twice~see Fig. 3! the transit time,L1 /c1 , for signals

propagating between the surface and fracture. Fort
.2L1 /c1 , in the longer period example we have required
v1

1(t1L1 /c1)52v1
1(t2L1 /c1), while for the shorter pe-

riod example we have requiredv1
1(t1L1 /c1)51v1

1(t
2L1 /c1). These illustrations show that the effects of slip-
page are rate, as well as amplitude, dependent. The illustra-
tions usep1 /p2!1 in the graphs of source velocity to em-
phasize the effect of the threshold. For the times shown, all
terms in the expression for the source velocity associated
with t.2L2 /c2 are assumed to vanish.

The longer period example corresponds to destructive
interference of the surface motion with reflections from the
fracture. In this case periodic slippage~see graph ofdF1,2 in
Fig. 2! at the fracture persists if the ampliutude of the surface
motion is sufficiently large: (Dv1

1)(t)(52v1
1(t2L1 /c1) for

t.2L1 /c1) and dF1,2(t) vary in time. However,
^v1

1&(t) and v1
2(t) become zero. The stress just above the

fracture,s1
2(t), is time varying. No power flows into or out

FIG. 2. Illustrating the relations between a hypothetical periodic measured surface velocity initiated att5L1 /c1 , slippage and the uniquely inferred source
velocity for the case of a single fracture and a deep source. The period of the assumed ground motion, initiated att5L1 /c1 , is 4L1 /c1 .
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of the region between the ground surface and fracture. Slip-
page at the fracture can still is driven by the source.

For the shorter period example, the thickness of the
layer between the fracture and surface corresponds to reso-
nance, or constructive interference, between the surface mo-
tion and reflections from the fracture, and vice versa. The
stresses immediately above and below the fracture,s1

2(t),
become zero, but the stress gradient, (]s/]z)1

2(t), does not.
Again, for the assumed motion, power neither flows into or
out of the region between the fracture and ground surface.
The velocity, v1

2(t) becomes periodic, and slippage very
quickly terminates, independently of the amplitude of sur-
face motion: Both (Dv1

1(t) anddF1,2(t) vanish after a single
period of the surface oscillation~see graph ofdF1,2 in Fig.
3!.

In both cases, discontinuities in acceleration at the
source are generated at times corresponding to the onset and
termination of slippage at the fracture because surface mo-
tions with continuous accelerations have been assumed, and

static friction at the fracture produces discontinuities in rela-
tive accelerations. Conversely, if source accelerations are
continuous and slippage occurs, discontinuities in surface ac-
celerations will be observed at times associated with the on-
set and termination of slippage.

B. Surface codas

Equation~17! is in a form which facilitates an analysis
of codas. Considering long time intervals after source termi-
nation for whichv2

2(t2L2 /c2)50, Eq. ~17! becomes

05S 11
p1

p2
D ^v1

1&~ t !1
dF1,2~ t !

f 1,2*
sgn~Dv1

1!~ t !. ~18!

Equation ~18! implies that at or below threshold, since
dF1,250,

v1
1S t1

L1

c1
D52v1

1S t2
L1

c1
D , ~19!

FIG. 3. Illustrating the relations be-
tween a hypothetical periodic mea-
sured surface velocity initiated att
5L1 /c1 , slippage and the uniquely
inferred source velocity for the case of
a single fracture and a deep source.
The period of the assumed ground mo-
tion, initiated att5L1 /c1 , is 2L1 /c1 .
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while at or above threshold

v1
1S t1

L1

c1
D52

@~11p1 /p2!2p1 / f 1,2* #

@~11p1 /p2!1p1 / f 1,2* #
v1

1S t2
L1

c1
D

1
2~F1,2* / f 1,2* !

@~11p1 /p2!1p1 / f 1,2* #
sgn~Dv1

1!~ t !.

~20!

From Eq. ~19!, it is evident that if u(Dv1
1)(t)u is below

threshold on a time interval of length 2L1 /c1 , then it re-
mains below threshold, and the velocity is periodic with pe-
riod 4(L1 /c1). Since Eq.~19! implies that^v1

1&(t)50, the
velocity just above the fracture,v1

2(t), also vanishes. Con-
sequently, no power flows into or out of the region between
the fracture and ground surface vanishes at either boundary
@i.e., v1

2(t)5s1
1(t)50#, so energy is conserved, and peri-

odic motion results.
These conclusions remain valid ifu(Dv1

1)(t)u is either
below or at threshold throughout a time interval of length
2L1 /c1 . Moreover, the class of periodic motions for this
latter case are attractors ifu(Dv1

1)(t)u exceeds threshold
somewhere on the time interval. Heuristically, one expects
frictional drag to bring the velocity to threshold or below, so
Eq. ~19! becomes a good approximation to the velocity evo-
lution. The mathematical proof given in Appendix C shows
how this occurs, and reveals the elegant dependence of the
periodic motion on its earlier time series.

Note that since Eq.~19! is satisfied, if the time series for
the periodic coda is expanded in a Fourier series in
exp@2pni(4L1 /c1)

21t#, only odd values ofn appear.

V. SUMMARY AND DISCUSSION

One-dimensional shear wave propagation in elastic earth
materials with an arbitrary number of fractures was studied
using a propagation model which included the effects of
stress gradients and both static and sliding friction. It was
shown for the friction model used~i.e., constant coefficients
of static and sliding friction! that a history of the ground
surface motion, together with a knowledge of fracture and
source locations, allows a unique determination of dynamics
at the source. The determined source dynamics is stable
against small errors in measurements of surface motion.
Since the number of fractures is arbitrary, one may apply the
results of the analysis to materials of arbitrary fracture den-
sity. The inverse problem for any ‘‘rock’’ so constructed has
a unique solution. Since the corresponding inverse problem
for a hysteretic rock does not have a unique solution, hyster-
esis cannot be attributed to static friction thresholds.

The relation between source and surface histories was
studied in detail for the case of a single fracture and a much
deeper source. Comparing the different effects of slippage in
the two examples used in the illustrations shows that slip-
page at faults and the coupling between surface and source
velocities is rate dependent. A large amplitude oscillating
source may not drive slippage at a fracture, while a smaller

amplitude source at a different frequency may.~This is be-
cause a sufficiently slow source will produce small stress
gradients.! If the region between source and surface were to
be modeled as a single entity, the bulk modulus of any as-
sumed state relation would necessarily be frequency, as well
as amplitude, dependent. The reason for the need to include
rate dependence in the modeling on the bulk modulus is the
failure of slippage at the fault to terminate or time average to
zero on a time scale which is short compared to that of the
surface motion.

For the case of a single fracture and a very deep source,
the coda for the surface motion was shown to be either pe-
riodic or asymptotic to a periodic function in time. The quar-
ter period of the coda is the signal transit time between the
fracture and the surface. Even multiples of the fundamental
frequency of the periodic function do not appear. The spec-
tral amplitudes of the odd harmonics depend on the source
history.
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APPENDIX A: VELOCITIES AND STRESSES
AT LAYER BOUNDARIES

In each layer, the velocity may be written as a sum over
upward and downward propagating components satisfying a
wave equation with constant signal speed, Eq.~3! of Sec. I.

Layer i 51

At the stress-free surface of the uppermost layer, deriva-
tives of the sum of the components must satisfy

]

]z
v1~z1

12,t !50. ~A1!

In this layer, the velocity is given in terms of its velocity at
the fault atz5z1

2 by

v~z,t !5v1
2S t2

z2z1
2

c1
D

1 (
n51

`

~21!n11v1
2S t2

~z1
212nL1!2z

c1
D

1 (
m51

`

~21!mv1
2S t2

z2~z1
222mL1!

c1
D . ~A2!

Note that the right hand side of Eq.~A2! becomesv1
2(t) at

z5z1
2 . Verification that the stress vanishes atz5z1

1 follows
from Eq. ~A7! below.

Using Eq.~1! of Sec. I,
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]s

]t
5c1

2 ]v
]z

5c1

]

]t F2v1
2S t2

z2z1
2

c1
D

1 (
n51

`

~21!n11v1
2S t2

~z1
212nL1!2z

c1
D

2 (
m51

`

~21!mv1
2S t2

z2~z1
222mL1!

c1
D . ~A3!

The motion at the ground surface,z5z1
1 , satisfies

v1
1~ t !5v1

2S t2
L1

c1
D1 (

n51

`

~21!n11

3Fv1
2S t2

~2n21!L1

c1
D2v1

2S t2
~2n11!L1

c1
D G

52v1
2S t2

L1

c1
D12(

n51

`

~21!nv1
2S t2

~2n11!L1

c1
D .

~A4!

Replacingt by t1L1 /c1 and t2L1 /c1 in Eq. ~A2! yields

v1
1S t1

L1

c1
D52v1

2~ t !12(
n51

`

~21!nv1
2S t22n

L1

c1
D ,

~A5!

v1
1S t2

L1

c1
D52v1

2S t22
L1

c1
D12(

n51

`

~21!n

3v1
2S t22~n11!

L1

c1
D

522(
n51

`

~21!nv1
2S t22n

L1

c1
D .

Therefore,

v1
2~ t !5

1

2 Fv1
1S t1

L1

c1
D1v1

1S t2
L1

c1
D G[^v1

1&~ t !. ~A6!

Integrating Eq.~A3! with respect to time between minus in-
finity and t yields

s~z,t !5c1F2v1
2S t2

z2z1
2

c1
D

1 (
n51

`

~21!n11v1
2S t2

~z1
212nL1!2z

c1
D

2 (
m51

`

~21!mv1
2S t2

z2~z1
222mL1!

c1
D G .

~A7!

At z5z1
2

s~z1
21,t !

[s1
2~ t !

5c1F2v1
2~ t !12(

n51

`

~21!n11v1
2S t22n

L1

c1
D G

52
c1

2 Fv1
1S t1

L1

c1
D2v1

1S t2
L1

c1
D G[2

c1

2
~Dv1

1!~ t !.

~A8!

At z5z1
1 , the right-hand side of Eq.~A7! vanishes.

Layers i 52,3,...,I

The velocity in all other layers is given in terms of val-
ues at the faults~and in the casei 5I , the source! by

v~z,t !5v i
2S t2

z2zi
2

ci
D 1 (

n51

` Fv i
2S t2

2nLi1~z2zi
2!

ci
D

2v i
2S t2

2nLi2~z2zi
2!

ci
D G1v i

1S t2
zi

12z

ci
D

1 (
m51

` Fv i
1S t2

2mLi1~zi
12z!

ci
D

2v i
1S t2

2mLi2~zi
12z!

ci
D G , ~A9!

]s

]t
5ci

2 ]v
]z

5ci

]

]t 5 2v i
2S t2

z2zi
2

ci
D 2 (

n51

` Fv i
2S t2

2nLi1~z2zi
2!

ci
D 1v i

2S t2
2nLi2~z2zi

2!

ci
D G

1v i
1S t2

zi
12z

ci
D 1 (

m51

` Fv i
1S t2

2mLi1~zi
12z!

ci
D 1v i

1S t2
2mLi2~zi

12z!

ci
D G 6 . ~A10!

Integrating with respect to time as before, one obtains

s i
2~ t ![s~zi

21,t !5ci H 2v i
2~ t !12(

n51

`

v i
1S t2~2n21!

Li

ci
D2v i

2S t22n
Li

ci
D J ,

s i
1~ t ![s~zi

12,t !5ci H 1v i
1~ t !22(

n51

`

Fv i
2S t2~2n21!

Li

ci
D2v i

1S t22n
Li

ci
D G J . ~A11!
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APPENDIX B: CONSTRAINTS AT FAULTS

We require stress to be continuous across fractures.
Sinces, in each layer, is stress divided by density, defining

pi[r ici , ~B1!

continuity of stress requires that fori 51,2,...,I 21,

r is i
2~ t !5r i 11s i 11

1 ~ t !. ~B2!

At the first fracture~between the first and second layers!,
Eqs.~A8! and ~A11! of Appendix A give

p1F2v1
2~ t !12(

n51

`

~21!n11v1
2S t22n

L1

c1
D G

5p2H 1v2
1~ t !22(

n51

` Fv2
2S t2~2n21!

L2

c2
D

2v2
1S t22n

L2

c2
D G J . ~B3!

At all other fractures between thei th and i 11st layer, Eq.
~A11! gives

pi H 2v i
2~ t !12(

n51

` Fv i
1S t2~2n21!

Li

ci
D2v i

2S t22n
Li

ci
D G J

5pi 11H 1v i 11
1 ~ t !22(

n51

` Fv i 11
2 S t2~2n21!

Li 11

ci 11
D

2v i 11
1 S t22n

Li 11

ci 11
D G J . ~B4!

Using the momentum conservation component of Eq.~1! of
Sec. I

]v
]t

5
]s

]z
~B5!

in Eq. ~3! of that section, to replace the time derivative ofv
with the space derivative ofs,

d

dt Ez5zi

z5zi 21
r iv~z,t !dz

5r i@s i
1~ t !2s i

2~ t !#

5@Fi 21,i* sgn~v i 21
2 ~ t !2v i

1~ t !!

1~v i 21
2 ~ t !2v i

1~ t !! f i 21,i* #2@Fi ,i 11* sgn~v i
2~ t !

2v i 11
1 ~ t !!1~v i

2~ t !2v i 11
1 ~ t !! f i ,i 11* #. ~B6!

For the first layer, Eqs.~A8! and ~B6!, together withF0,1*
5 f 0,1* 5s1

150 gives

p1F2v1
2~ t !12(

n51

`

~21!n11v1
2S t22n

L1

c1
D G

5F1,2* sgn~v1
2~ t !2v2

1~ t !!1~v1
2~ t !2v2

1~ t !! f 1,2* . ~B7!

For the other layers bounded by fractures (i 52,3,...,I 21),
Eqs.~A11! and ~B6! give

pi H 1v i
1~ t !22(

n51

` Fv i
2S t2~2n21!

Li

ci
D2v i

1S t22n
Li

ci
D G J 2pi H 2v i

2~ t !12(
n51

` Fv i
1S t2~2n21!

Li

ci
D2v i

2S t22n
Li

ci
D G J

5@Fi 21,i* sgn~v i 21
2 ~ t !2v i

1~ t !!1~v i 21
2 ~ t !2v i

1~ t !! f i 21,i* #2@Fi ,i 11* sgn~v i
2~ t !2v i 11

1 ~ t !!1~v i
2~ t !2v i 11

1 ~ t !! f i ,i 11* #. ~B8!

Equations~A6! and ~B3!, ~B4!, ~B7!, and ~B8! provide 2I
21 nonlinear algebraic constraint relations for the 2I 21
unknowns, v i

2 ~for i 51,2,...,I ) and v i
1(t) ~for i

52,3,...,I ) of the inverse problem treated in Sec. II.

APPENDIX C: PERIODICITY OF CODAS

It was shown in Sec. IV that the coda is periodic if
u(Dv1

1)u is below threshold on an entire closed time interval
of length 2L1 /c1 . In this Appendix we show that the coda is
periodic with the same periodicity even ifu(Dv1

1)(t)u is ei-
ther at or below threshold on such a time interval and that the
class of the periodic motions for this latter case are attractors

if u(Dv1
1)(t)u exceeds threshold somewhere on the time in-

terval. @It is obvious that a periodic solution can be con-
structed using Eq.~19! if u(Dv1

1)(t)u is either at or below
threshold on such a time interval. However, it must be shown
for this case thatu(Dv1

1)(t)u cannot later exceed threshold:
i.e., that the construction describes a unique continuation of
the motion.#

The proof is in two parts. First it will first be shown that
u(Dv1

1)(t)u cannot remain at or above threshold for all times.
Then it will then be shown that if it is ever below threshold,
any excursions above threshold occur periodically in time
but with decreasing in amplitude. Asymptotically, the veloc-
ity has period 4(L1 /c1).
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Consideration of the various combinations of signs in
Eq. ~20! shows that for any time interval on whichu(Dv1

1)
3(t)u is at or above threshold

sgn@du~Dv1
1!~ t !u#

52sgn@~Dv1
1!~ t !#•sgnFdv1

1S t2
L1

c1
D G , ~C1!

in which sgn(0)50, and for any functionq and positive time
differential dt, we definedq(t)[q(t1dt)2q(t), Conse-
quently, if u(Dv1

1)(t threshold)u is at threshold, the prior history
of v1

1 determines whetherdu(Dv1
1)(t)u.0 @i.e., whether

u(Dv1
1)(t)u will move above threshold for neighboring posi-

tive times#. In particular, if

Uv1
1S t threshold6

L1

c1
D U5 F1,2*

p1

~with, of course, the two values ofv1
1 having opposite sign!,

then foru(Dv1
1)(t)u to move above threshold, it is necessary

and sufficient that

dUv1
1S t threshold2

L1

c1
D U.0,

i.e., thatuv1
1(t2L1 /c1)u.F1,2* /p1 .

The first part of the proof is by contradiction. Assume
that u(Dv1

1)(t)u is at or above threshold on all of a time
interval @ ta ,ta12L1 /c1# for someta later than the last time
a signal from the active source arrives at the fracture. Evalu-
ating Eq.~20! at the endpoints of the interval and forming
the difference yields, using sgn(Dv1

1)(t)5constant on the in-
terval @since, by assumptionu(Dv1

1)(t)u does not fall below
threshold#,

~Dv1
1!S ta12

L1

c1
D[~Dv1

1!S ta13
L1

c1
D2~Dv1

1!S ta1
L1

c1
D

52
@~11p1 /p2!2p1 / f 1,2* #

@~11p1 /p2!1p1 / f 1,2* #
~Dv1

1!~ ta!.

~C2!

If it is at or above threshold onn consecutive intervals, by
induction,

~Dv1
1!S ta12n

L1

c1
D5S 2

@~11p1 /p2!2p1 / f 1,2* #

@~11p1 /p2!1p1 / f 1,2* #
D n

3~Dv1
1!~ ta!. ~C3!

Clearly, if n is sufficiently large the coefficient ofu(Dv1
1)

3(ta)u in Eq. ~C3! becomes arbitrarily small, andu(Dv1
1)

3(t)u is below threshold somewhere in@ ta ,ta12nL1 /c1#.
This contradicts the assumption and completes the first

part of the proof. Consequently, for some timetb , u(Dv1
1)

3(t)u is below threshold somewhere in an interval@ tb ,tb

12nL1 /c1#.
For the second part of the proof, we use the result of the

first part, and consider the nature of pairs of excursions
above threshold. Suppose that after being below threshold
for neighboring earlier times,u(Dv1

1)(t threshold)u is at thresh-
old. Then

Uv1
1S t threshold6

L1

c1
D U5 F1,2*

p1
.

If u(Dv1
1)(t)u subsequently exceeds threshold, Eq.~20! im-

plies

~dv1
1!S t1

L1

c1
D52

@~11p1 /p2!2p1 / f 1,2* #

@~11p1 /p2!1p1 / f 1,2* #

3~dv1
1!S t2

L1

c1
D , ~C4!

so while u(Dv1
1)(t)u is above threshold

U~dv1
1!S t1

L1

c1
D U,U~dv1

1!S t2
L1

c1
D U.

Clearly, if

S 11
p1

p2
D2

p1

f 1,2*

is positive, then the variations ofv1
1(t2L1/c1) and v1

1(t
2L1 /c1) are of opposite sign, so

Uv1
1S t6

L1

c1
D U.F1,2*

p1

and

Uv1
1S t1

L1

c1
D U2 F1,2*

p1
,Uv1

1S t2
L1

c1
D U2 F1,2*

p1
.

Thus excursions above threshold occur periodically in time
with a periodicity equal to 2L1 /c1 , and the amplitude of the
excursions tend to zero exponentially in time. Since the signs
of v1

1(t1L1 /c1) andv1
1(t2L1 /c1) are opposed, 4L1 /c1 is

an asymptotic period for the limiting motion.
If

S 11
p1

p2
D2

p1

f 1,2*

is negative, then the variations ofv1
1(t2L1 /c1) and v1

1(t
2L1 /c1) are of the same sign. Then in order to exceed
threshold, it is necessary that

Uv1
1S t2

L1

c1
D U2 F1,2*

p1
.0

but

Uv1
1S t1

L1

c1
D U2 F1,2*

p1
,0.

Consequently, since uv1
1((t12L1/c1)2L1 /c1)u5uv1

1(t
1L1 /c1)u,F1,2* /p1 , uDv1

1(t12L1 /c1)u cannot be above
threshold. Consequently, Eq.~19! applies after a finite time,
and 4L1 /c1 is a period for the motion.
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The secondary field of a parametric source following interaction
with sea surface
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The effects of a flat sea surface on the secondary wave field for a nonsaturation limited parametric
source with a piston-type transmit transducer have been assessed both theoretically and
experimentally. When the virtual array of the parametric source interacts with the sea surface, the
amplitude of the secondary signal is reduced. In addition to the normal interference between the
direct and surface reflection paths, there is also one extra mechanism which causes the reduction of
the secondary signal level. This is the destructive summation of the secondary field generated before
and after intersection with the water surface. A numerical model and the Westervelt model are used
to predict the secondary field which is a function of grazing angle. Experiments in an in-door
laboratory tank have been carried out to measure the primary and secondary fields of a parametric
array under these circumstances. It is shown that the surface reflection affects the beam pattern of
the secondary field and the induced reduction in the signal level depends on the characteristics of the
parametric source and the geometry of the problem. The level of reduction caused by the effects of
the surface interaction approaches a constant at large grazing angles. ©1999 Acoustical Society of
America.@S0001-4966~99!00206-4#

PACS numbers: 43.25.Lj, 43.30.Lz@DLB#

INTRODUCTION

Since Westervelt1 first published the theory of the para-
metric array, some 30 years ago, there has been much inter-
est in this phenomenon. The significant property of the para-
metric array is that it produces a much narrower beam from
an array, at the secondary frequency, than is possible by
transmitting directly, at this frequency, in a conventional
manner from the same sized array. Therefore the parametric
array has the potential of producing narrow beams, at relative
low frequencies, from small arrays. It is this feature which
has been most commonly exploited in practice.2–6 A compre-
hensive introduction of the applications of parametric sonars
has been given by Konrad.7 The characteristics of the para-
metric array are also very attractive for the design of under-
water communication systems7–10 that can be used in very
shallow-water channels.

The main problems with acoustic communication in a
shallow-water channel are signal fluctuations and severe
inter-symbol interference, ISI, caused by multipath. When
the channels are time invariant or slowly time varying with
stationary properties, then the adverse effects of multipath
can be reduced by employing various equalization methods
at the receiver end. Unfortunately, in most cases the under-
water channels are far away from the ideal, for example,
channels with surface reflection path introduce rapid fluctua-
tions in received signals, therefore it is very difficult to com-
bat the multipath with signal processing methods only. Ide-
ally, the boundary interaction could be avoided by using a
narrow beam and, to achieve this in practice, an array with a
large aperture in comparison with wavelength should be
used. Although it is straightforward to realize this at high
frequencies, because the array will be physically small, at
low frequencies, which are essential for long-range commu-

nication, the array size becomes unmanageable if conven-
tional transduction methods are employed. However, with a
parametric array, as mentioned previously, a narrow beam
can be obtained at low frequencies from a physically small
array. In addition to the narrow beamwidth property, a para-
metric array can also offer a very wide bandwidth relative to
the central frequency of the secondary signal. This is also
very crucial if a data link with a relative high data rate is to
be achieved at low frequencies. In summary, the parametric
array is a suitable tool for obtaining long-range underwater
acoustic communication in a shallow-water channel.

Since the secondary field of a parametric array is gener-
ated by the interaction of two primary frequency signals
within the medium they ensonify, any change in the propa-
gation conditions for the primary signals will affect the sec-
ondary signal. It is inevitable that the sound field will interact
with both sea surface and bottom in shallow channels when
long-range propagations are being sought, even with the use
of narrow beams. After reflection, the primary and secondary
waves are all subject to phase change at these boundaries, as
predicted by conventional linear acoustic theory. However, if
a boundary occurs in the region of the virtual array it is
interesting to note that the secondary wave generated after
the reflection from boundaries may have a different phase to
that component before the reflection. For example, in the
case of pressure-release boundary, such as sea surface, these
phases are exactly opposite. Consequently, any difference in
phases before and after the reflection of the virtual array will
result in a change in the overall secondary signal level. When
a boundary is rough, there will be some loss in the secondary
signal level associated with the loss of coherence of the pri-
mary signal after reflection. In the extreme case where a
boundary is very rough, it seems that the virtual array gen-
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erating the secondary wave is essentially truncated and ter-
minated after the reflection from which the primary signals
are scattered randomly in all directions.

The effects of the pressure-release boundary on a para-
metric array have been investigated previously under a pre-
dominantly saturation limited condition in order to enhance
the secondary signal level at long distances by reversing the
distortion process of the primary wave within the virtual ar-
ray of the parametric source to postpone acoustic saturation
in finite-amplitude waveforms.11–14 Partial cancellation in
the secondary signal level has been confirmed experimen-
tally and theoretically. Good agreement is shown between
the measured on-axis secondary sound pressure level and
that predicted by theory, except at the highest primary sound
pressure level.14

In order to achieve reliable communication links, the
parametric source for underwater acoustic communications
should be used with a source level well below the threshold
of shock wave limit to avoid possible distortion caused by
saturation.15 It is obvious there will be a reduction of the
sound pressure level at the secondary frequency due to the
surface reflection under such circumstances. It is necessary
to estimate the possible signal level reduction caused by
boundary interaction when a parametric source is used in a
channel where boundary interaction within the length of vir-
tual array is inevitable. Furthermore, knowledge about the
secondary field as a function of grazing angle will be of great
practical interest to the designer using the parametric trans-
duction method in a shallow-water channel. In this paper, we
will be concerned with these issues. In order to quantify the
effects of this boundary interaction, some experimental and
theoretical studies have been carried out in a simple scenario;
a circular piston-type transmit transducer with its virtual ar-
ray interacting with a flat water surface. Both the primary
and secondary fields were measured in experiments in an
indoor tank. The Westervelt model1 and a numerical solution
are used to calculate the secondary field to compare with the
experimental results. It is shown from this study that the
most important effects of the surface interaction are to re-
duce the on-axis secondary signal level and to result in a
slow roll-off of the beam pattern of the secondary field. The
Westervelt model tends to overestimate the level of reduc-
tion in comparison with the experimental results, while the
numerical method shows close agreement at a grazing angle
greater than 5 degrees.

I. THEORY

In order to avoid possible wave form distortion caused
by saturation, only the parametric transduction process in the
absorption and spreading limited cases will be considered
here. The secondary sound pressure field generated by two
primary signals at frequencyf 1 and f 2 in a free space is
given by Westervelt1

Pd~R,t !5r0

]

]t F 1

4p E
V

qde2~a1 jkd!uR2R8u

uR2R8u
dVG , ~1!

wherer0 is the density of the water,qd is the source density
function for the secondary wave,a is the absorption coeffi-

cient at the secondary frequency,kd5vd /c0 is the wave
number at the secondary frequency,vd is the angular fre-
quency of the secondary signal, andc0 is the sound speed in
water. The integration in Eq.~1! is over the whole volume of
space in which the nonlinear interaction takes place.

The secondary field of a parametric array in Eq.~1! can
be evaluated mainly in two different ways depending on
whether the nonlinear interaction taking place is within the
collimated zone of the primary signals or in a spreading
beam. The former is the absorption limited case, while the
latter is the spreading limited case. The criteria for the two
regions are determined by the parameter16

RF5
aTR0f 0

f d
, ~2!

whereaT5a11a2 is the sum of the absorption coefficients
a1 anda2 at f 1 and f 2 , respectively,R05d2/l0 is the Ray-
leigh distance,l0 is the wavelength of the primary signal,d
is the aperture dimension of the source,f 05( f 11 f 2)/2, and
f d is the secondary frequency. ForRF@1, the primary wave
is highly attenuated within the collimated zone; then the
Westervelt model1 should be used. ForRF!1, other
models17–19 have to be used to take the spherical spreading
of the primary wave into account.

A. Westervelt model

There are different expressions for the source density
function, depending upon the parameters of the parametric
source. The most simple form is for the collimated source,
where the secondary signal is generated well within the Ray-
leigh distance at primary frequency. Assuming the acoustic
axis is along thex direction, the source density function can
be expressed as

qd5 j
vdP1P2b

r0
2c0

4 e2~a11a2!xej ~vdt2kdx!, ~3!

whereP1 andP2 are the amplitudes of the sound pressure of
the primary signals, andb is the parameter of nonlinearity.

Consider that the virtual array of a parametric source is
intercepted by a water surface as shown in Fig. 1. The sur-
face is chosen as thex-y plane with thez coordinate pointing
downward. For the sake of simplicity, a circular piston-type

FIG. 1. A Westervelt parametric source reflected by the water surface.
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transmit transducer is used as the source. It is placed below
the water surface at depthz0 , and the acoustic axis of the
transducer is in thex-z plane with a grazing anglew with
respect to the surface. The area of the active face of the
transducer isS05pa2, wherea is the radius of the trans-
ducer. To satisfy the boundary condition at the surface, the
total field generated by the transducer should be the summa-
tion of the real source and the corresponding virtual source,
the image of the real source mirrored by the surface with an
opposite sign, as demonstrated in Fig. 1. As a consequence
of this reflection from the surface, the secondary field of the
parametric array is formed by the summation of the two total
virtual arrays with opposite signs. When the virtual array of
the parametric source intercepts with the surface, the phase
of the secondary field generated before the interception is
reversed by the reflection from the surface. Since the phases
of both primary signals are reversed simultaneously upon
reflection from the surface, the secondary field so generated
after the reflection has the same phase as that prior to the
reflection. Thus it can be appreciated that the contribution to
the secondary field from the real virtual array is from two
parts. The first part from the source is a cylinder chopped at
the water–air interface. The second part starts from the
chopped end on the surface and continues unimpeded in the
water in the specula direction. It is the same for the image of
the virtual array.

Provided the observation point~x,y,z! is far away from
the source, the total secondary field in the far field region can
be described by

P~R!52
vd

2P1P2b

4pr0c0
4R

e2~ad1kd!RI , ~4!

whereR5Ax21y21z2 and,

I 5I 1u
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x282I 1ux

28
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0
x291I 2ux
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x29 ~5!

and

I 1u
0
x282I 1ux

28
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5
S0

2

2e22~a11 jkd sin2 u/2!x2821

a11 jkd sin2 u/2
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x292I 2ux

29
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2

2e22~a11 jkd sin2 g/2!x2821

a11 jkd sin2 g/2
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x185x195
z02a cosw

sinw
, ~8!

x285x295
z01a cosw

sinw
, ~9!

cosu5
x cosw2~z2z0!sinw

Ax21y21~z2z0!2
, ~10!

cosg5
x cosw1~z1z0!sinw

Ax21y21~z1z0!2
, ~11!

D~u!5
2J1~kda sinu!

kda sinu
. ~12!

D(u) is the directional pattern for a piston-type transducer.
The contribution to the secondary field from the

chopped part of the cylinder between the hatched area and
A8 for the real source is given by the following integral
expression:

I 1s5c1D~u!E
2a

a S 12expH 2F2a11 j
kd

R
~R2x8!G

3S x12x2

2
1

z1

tanw
D J D expS j

kd

R
z8z1D

3sin
kdy

R
Aa22z1

2 dz1 , ~13!

and the counterpart for the image source is expressed by

I 2s5c2D~g!E
2a

a S 12expH 2F2a11 j
kd

R
~R2x9!G

3S x12x2

2
2

z2

tanw
D J D expS j

kd

R
z9z2D

3sin
kdy

R
Aa22z2
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where

c1,252
2R

kdy

expH 2F2a11 j
kd

R
~R2x8,9!Gx28J

2a11 j
kd

R
~R2x8,9!

~15!

and

x85x cosw2~z2z0!sinw,
~16!

z85x sinw1~z2z0!cosw,

x95x cosw1~z1z0!sinw,
~17!

z95x sinw1~z1z0!cosw.

When the source is positioned such that the distance to the
surface is much greater than the length of the virtual array,
then there is little cancellation of the virtual array before and
after reflection from the surface so that Eq.~5! can be re-
duced to the summation of two parametric arrays~real and
image! with opposite signs.

B. Numerical method „Spherical spreading model …

In practice, most of the parametric arrays are used in the
regionRF<1. The secondary signal in such cases is gener-
ated not only within the collimated zone, but also substan-
tially outside it in a spherically spreading beam. Under these
circumstances, the source density function in Eq.~1! should
be

qd5 j
vdP1P2b

r0
2c0

4 e2~a11a2!r
ej ~vdt2kdr !

r 2 D1D2 , ~18!

whereD1 and D2 are the beam patterns of the parametric
source at the two primary signals. Equation~1! becomes
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Pd~R!52
vd

2P1P2b

4pr0c0
4 E E E D1D2

r n
e2@aTr 81 jkd~r n1r 8!#

3sinu dr8 du df8, ~19!

where r n5(r 21r 8222rr 8 cosn)1/2 and cosn5cosu8 cosu
1sinu8 sinu cos(f82f).

For the parametric array, which interacts with the water
surface, the field of the secondary signal is given by

P~R!5P182P282P191P29 , ~20!

whereP18 and P19 are the contributions from the parametric
source and its image before reflection, andP28 andP29 are the
contributions from the parametric source and its image after
reflection. They can only be evaluated by numerical meth-
ods. The Gaussian–Legendre quadrature is used to evaluate
the integration in Eq.~20!. Notice that Eq.~20! can be ap-
plied to a transmit source of arbitrary shape.

II. EXPERIMENTS

Experiments were carried out in a laboratory tank to
examine the effects of the water surface on the secondary
wave field. The size of the tank is about 8 m long, 5 m wide,
and 3 m deep. The setup of the experiment is shown in Fig.
2. Two HP 8116A function generators were used to generate
two primary signals at frequencyf 1 and f 2 , respectively.
Pulse signals were used, and the length of the pulse was
chosen so that there was no interference from the reflection
on the back wall of the tank. The reflections from the side
walls and bottom were negligible because of the narrow
beam width of the transducer. The two primary signals were
added together and fed into a PA09 power amplifier to drive
a disk transmit transducer. The transmit transducer was
mounted on a tilt mechanism driven by a stepper motor,
which was controlled by a PC via its parallel printer port.
This allowed the incident anglew from the transducer to the
surface to vary accordingly. The receive hydrophone was a
B&K 8103 hydrophone. In order to increase the signal-to-
noise ratio, a B&K wide-band conditioning amplifier 2638
was used with a pass band from 200 kHz to 2 MHz and a
gain of 60 dB. The received signals after amplification were
captured by a Lecroy 9310L digital oscilloscope and the
power spectra of the signals was recorded so as to find the
signal amplitudes at the two primary and secondary frequen-

cies. All the measurements were relative. A power spectrum
average was used to improve the signal-to-noise ratio in the
experiments.

The linearity of the equipment, especially that of the
power amplifier, is critical to the experiment, therefore it was
carefully measured to determine a proper transmit signal
level, at which the maximum signal-to-noise ratio was ad-
equate for the measurements, while the nonlinear effects
from the equipment was kept just below the noise back-
ground.

In order to clearly observe the truncation effects in the
tank, the frequencies of the signals has to be high enough to
generate a virtual array of the secondary wave well within
the tank. The transducer was made of a thin disk of PZT-4
ceramic, 0.75 mm thick with a diameter of 3 cm. The reso-
nant frequency of the transducer was about 2.6 MHz. The
primary and secondary frequencies and some other important
parameters used in the experiments are listed in Table I be-
low. The beam width at the secondary frequency is predicted
by Westervelt model.1

In the experiments, both the primary and secondary sig-
nals were measured and recorded simultaneously. Since the
level of the secondary signal is proportional to the primary
signals, monitoring the primary signals provided means to
crosscheck if the measurements were made correctly.

A B&K 8103 hydrophone was used as a receive hydro-
phone in the experiments. Since the primary and secondary
frequencies were well above the calibration frequency range,
the directionality of the hydrophone was measured at these
frequencies in its horizontal plane. The results are plotted in
Fig. 3 in a polar coordinate system. The responses are
marked with up and down triangles at the primary frequen-
cies f 1 and f 2 , respectively, and squares at the secondary
frequencyf d . As expected, the response of the hydrophone
was almost omnidirectional at the secondary frequency, 270
kHz. There was only a 1.7 dB change from the minimum to
maximum in the angular response. However, there were sig-
nificant changes in the angular response at the two primary
frequencies~2.44 and 2.71 MHz!. The orientation of the hy-
drophone in the experiment setup was chosen so that the
angle of interests was within620°, around 0 degree. It can
be seen that the angular response of the hydrophone was
quite uniform within the angle of interest at the primary and
secondary frequencies.

The measured beam patterns atf 1 and f 2 , respectively,
for the transmit transducer are plotted in Fig. 4. The agree-

FIG. 2. The experimental setup for measuring the sound fields from a para-
metric source.

TABLE I. Parameters used in the experiments.

f 152.44 MH
z

f 252.71 MHz f d5270 kHz

Absorption
coefficient 0.2082 0.2563 7.70531023

~Neper/m!

Virtual array 2.4 1.95 N/A
length ~m!

Beam width 1.23 1.11 3.28
~degrees!
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ment between the measured and theoretical beam patterns is
very good for the primary signals.

Figure 5 shows the measured beam pattern and predicted
results by the Westervelt model1 and the Mellon and Moffett
numerical model20 at the secondary frequency. The aperture
correction to the parametric source21 was applied to both
predicted results. There are no sidelobes in the beam pattern
at the secondary frequency. The predicted beam width by
Westervelt model is 3.28°, which is much greater than the
measured one, as illustrated in the figure. There are two rea-
sons for the discrepancy. First, the measurements were not
taken far enough away from the source to be strictly in the
far field of the virtual array. Although the measurement was
made at a distance equal to about three times the length of
the virtual array, this is still not long enough to satisfy the
approximation made in deriving the Westervelt model. The
other reason is that the Westervelt model predicts the sec-
ondary field with a virtual array well within the Rayleigh
distance of the primary field, i.e., a collimated array; whereas
in our experiment, the virtual array is about the same length
as the Rayleigh distance. Thus, there is some difference be-
tween the model and the conditions of the experiment. Since
it is impossible, with the tank available, to measure the beam
pattern at a range long enough to be in far field~about ten
times the length of the virtual array distance is required!, the
numerical method proposed by Mellen and Moffett20 was

used to calculate the beam pattern under the experimental
conditions. It can be seen that a much better agreement be-
tween the measured beam pattern and that predicted by the
numerical model is obtained. However, the rapid fall of the
secondary signal level away from the acoustic axis resulted
in a very low signal-to-noise ratio at angles greater than 7.5°,
thus the measured beam pattern at large angles was distorted
due to the background noise as shown in the figure.

In order to directly observe the effects caused by the
surface reflection, the beam patterns of the transducer in the
vertical plane were measured with the hydrophone at a dis-
tance 5 m away from the transducer and a depth of 0.75 m
below the surface. The initial angle of the transducer was
214°. The minus sign indicates the transducer was pointing
toward the surface. The primary and secondary fields were
measured as the transducer tilted downward step-by-step to
17°. There should be two main peaks at each frequency cor-
responding to the direct and reflected paths as the transmit
transducer is rotated in the vertical plane. The acoustical axis
is 7.97° for the direct path, and29.09° for the surface re-
flected path with this geometry. The path length before re-
flection is about 0.316 m, which is much shorter than the
length of the virtual array~2.153 m!. The pulse duration is
about 400 cycles atf 1 and 450 cycles atf 2 with a repetition
period of 20 ms.

The measured results, as displayed in Fig. 6, indicate
that the peaks of the beam patterns are at 7.9° and28.9°,
respectively. The primary signals were used in the measure-
ment of the orientation of the transmit transducer, in this case
because of their narrow beam widths. These values are in
very good agreement with the predictions made from the
geometry of the problem. It is obvious that the amplitude of
the surface reflected secondary signal was about 2 dB less
than that of the direct path. It is shown that the total mea-

FIG. 3. Measured polar response of the B&K 8103 hydrophone at the pri-
mary and secondary frequencies.

FIG. 4. Measured and predicted primary beam patterns
at 2.44 and 2.71 MHz.

FIG. 5. Measured and predicted secondary beam patterns at 270 kHz.
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sured primary signal level for the surface reflected path was
just 0.3 dB less than that of the direct path. Apart from the
slightly increased spreading loss associated with the surface
reflection path, the small differences in the amplitudes of the
two primary signals from the surface may also be due to the
angular response of the hydrophone and small misalignment
between the transducer and hydrophone. However, the dif-
ference between the direct and surface reflected secondary
signals is greater than the spreading loss and the possible
errors that the angular response and misalignment could in-
troduce. This demonstrates that the interaction of the second-
ary signal with the surface resulted in a reduction of the
signal level. In addition to this decrease in amplitude, there is
also a ‘‘hump’’ in the surface reflection path in comparison
with the steady reduction in the direct-path signal with
changing angle.

III. COMPARISONS OF RESULTS

To measure the sound fields as a function of angle with
the parametric source interacting with the surface, the trans-
ducer was fixed at grazing angles of 5.4° and 7.7°, respec-
tively. The hydrophone was lowered down step-by-step from
the surface to a depth of 1 m, at a horizontal distance of 5 m
away from the transducer. The measured primary and sec-
ondary fields are plotted in Figs. 7 and 8 for the two trans-
mitting angles. The values were normalized with respect to
the maximum value of the direct path. In order to make
comparisons, the secondary field radiated directly from the
image source position in a free field condition is also shown
in the figures. The measured results demonstrate that there
are two main features in the secondary field after reflection.
The first one is the reduction of the signal level on the axis

and its vicinity. The second one is the relative increasing
skirt of the secondary field in comparison with that in a free
field. This is due to the destructive summation of the virtual
array of the parametric source introduced by the surface re-
flection which reduces the overall effective length of the ar-
ray in its end-fire direction, resulting in a slow roll-off in the
beam pattern. It is also seen that the beam pattern of the
secondary field is not symmetrical any more. There is a very
rapid decrease in the sound level close to the surface away
from the beam center in contrast to a more gentle roll-off at
the opposite side. This is because of the Lloyds mirror effect
of the surface, where the direct path from the real source
interacts with the reflected path from the virtual source. This
interference is more significant at the shallow end due to the
narrow beam width of the parametric source.

The theoretical predictions for the corresponding mea-
surements are also shown in Figs. 7 and 8. Compared with
the experimental results, it can be seen that the Westervelt
model predicts a larger signal loss than it is observed at and
near the center of the beam. Also, the predicted peaks of the
secondary field and the skirts of the beam are considerably
higher than the experimental results show. In contrast, the
predictions given by the numerical model show much closer
agreement between theory and experiment. In fact, there is
exact agreement in the signal levels at the center of the beam,
and the beam patterns on the deeper-water side of the beam
center follow each other closely. However, there are some
discrepancies between the beam patterns on the shallow-
water side of the beam center. In summary these compari-
sons demonstrate that the Westerlvelt model can only quali-
tatively predict the reduction of the secondary field by the
water surface for the particular experiments reported here;22

whereas the numerical model is able accurately to quantify
the reduction.

It is clear that the reflection effects depends on the graz-
ing angle of the waves incident upon the surface. Figure 9
shows the measured sound pressure on the acoustic axis of
the virtual source as a function of the grazing angle. The
source transducer was fixed at a depth of 5 cm and it was
tilted to change the grazing angle. The depth of the hydro-
phone was varied so as to remain on the acoustic axis. Thus
for large grazing angles the hydrophone was positioned
deeper than for small angles. The result is normalized with
respect to the measured secondary signal via the direct path
in a free field condition. The sound field produced by a con-
ventional source, with the same aperture as the parametric

FIG. 6. Measured primary and secondary beam patterns as functions of
angle at a fixed hydrophone depth 0.75 m.

FIG. 7. Measured primary and secondary field as functions of depth with the
transducer at 5.4°.

FIG. 8. Measured primary and secondary field as functions of depth with the
transducer at 7.7°.
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source, which is radiating directly at the frequency of 270
kHz, is also plotted on the same figure in a line with solid
triangle marks. It can be seen that there are some ripples in
the sound level due to the Lloyds mirror effect of the surface
for the conventional source, whereas the secondary signal
level increases monotonically with the grazing angle in this
region. It approached a constant level at higher grazing
angles, as shown in the figure. The constant level is deter-
mine by the depth of the transducer with the acoustic axis of
the transducer perpendicular to the water surface. There are
two extreme cases in which no cancellation loss is intro-
duced by the surface; one is the transducer just touches the
surface~only possible in theory! and the other one is the
transducer far away~at least 10 times greater than that of the
length of the virtual array! from the surface. The only differ-
ence between the two cases is the phases of the secondary
wave are opposite.

The predicted result with Westervelt model is shown in
Fig. 9. It can be seen that the result follows the same trend as
the experiment. However, the predicted loss is higher than
that of the measured. The secondary field calculated by the
numerical method is also shown in Fig. 9. The experimental
and numerical results agree well with each other seen at the
grazing angle greater than 5 degrees.

IV. SUMMARY AND CONCLUSIONS

Theoretical and experimental studies have been carried
out to examine the effects of a flat water surface on the signal
level at the secondary frequency of a nonsaturation limited
parametric source. The results presented here show that the
interaction of the virtual array of a parametric source with a
water surface introduces reduction in the secondary signal
level on the axis and its vicinity and distortion in the beam
pattern of the parametric source. The effects depend on the
conditions relevant to the generation of the secondary wave.
The predicted results with the Westervelt model demonstrate
the same trend as that of experimental results, but they over-
estimate the signal loss for the cases concerned in this study,
whereas the numerical method provides good prediction on
the secondary field for surface interaction with high grazing
angles.
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For a realistic model of a stratified moving atmosphere with arbitrary vertical profiles of the
adiabatic sound speed and wind velocity vector, an equation is derived for the sound scattering
cross-section per unit volume,s, as a function of apparent scattering angleQ0 . The effects of these
profiles ons are studied numerically. It is shown that if the wind velocity is zero, but the adiabatic
sound speed varies with height, thens can be affected significantly forQ0,110°. Furthermore, if
the wind velocity varies with height, but the adiabatic sound speed does not, thens can be affected
significantly forQ0,110° as well asQ0 near 180°. These and other numerical calculations have
shown that in many cases acoustic remote sensing of the structure parameters of temperature and
wind velocity fluctuations in the atmosphere should be based on the derived equation fors rather
than on that used in the literature. The derived equation fors is also compared to those obtained by
Clifford and Brown@J. Acoust. Soc. Am.55, 929–933~1974!# and by Ye@J. Acoust. Soc. Am.102,
754–758~1997!# for a model of a stratified moving atmosphere as two homogeneous layers in
relative motion. It is explained why the predictions by Clifford and Brown are different from those
by Ye. © 1999 Acoustical Society of America.@S0001-4966~99!03206-3#

PACS numbers: 43.28.Fp, 43.20.Fn@LCS#

INTRODUCTION

The sound scattering cross-section per unit volume,
s~Q!, is one of the most important statistical characteristics
of a sound wave propagating in a turbulent atmosphere.
Here, Q is the ‘‘true’’ scattering angle, i.e., the angle be-
tween the propagation directions of the incident and scat-
tered waves at the scattering volume, as defined by Clifford
and Brown.1 An equation fors describes some of the main
features of the interaction of sound with turbulence. Further-
more, the mean intensity of the scattered wave is propor-
tional to s, which is important for many practical concerns,
e.g., sound scattering into a refractive shadow zone. Finally,
an equation fors is a theoretical basis for acoustic remote
sensing of the atmosphere by sodars. Nowadays sodars are
produced commercially and are widely used for acoustic
sounding of the atmosphere, air pollution control, weather
monitoring near airports, etc.2

The classical equation for the sound scattering cross-
section was derived in 1961 by Monin3 for the case of Kol-
mogorov spectra of temperature and wind velocity fluctua-
tions:

s~Q!5
5

22/3288G~1/3!

k1/3cos2 Q

~sin~Q/2!!11/3

3FCT
2

T0
2

1
22

3

cos2~Q/2!Cv
2

c0
2 G . ~1!

Here,CT
2 andCv

2 are the structure parameters of temperature
and wind velocity fluctuations,T0 andc0 are mean values of

the temperatureT and adiabatic sound speedc, G~1/3! is the
gamma-function, andk is the sound wave number. Subse-
quently Eq.~1! has been used in hundreds of papers dealing
with the aforementioned problems.~Some references on
these papers can be found in Refs. 2 and 4.! Use of this
equation and sodar measurements ofs(Q) allow retrieval of
CT

2 and Cv
2 , which are important parameters of the atmo-

spheric boundary layer. Indeed, according to Eq.~1!, the
backscattering cross-sections~Q5180°! is directly propor-
tional to CT

2 :

s~180°!54.0831023k1/3
CT

2

T0
2

. ~2!

Measurements ofs(180°) by a monostatic sodar allow re-
trieval of CT

2 . Furthermore, in the convective boundary layer
of the atmosphereCv

2/c0
2 is usually greater thanCT

2/T0
2 . For

example, at several hundred meters above the ground,Cv
2/c0

2

can be greater thanCT
2/T0

2 by two orders of magnitude.5

Therefore, if the angleQ is not very close to 180°, the scat-
tering cross-section is approximately proportional toCv

2 :

s~QÞ180°!'0.03
k1/3cos2 Qcos2~Q/2!

~sin~Q/2!!11/3

Cv
2

c0
2

. ~3!

Bistatic sounding of the atmosphere by sodars allows mea-
surement ofs~QÞ180°! and, hence, retrieval ofCv

2 .
Thus, Eq.~1! is indeed one of the most important theo-

retical results of sound propagation in a turbulent atmo-
sphere. However, this equation was derived for the case
when the mean value of the adiabatic sound speedc is a

3115 3115J. Acoust. Soc. Am. 105 (6), June 1999 0001-4966/99/105(6)/3115/11/$15.00 © 1999 Acoustical Society of America



constant and the mean wind velocity vectorv50. This never
happens in the real atmosphere, wherec(z) andv(z) always
depend on the heightz above the ground. Therefore, there
has always been concern about whether it is sufficiently ac-
curate to use Eqs.~1!–~3! for describing sound scattering in
the atmosphere, since stratification will cause refraction and
thus the ‘‘apparent’’ scattering angleQ0 ~as defined in Ref.
1! between emitted and received waves will differ from the
true scattering angleQ.

This issue was addressed by Clifford and Brown1 in
1974. They gave qualitative arguments that the difficult
problem of calculatings(Q0) in a stratified moving atmo-
sphere with arbitrary profiles ofc(z) and v(z) can be ap-
proximately~to the orderv/c) replaced by the simpler prob-
lem of calculatings(Q0) for a model of an atmosphere as
two homogeneous layers in relative motion. In the lower
layer, the mean wind velocity is zero, and in the upper layer,
where a scattering volume is located,v5const; furthermore,
c5c0 in both layers. Clifford and Brown derived an equation
for s for this model atmosphere and showed that Eq.~2! still
holds for the casevÞ0. The derivation of this equation in
Ref. 1 essentially uses the refraction law for the normal to a
wavefront of a sound wave at the horizontal interface be-
tween the upper and lower layers; this interface is tacitly
assumed to be at rest with respect to the ground. The results
obtained by Clifford and Brown have been used in many
subsequent papers.

However, the recent paper by Ye6 revises the refraction
law for the normal to a wavefront derived by Clifford and
Brown1 and, hence, their equation fors, for the case when
the vertical component of wind velocity,w, is not zero. Ye6

also obtained the interesting result that Eq.~2! does not hold
anymore ifvÞ0. Furthermore, he pointed out that Eq.~25! of
Ref. 1 for the cosine of the ‘‘true’’ scattering angle does not
satisfy nonreciprocity for backscattering.

In the present paper, for the first time we derive an equa-
tion for the scattering cross-sections in the turbulent atmo-
sphere with arbitrary profiles ofc(z) andv(z). The derived
equation fors depends on the values ofc(z) andv(z) only
at the source-receiver height and the height of the scattering
volume. Using this equation, we numerically study the ef-
fects ofc andv on s. Furthermore, we discuss whether Eqs.
~2! and ~3! can be used as a theoretical basis for acoustic
remote sensing ofCT

2 andCv
2 .

Since we were able to rigorously derive the equation for
s for arbitrary profiles ofc(z) and v(z), the model of an
atmosphere as two homogeneous layers in relative motion,
which is used in Refs. 1 and 6 to simplify this derivation and
obtain an approximate equation fors, is not needed any-
more. However, our analysis would not be complete if we
did not compare the derived equation fors with those ob-
tained in Refs. 1 and 6 and explain why some of the results
obtained in these two papers are different. To complete this
task, we derive an equation fors for the model of an atmo-
sphere as two homogeneous layers in relative motion by an
approach different from those used in both Refs. 1 and 6.
This equation is compared with the equation fors for arbi-
trary profiles ofc(z) and v(z) and with those obtained in
Refs. 1 and 6. We show that the refraction law for the normal

to a wavefront derived by Clifford and Brown1 is correct if
the interface is at rest, while that derived in Ref. 6 is correct
only if the interface is moving with vertical velocityw. We
also show that the difference in predicting sound backscatter-
ing in Refs. 1 and 6 is due to the difference in accuracy to
which s is calculated in these papers; and that the formula
for the cosine of the true scattering angle@Eq. ~25! of Ref. 1#
should not satisfy nonreciprocity for backscattering, to the
order ofv/c0 to which calculations are done in Ref. 1.

In Sec. I, the equation fors is derived for a realistic
model of a stratified moving atmosphere with arbitrary pro-
files of c(z) and v(z). The effects of the adiabatic sound
speed and wind velocity stratification ons are studied nu-
merically in Sec. II. In Sec. III, the equation fors is derived
for the model of an atmosphere as two homogeneous layers
in relative motion. It also deals with comparison of this equa-
tion and its consequences with those presented in Refs. 1 and
6. The results obtained are summarized in Sec. IV.

I. STRATIFIED MOVING ATMOSPHERE

A. Geometry of the problem

The geometry of the problem is shown in Fig. 1. This
geometry is considered in the ground-fixed coordinate sys-
tem K. SourceS and receiverR are located at the heightz
5z0 above the ground (z0 might be zero!. The source emits
a sound wave which is scattered by atmospheric turbulence
located in the scattering volumeV at the heightzV . A scat-
tered wave is recorded by the receiver. The adiabatic sound
speedc(z) and wind velocity vectorv(z)5(u(z),w(z)) are
functions of the heightz, whereu and w are the horizontal
and vertical components ofv. Nontrivial w can be caused by
surface topography, upward movement of warm air in ther-
mal plumes, downward movement of cold air, and some
other mechanisms. The absolute value ofw is usually less
than 2m/s. We also denotec05c(z0) and u05u(z0), and
assume for simplicity thatw(z0)50. ~The source and re-
ceiver are usually located close to the ground wherew van-
ishes.!

FIG. 1. Geometry of the problem for a stratified moving atmosphere. S is
source; R is receiver;s0 , sV , sV,s ands0,s are the unit vectors tangential to
the trajectory of sound propagation; andn0 , nV , nV,s andn0,s are the unit
vectors normal to the wavefronts.
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Note that a sound wave propagates in the direction of
the unit vectors tangential to the group velocity of this wave.
In a moving medium,s is given by the formulas5(n
1v/c)/un1v/cu and is different from the unit vectorn nor-
mal to the wavefront of the sound wave~e.g., Refs. 4 and 7!.

The directions of propagation of the emitted wave near
the source and near the scattering volumeV are denoted by
the unit vectorss0 and sV , respectively~see Fig. 1!. In the
same regions, the unit vectors normal to the wavefront of the
emitted wave,n0 and nV , do not coincide withs0 and sV .
Similarly, sV,s ands0,s are the unit vectors in the directions of
propagation of the scattered wave near the scattering volume
V and receiver, andnV,s andn0,s are the unit vectors for the
normal to the wavefront in these regions. The scattering vol-
umeV is formed by an intersection of cones aroundsV and
sV,s , corresponding to radiation patterns of source and re-
ceiver.

B. Sound scattering cross-section

We shall assume that the vertical scalel of variations in
c(z) andv(z) is much greater than the vertical scalel V of the
scattering volumeV. In this case, it is possible to introduce a
small regionD which encloses the scattering volumeV and
where the adiabatic sound speed and wind velocity can be
considered constant~see Fig. 1!. We denote the values ofc,
T andv in D by cV , TV andvV5(uV ,wV).

Let us consider a process of sound scattering in the co-
ordinate systemK1 moving with the velocityvV . In this
coordinate system and in the regionD, the wind velocity is
zero, the adiabatic sound speed is constant and equal tocV ,
and the vectorsnV andsV coincide, as do the vectorsnV,s and
sV,s . These are conditions under which Eq.~1! was derived.
Therefore, in the coordinate systemK1 and in the regionD,
the sound scattering cross-sections is given by Eq.~1!,
whereQ is the angle between the vectorsnV andnV,s , andk
should be replaced by its valuekV5k(zV) at the height of the
scattering volume. The angleQ is the true scattering angle.
Noting that cosQ5nV•nV,s , the formula fors can be written
as

s5sT1sv5
5

25/672G~1/3!

kV
1/3~nV•nV,s!

2

~12nV•nV,s!
11/6

3FCT
2

TV
2

1
11Cv

2~11nV•nV,s!

3cV
2 G , ~4!

wheresT andsv are the temperature and wind velocity con-
tributions tos, corresponding to the first and second terms in
the square brackets, respectively. Formula~4! for s is valid
in the coordinate systemK1 moving with the velocityvV . It
has exactly the same form in the ground-fixed coordinate
systemK since the unit vectorsnV and nV,s normal to the
wavefront and the wavenumberkV are invariant under the
Galilean transformation~e.g., section 5.4.1 from Ref. 4!.
Thus, a formula for the sound scattering cross-sections in
the ground-fixed coordinate systemK is given by Eq.~4!.

The next step in deriving a final equation fors is to
expressnV•nV,s andkV in terms ofn0 , n0,s andk05k(z0),
which can be measured experimentally. It is convenient

to express the unit vectors normal to the wavefronts of
the emitted and scattered waves in the forms:n0

5(e0cosu0,sinu0), nV5(eVcosuV ,sinuV), nV,s5(eV,s

3cosuV,s,2sinuV,s) and n0,s5(e0,scosu0,s ,2sinu0,s). Here,
u0 , uV , uV,s and u0,s are the grazing angles of the vectors
n0 , nV , nV,s andn0,s ~see Fig. 1!, while e0 , eV , eV,s ande0,s

are the unit vectors in the azimuthal directions of these vec-
tors. All grazing angles are in the range from 0 top/2.

C. Refraction law for the normal to the wavefront

A sodar’s wavelengthl is of the order of dozens of
centimeters and is much less than the scalel of variations in
the adiabatic sound speed and wind velocity. Therefore, geo-
metrical acoustics can be used to obtain relationships be-
tween vectorsn0 and nV , and vectorsnV,s and n0,s . The
refraction law for the normaln5(ecosu,sinu) to the wave-
front of a sound wave propagating in a stratified moving
medium, derived by using the geometrical acoustics, is well
known in the literature~e.g., Refs. 4 and 7–9!:

c~z!

cosu~z!
1e•u~z!1w~z!tanu~z!5const, e5const. ~5!

Here,u is the grazing angle of the normaln, ande is the unit
vector in the azimuthal direction ofn. According to Eq.~5!,
the azimuthal direction of the vectorn remains constant as a
wave propagates in a medium while its grazing angle
changes. Applying Eq.~5! for the emitted wave first atz
5z0 and then atz5zV and eliminating the constant between
the equations obtained yields

cV

cosuV
1eV•uV1wVtanuV5

c0

cosu0
1e0•u0 , eV5e0 .

~6!

A relationship between the grazing anglesuV,s andu0,s

of the scattered wave can be found analogously:

cV

cosuV,s
1eV,s•uV2wVtanuV,s5

c0

cosu0,s
1e0,s•u0 ,

eV,s5e0,s . ~7!

Solving Eqs.~6! and ~7! for uV anduV,s yields

cosuV5
cosu0

N

12M1NbA~12M !22cos2 u0~N222b2!

~12M !21b2cos2 u0

,

~8!

cosuV,s

5
cosu0,s

N

12Ms2NbA~12Ms!
22cos2 u0,s~N222b2!

~12Ms!
21b2cos2 u0,s

.

~9!

Here,N5c0 /cV is a value of the refractive index in a mo-
tionless atmosphere at the heightzV , M5cosu0 e0•(uV

2u0)/c0 , Ms5cosu0,s e0,s•(uV2u0)/c0 , and b5wV /c0 .
We assume that there are no critical angles for the geometry
shown in Fig. 1 so the square roots in Eqs.~8! and ~9! are
always real.

The dot productnV•nV,s in Eq. ~4! can be written as
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nV•nV,s5e0•e0,scosuVcosuV,s2sinuV sinuV,s . ~10!

Here, we take into account thate05eV , ande0,s5eV,s . Com-
bining Eqs.~8!–~10! allows us to expressnV•nV,s in terms of
u0 , u0,s , e0 ande0,s , which can be measured experimentally.

Note that for an observer at the source-receiver height,
the apparent scattering angleQ0 is the angle between the
vectorss0 and s0,s . Using the formulas5(cn1v)/ucn1vu,
the angleQ0 can be expressed in terms ofu0 , u0,s , e0 and
e0,s :

cosQ05s0•s0,s5
n0•n0,s1~e0cosu01e0,scosu0,s!•u0 /c01u0

2/c0
2

@~112cosu0 e0•u0 /c01u0
2/c0

2!~112cosu0,s e0,s•u0 /c01u0
2/c0

2!#1/2
, ~11!

wheren0•n0,s5e0•e0,scosu0cosu0,s2sinu0sinu0,s .
To find a value ofkV in Eq. ~4!, we use a dispersion

equation which relates the frequencyv and the wavevectork
of a plane wave in a moving medium~e.g., Refs. 4 and 7!:

v5kc1k•v. ~12!

According to this equation, the frequency of the emitted
wave near the source-receiver height is given byv05k0c0

1k0•u0 while that near the scattering volumevV5kVcV

1kV•vV . Here,k05k0n0 andkV5kVnV are the wavevectors
in these regions. Taking into account that the frequency of a
sound wave is not changed for stationary stratification and
eliminatingv05vV between these equations yields

kVcV1kV•vV5k0c01k0•u0 . ~13!

Using this equation and the formulaskV5kVnV and eV

5e0 , one obtains the following formula forkV :

kV5k0

c01e0•u0cosu0

cV1e0•uVcosuV1wVsinuV
. ~14!

This formula and Eq.~8! expressk in terms ofu0 ande0 .
Equations~4!, ~8!–~11! and ~14! allow one to calculate

the sound scattering cross-sections in a stratified moving
atmosphere with arbitrary profiles ofc(z) and v(z) as a
function of the apparent scattering angleQ0 . Indeed, for
given values ofu0 , u0,s , e0 ande0,s , the angleQ0 is calcu-
lated from Eq.~11!. Then,kV is calculated using Eq.~14!,
andnV•nV,s is calculated using Eqs.~8!–~10!. Finally, sub-
stitution of kV and nV•nV,s into Eq. ~4! yields s(Q0). It
follows from Eqs.~4!, ~8!–~11! and ~14! that s depends on
values of the adiabatic sound speed and wind velocity vector
at the source-receiver height and the height of the scattering
volume, i.e., onc0 , u0 , cV andvV , but does not depend on
how c andv are changing between these heights. However,
the position of the scattering volumeV is affected by the
vertical profiles ofc(z) andv(z).

D. Particular case of a stratified moving atmosphere

Equations~4!, ~8!–~11! and~14! which allow calculation
of s(Q0) are rather involved. Therefore, it is worthwhile to
consider a particular case of atmospheric stratification when
these equations can be simplified significantly and can be
studied analytically. We chose the following stratification:
c(z)5c0 , u050, and v5v(z). Namely this atmospheric

stratification is approximated by the model of an atmosphere
used in Refs. 1 and 6 as two homogeneous layers in relative
motion.

For the considered stratification,n05s0 andn0,s5s0,s so
the apparent scattering angleQ0 coincides with the angle
between vectorsn0 andn0,s , and Eq.~11! simplifies signifi-
cantly: cosQ05n0•n0,s . Furthermore, Eqs.~8!, ~9! and ~14!
take the form

cosuV5cosu0

12M1bA~12M !22cos2 u0~12b2!

~12M !21b2cos2 u0

, ~15!

cosuV,s5cosu0,s

12Ms2bA~12Ms!
22cos2 u0,s~12b2!

~12Ms!
21b2cos2 u0,s

,

~16!

kV5k0

1

11~e0•uV /c0!cosuV1b sinuV
. ~17!

Note that to the ordervV /c0 formula ~17! reads

kV5k0~12n0•vV /c0!. ~18!

If wv50, Eqs.~17! and ~18! are equivalent to any order in
vV /c0 since in this case 12n0•vV /c05(11nV•vV /c0)21.
This formula follows from Eq.~13! where cV5c0 and u0

50 and the formulakV•vV5k0•vV , which is valid for the
considered casewV50.

Substituting the values ofuV and uV,s from Eqs. ~15!
and ~16! into Eq. ~10! and retaining only terms of order
vV /c0 , the formula fornV•nV,s can be simplified signifi-
cantly:

nV•nV,s5S 11
n0•vV

c0
1

n0,s•vV

c0
D cosQ0

1
sinu0,s

sinu0

n0•vV

c0
1

sinu0

sinu0,s

n0,s•vV

c0
. ~19!

Using Eqs.~10!, ~15! and ~16!, consider the important
case of backscattering for an observer in the ground-fixed
coordinate systemK when u05u0,s , e052e0,s , and Q0

5p. In accordance with the nonreciprocity of sound propa-
gation in a moving medium, which is well known in the
literature, the true scattering angleQ between the vectorsnV

andnV,s should be less thanp. This can also be shown from
Eqs. ~15! and ~16!. Indeed, it follows from these equations
that cosuV2cosuV,s52M cosu0 to the order ofvV /c0 , so
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Du5uV2uV,s52Mcotu0. @Here, we assume for simplicity
that b50 and all vectors in Eqs.~10!, ~15! and ~16! are
located in one vertical plane.# Therefore, the true scattering
angleQ5p2Du5p22M cotu0 is less thanp, in accor-
dance with nonreciprocity. Nevertheless, the dot product
nV•nV,s5cosQ52112M2cot2u0 and hencenV•nV,s521 to
the order ofvV /c0 , just as if Q5p and reciprocity held.
Since the formula fors containsnV•nV,s , it also does not
reveal nonreciprocity of sound propagation for sound back-
scattering to ordervV /c0 . Note that Eq.~19! obtained to this
order also predicts thatnV•nV,s521 for the considered case
of backscattering.

II. NUMERICAL RESULTS

In this section, the dependence ofs on Q0 is studied
numerically using Eqs.~4!, ~8!–~11! and~14!. For simplicity,
we assume thatu050. As shown above, in this case the
apparent scattering angleQ0 is the angle between the vectors
n0 andn0,s . Furthermore, we assume that the vectorsuV , e0

ande0,s are located in one vertical plane, andc05340 m/s. It
is also convenient to denoteDc5cV2c0 , and introduce the
normalized temperature contribution to the sound scattering
cross-section ŝT(Q0)5@25/672G(1/3)TV

2/5k0
1/3CT

2# sT(Q0)
and the normalized wind velocity contributionŝv(Q0)
5@25/6216G(1/3)cV

2/55k0
1/3Cv

2# sv(Q0).
Let us first study the caseuV50. For this case, the nor-

malized temperatureŝT(Q0) and wind velocityŝv(Q0) con-
tributions tos are plotted in Fig. 2~a! and ~b!, respectively,
for wV50 andu0535°. Solid lines correspond to the case
Dc50. In this case,ŝT(Q0) andŝv(Q0) coincide with those
calculated from Eq.~1!. Dashed and dash-dotted lines corre-
spond toDc56 m/s andDc526 m/s, respectively. It is
seen from Fig. 2~a! and ~b! that the solid, dashed and dash-
dotted lines are significantly different forQ0,110°, but
have nearly the same shape. A positive~negative! value of
Dc causes a shift of the minima insT and sv , which are
located at Q0590° for Dc50, towards larger~smaller!
values ofQ0 . According to Fig. 2~b!, for 50°,Q0,70°
the value ofŝv(Q0) for Dc50 differs from those forDc
566 m/s by factors in the range from 0.5 to 1.7. The same
factors would be the difference betweenCv

2 retrieved from
measurements ofs by bistatic acoustic sounding with the use
of Eq. ~3! and its value obtained with the use of correct
equations~4!, ~8!–~11! and ~14!. Thus, even for moderate
values of Dc566 m/s, in the range of scattering angles
50°,Q0,70°, existing techniques of remote sensing ofCv

2

should use the correct equations~4!, ~8!–~11! and~14! for s,
rather than Eq.~3!.

For the considered caseuV50, we have also calculated
ŝT(Q0) and ŝv(Q0) for wV562 m/s and other parameters
as in Fig. 2. In this case,ŝT(Q0) and ŝv(Q0) are given
practically by the same curves as in those figures.

Let us now study the caseDc50. The normalized tem-
peratureŝT(Q0) and wind velocityŝv(Q0) contributions to
s are plotted in Fig. 3~a! and ~b!, respectively, forwV50
and u0535°. Solid, dashed, and dash-dotted lines corre-
spond touV50, uV512 m/s anduV5212 m/s, respectively.

These lines are significantly different forQ0,110° in
Fig. 3~a!, and forQ0,110° andQ0 near 180° in Fig. 3~b!.
Furthermore, finite values ofuV cause shifts in the minima of
sT and sv located atQ0590° for uV50. It follows from
Fig. 3~b!, that for 55°,Q0,70° the value ofŝv(Q0) for
uV50 differs from those foruV5612 m/s by factors in
the range from 0.3 to 2.3. This result is similar to that dis-
cussed above in connection with Fig. 2~b!. Therefore, we can
make a similar conclusion: Even for moderate values ofuV

5612m/s and at least in the range of scattering angles 55°
,Q0,70°, existing bistatic techniques for remote sensing
of Cv

2 should use correct equations~4!, ~8!–~11! and~14! for
s rather than Eq.~3!.

For the considered caseDc50, we have also calculated
ŝT(Q0) and ŝv(Q0) for wV ranging from22 to 2 m/s and
other parameters as in Fig. 3. We have found thatŝT(Q0)
and ŝv(Q0) are given by practically the same curves as in
those figures.

Finally, Fig. 4~a! and ~b! shows the normalized scatter-
ing cross-sectionŝ(Q0)5s(Q0)@25/672G(1/3)TV

2/5k0
1/3CT

2#
for the case when the grazing angleu0 of the emitted wave is
35°. In Fig. 4,Dc50, wV50, and solid lines correspond to
uV50, while other lines correspond touV567.5 and615
m/s. Furthermore,Cv

2/cV
2510CT

2/TV
2 @Fig. 4~a!#, and Cv

2/cV
2

5100CT
2/TV

2 @Fig. 4~b!#. It follows from Fig. 4~a!, that for
Cv

2/cV
2510CT

2/TV
2 the values ofs(180°) for uV567.5m/s

and 615 m/s are different from that foruV50 by factors
1.05 and 1.2, respectively. This difference can probably be
ignored in remote sensing ofCT

2 . However, for Cv
2/cV

2

5100CT
2/TV

2 @see Fig. 4~b!# the values ofs(180°) for uV5
67.5 m/s and615 m/s are different from that foruV50 by
factors 1.5 and 3, respectively. This difference is significant
and should be taken into account. Thus, for relatively large
values ofCv

2 , wind velocity fluctuations contribute signifi-
cantly to s(180°) and Eq.~2! cannot be used anymore to
retrieveCT

2 . In this case, a signal measured by a receiver is
proportional to bothCT

2 andCv
2 . If Cv

2 is known ~e.g., as a
result of bistatic acoustic sounding!, then the measured sig-
nal and Eqs.~4!, ~8!–~11! and ~14! allow retrieval ofCT

2 .
Note that the values ofŝ(180°) from Fig. 4 are practi-

cally not changed forDc in the range from26 to 6 m/s and
wV in the range from22 to 2 m/s if other parameters remain
unchanged.

III. TWO HOMOGENEOUS LAYERS IN RELATIVE
MOTION

A. Geometry of the problem

Sections I and II gave a rigorous derivation and detailed
numerical analysis of the equation fors in the atmosphere
with arbitrary profiles ofc(z) and v(z). This accomplishes
the main goal of the paper. In the present section we compare
the derived equation with those in Refs. 1 and 6 that were
obtained for the model of an atmosphere as two homoge-
neous layers in relative motion, and explain why Clifford
and Brown’s predictions are different from Ye’s.

The geometry of the problem is shown in Fig. 5. This
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geometry is the same as that in Ref. 1, and differs from that
in Fig. 1 only by the vertical profiles ofc andv. The mean
wind velocityv50 if z,zi , andv5(uV ,wV) is constant for
z>zi . The mean value of the adiabatic sound speedc0 is a
constant forz>z0 .

The model of the moving medium shown in Fig. 5 can-

not actually exist because of instability of flow at the inter-
face, etc. In fact,v changes smoothly from the ground to the
height where the scattering occurs, as is in the model of the
atmosphere in Fig. 1. One of the ideas of Ref. 1 was that to
the ordervV /c0 this smooth change inv can approximately
be replaced by an abrupt change at the interfacez5zi shown

FIG. 2. The normalized temperatureŝT ~a! and wind velocityŝv ~b! contributions to the sound scattering cross-section versus the apparent scattering angle
Q0 for uV50, u0535° and different values ofDc.
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in Fig. 5. This idea implies that the interfacez5zi is at rest
with respect to the ground. Indeed, if the interface were to
move vertically with the velocitywV , the wind velocityv
would depend not only onz but also on the timet which is
not the case considered in Ref. 1. Because of this, Clifford
and Brown1 did not specifically state that the interface is at
rest with respect to the ground. But they did equate the fre-

quencies of the sound waves below and above the interface
@see the text from Ref. 1 between Eqs.~13! and~14!#. These
frequencies are the same only if the interface is at rest. In
what follows the interface is assumed to be at rest with re-
spect to the ground if it is not specifically stated.

It is stated several times in Ref. 6 that this paper treats
the same problem as Clifford and Brown3 did. Note that

FIG. 3. The normalized temperatureŝT ~a! and wind velocityŝv ~b! contributions to the sound scattering cross-section versus the apparent scattering angle
Q0 for Dc50, u0535° and different values ofuV .
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there is no direct statement in Ref. 6 about whether the in-
terface is at rest. However, it was assumed that the frequen-
cies of the waves as observed in the coordinate systemK1

moving with velocityvV are the same on both sides of the
interface @see the text from Ref. 6 between Eqs.~9! and
~10!#. This assumption is correct only if the interface is at
rest in the coordinate systemK1 and is therefore moving

with the vertical velocitywV with respect to the ground-fixed
coordinate systemK. This is one of the differences between
Refs. 6 and 1.

The region of spacez.zi in Fig. 5 is similar to the
region D in Fig. 1: In both of these regionsc and v are
constant. Therefore, the sound scattering cross-sections will
still be given by Eq.~4!, where nV and nV,s are the unit

FIG. 4. The normalized sound scattering cross-sectionŝ versus the apparent scattering angleQ0 for Dc50, u0535°, and different values ofuV ; Cv
2/cV

2

510CT
2/TV

2 ~a!, andCv
2/cV

25100CT
2/TV

2 ~b!.
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vectors normal to the wavefront of the emitted and scattered
waves forz.zi , and kV is the wavevector of the emitted
wave in this region. In Eq.~4!, the values ofnV•nV,s andkV

need to be determined in terms of the unit vectors in the
directions of the emitted wave near sourcen0 and the scat-
tered wave near receivern0,s . To do this, a refraction law for
the normal to the wavefront at the interfacez5zi is used in
Refs. 1 and 6.

B. Derivation of the refraction law

We will derive, by a rigorous approach, the refraction
law for the normal to the wavefront for the geometry of the
problem shown in Fig. 5. This derivation will be done in the
ground-fixed coordinate systemK. First consider a plane
wave emitted by a source. Ifz,zi , the sound pressurep ~in
arbitrary units! is given by

p5exp~ ia0•r1 iq0z2 iv0t !1pr . ~20!

Here, the first term on the right hand side describes the emit-
ted plane wave, andpr is the wave reflected at the interface
z5zi . The reflected wave does not need to be considered in
detail when deriving a refraction law. Furthermore, in Eq.
~20! r5(x,y) are the horizontal Cartesian coordinates, and
a0 andq0 are the horizontal and vertical components of the
wavevectork05(a0 ,q0) of the emitted wave. Forz.zi , the
sound pressure of the refracted wave is given by

p5Aexp~ iaV•r1 iqVz2 ivVt !, ~21!

whereaV andqV are the horizontal and vertical components
of the wavevectorkV5(aV ,qV) of the refracted wave, andA
is the transmission coefficient across the interface.

As in Sec. I, it is convenient to expressn0 andnV in the
form n05(e0cosu0,sinu0) and nV5(eVcosuV ,sinuV). A re-
fraction law for the normal to the wavefront relates the
anglesu0 and uV , and the vectorse0 and eV . To find this
law, we equate the sound pressurep on both sides of the
interfacez5zi :

exp~ ia0•r1 iq0zi2 iv0t !1pr5Aexp~ iaV•r1 iqVzi2 ivVt !.
~22!

Equating fields on both sides of an interface is a rigorous
approach for deriving refraction laws in many fields of phys-
ics. Equation~22! can be satisfied at allr and t only if

a05aV , e05eV , v05vV . ~23!

Thus, the azimuthal directions of the normal to the wave-
fronts of the emitted and refracted waves coincide. The same
result has been obtained in Refs. 1 and 6.

The dispersion equation~12! is also valid for the model
of an atmosphere shown in Fig. 5. So do Eq.~13! ~whereu0

should be zero! and Eq.~17! for kV , which are both obtained
from Eq. ~12!. For the considered model, Eq.~13! can be
written askV1kV•vV /c05k0 . ReplacingkV•vV in this equa-
tion by aV•uV1qVwV , dividing both sides of the resulting
equation by aV5a0 and taking into account that cosu0

5a0 /k0, cosuV5aV /kV andqV /aV5tanuV , we obtain

c0

cosuV
1eV•uV1wVtanuV5

c0

cosu0
. ~24!

This expresses the refraction law for the normal to the wave-
front at the fixed interfacez5zi of two homogeneous layers
in relative motion. Equation~24! coincides with the refrac-
tion law for the normal to the wavefront obtained by Clifford
and Brown1 @see Eq.~14! from Ref. 1#, which has been de-
rived by a different approach. However, Eq.~24! does not
coincide with the refraction law from Ref. 6@Eq. ~15! from
Ref. 6#, which in our notation takes the form

c0

cosuV
1eV•uV1wVtanu05

c0

cosu0
. ~25!

Equations~24! and ~25! coincide if wV50 and are different
for wVÞ0. This difference is explained by the fact that in
Ref. 6 the frequency of a sound wave, as observed in the
comoving coordinate systemK1 , is assumed to be the same
on both sides of the interface. As noted above, this is correct
only if the interface itself is moving vertically with the ve-
locity wV with respect to the ground-fixed coordinate system
K. In this case, the sound field of the emitted wave, Eq.~20!,
should be equated to the sound field of the refracted wave,
Eq. ~21!, at the moving interfacez5zi1wVt. This results in

exp~ ia0•r1 iq0~zi1wVt !2 iv0t !1pr

5Aexp~ iaV•r1 iqV~zi1wVt !2 ivVt !. ~26!

Using this equation and the same approach that follows Eq.
~22!, one obtains the refraction law of Eq.~25!.

We have also derived the refraction law for the normal
to the wavefront using quantities expressed in the coordinate
system K1 moving with the velocity vV . This was the
method used in Ref. 6. Our calculations show that the refrac-
tion law is still given by Eq.~24! if the interface is at rest in
the ground-fixed coordinate systemK, and by Eq.~25! if the
interface is moving with the velocitywV .

Consider now the scattered wave. As in Sec. I, letnV,s

5(eV,scosuV,s2sinuV,s) and n0,s5(e0,scosu0,s ,2sinu0,s).
Then it can be shown by the approach which has been used
to derive Eq.~24! that

FIG. 5. Geometry of the problem for a model of an atmosphere as two
homogeneous layers in relative motion. S is source; R is receiver;n0 andnV

are the unit vectors normal to the wavefronts of the emitted wave;nV,s and
n0,s are the unit vectors normal to the wavefronts of the scattered wave; and
u0 , uV, uV,s andu0,s are the grazing angles of these vectors.
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c0

cosuV,s
1eV,s•uV2wVtanuV,s5

c0

cosu0,s
, eV,s5e0,s .

~27!

This is the refraction law for the normal to the wavefront of
the scattered wave.

The refraction laws~24! and ~27! allow us to express
nV•nV,s in terms ofn0 andn0,s . Indeed,nV•nV,s is given by
formula ~10!. The grazing anglesuV anduV,s in this formula
can be found as solutions of Eqs.~24! and ~27!. The results
exactly coincide with Eqs.~15! and ~16! obtained for a par-
ticular case of a stratified moving atmosphere.

Therefore, for the model of an atmosphere as two homo-
geneous layers in relative motion,s is given by Eq.~4!,
wherekV is given by Eq.~17! andnV•nV,s is given by Eqs.
~10!, ~15! and ~16!. Furthermore, to ordervV /c0 , the for-
mula for nV•nV,s is given by Eq.~19!, and consideration of
the important case of backscattering, following Eq.~19!, still
holds. Thus, we have rigorously shown that for the model of
an atmosphere as two homogeneous layers in relative mo-
tion, the sound scattering cross-sections exactly coincides
with s for a particular case of a stratified moving atmosphere
considered in Sec. I D.

C. Comparisons among results

Let us now compare Eqs.~4!, ~10!, and~15!–~19! for s
with analogous equations from Refs. 1 and 6.

In Ref. 1, the equation fors coincides with Eq.~4! while
kV and nV•nV,s are calculated to ordervV /c0 . The corre-
sponding equations coincide with Eqs.~18! and ~19!. Thus,
the present analysis has shown that, under the assumptions
and approximations made in Ref. 1, all calculations are cor-
rect. Reference 1 shows no change in backscattering due to
wind velocity vV . This is in complete agreement with the
discussion following Eq.~19!.

In Ref. 6,nV•nV,s andkV are calculated to any order in
vV /c0 . Equation~4! for s coincides with Eq.~25! from Ref.
6 with one difference. In Ref. 6,kV is given by Eq.~18!,
rather than by Eq.~17!. The reason for this is the assumption
made in Ref. 6 that the sound frequency as observed in the
comoving coordinate systemK1 remains unchanged across
the interface. This is correct only if the interface is moving
with the velocitywV in the ground-fixed coordinate systemK
and is not correct if the interface is at rest. IfwV50, Eqs.
~17! and ~18! are equivalent.

The equation fornV•nV,s in Ref. 6 @Eq. ~21! from Ref.
6# coincides with Eqs.~10!, ~15! and ~16! if wV50 and
differs from them ifwVÞ0 for the same reason. Figures 3
and 4 from Ref. 6 show the angular dependence ofsv and
sT . Since these figures are obtained for the casewV50, they
would agree with those obtained from Eqs.~4!, ~10! and
~15!–~17!. So it is a valid and interesting consequence of
these equations that there is a change in apparent back-
scattering in a moving atmosphere in comparison to the case
vV50. This effect is of ordervV

2/c0
2 .

It should be noted that the formula fornV•nV,s obtained
in Ref. 6 @see Eq.~21! from Ref. 6# was not compared with

that obtained in Ref. 1@see Eq.~25! from Ref. 1#. Compari-
son reveals that, to ordervV /c0 , Eq.~21! from Ref. 6 exactly
coincides with Eq.~25! from Ref. 1 if wV50. Therefore, in
this case, neither Eq.~21! from Ref. 6 nor Eq.~25! from Ref.
1 satisfy nonreciprocity for backscattering.

IV. CONCLUSIONS

We have derived the equation for the sound scattering
cross-sections in a stratified moving atmosphere with arbi-
trary profiles of the adiabatic sound speedc(z) and the wind
velocity vectorv(z). It is shown thats depends on the val-
ues ofc andv at the source-receiver height and the height of
the scattering volume, and does not depend onc and v in
regions between these heights.

Using the derived equation fors, we have numerically
studied the effects of atmospheric stratification on the sound
scattering cross-section. We have shown that the difference
Dc in the adiabatic sound speed between the source-receiver
height and the height of the scattering volume does not prac-
tically affectsT andsv for the apparent scattering anglesQ0

close to 180°, but can affectsT andsv for Q0,110°. Fur-
thermore, we have shown that a finite valueuV of the hori-
zontal component of the wind velocity vector can signifi-
cantly affectsT for scattering anglesQ0,110°, andsv for
Q0,110° and Q0'180°. We have also shown that for
moderate horizontal wind and relatively large values ofCv

2 ,
wind velocity fluctuations can contribute significantly to the
backscattering cross-section.

This numerical analysis allows us to conclude that, for
many geometries and even moderate values ofDc and uV ,
the existing monostatic and bistatic techniques for acoustic
remote sensing ofCT

2 and Cv
2 should use correct Eqs.~4!,

~8!–~11! and ~14! for s rather than Eqs.~1!–~3! used in the
literature.

Finally, using a rigorous approach, different from those
in Refs. 1 and 6, we have derived the equation for the sound
scattering cross-sections and the formulas fornV•nV,s and
kV for a model of a stratified moving atmosphere as two
homogeneous layers in relative motion. Our approach has
allowed us to check results obtained in Refs. 1 and 6 and to
compare these results.

All calculations and conclusions made in Ref. 1 are cor-
rect to the order ofvV /c0 assumed in the paper. All results in
Ref. 6 are also correct ifwV50. However, forwVÞ0, equa-
tions for nV•nV,s and kV in Ref. 6 and hence the resulting
equation fors are correct only if the interface between the
two homogeneous layers is moving vertically with the veloc-
ity wV and are not correct if the interface is at rest. The
difference in the predicted sound backscattering in Refs. 1
and 6 is explained by the difference in accuracy invV /c0 to
which the dot productnV•nV,s is calculated in those papers.
Formula ~10! for nV•nV,s5cosQ reveals nonreciprocity of
sound propagation in a moving medium, well known in the
literature. However, to the order ofvV /c0 and for sound
backscattering, this formula reduces to Eq.~19! which
does not satisfy nonreciprocity. The same result follows from
Ref. 1.

3124 3124J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Ostashev et al.: Sound scattering cross-section



ACKNOWLEDGMENTS

This material is partly based upon work done by V. E.
Ostashev, G. H. Goedecke and R. Wood that was supported
by the U.S. Army Research Office under Contract Nos.
DAAH04-95-1-0593, DAAG55-97-1-0178 and DAAG55-
98-1-0463. We also thank Z. Ye for his cooperation in clari-
fying some issues concerning Ref. 6 and the Associate Editor
Louis Sutherland for his suggestions in writing the present
paper.

1S. F. Clifford and E. H. Brown, ‘‘Acoustic scattering from a moving
turbulent medium,’’ J. Acoust. Soc. Am.55, 929–933~1974!.

2S. P. Singal, ‘‘Acoustic sounding stability studies,’’ inEncyclopedia of

Environment Control Technology. Vol. 2: Air Pollution Control~Gulf
Publishing, Houston, 1989!, pp. 1003–1061.

3A. S. Monin, ‘‘Characteristics of the scattering of sound in a turbulent
atmosphere,’’ Sov. Phys. Acoust.7, 370–373~1962!.

4V. E. Ostashev,Acoustics in Moving Inhomogeneous Media~E & FN
SPON, An Imprint of Thompson Professional, London, 1997!.

5E. H. Brown and F. F. Hall, ‘‘Advances in atmospheric acoustics,’’ Rev.
Geophys. Space Phys.16, 47–110~1978!.

6Z. Ye, ‘‘Sound scattering from a moving turbulent medium,’’ J. Acoust.
Soc. Am.102, 752–758~1997!.

7V. E. Ostashev, ‘‘Theory of sound propagation in an inhomogeneous
moving medium~Review!,’’ Izv., Acad. Sci., USSR, Atmos. Oceanic
Phys.21, 274–285~1985!.

8G. V. Groves, ‘‘Geometrical theory of sound propagation in the atmo-
sphere,’’ J. Atmos. Terr. Phys.7, 113–127~1955!.

9E. T. Kornhauser, ‘‘Ray theory for moving fluids,’’ J. Acoust. Soc. Am.
25, 945–949~1953!.

3125 3125J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Ostashev et al.: Sound scattering cross-section



Continuous monitoring of fish in a shallow channel using a fixed
horizontal sonar
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An acoustic monitoring program of herring migration in Drogden channel, near Copenhagen,
Denmark was conducted from June 1996 until the end of May 1997. Fixed 100-kHz side-looking
sonars provided nearly continuous surveillance in a 1-km-wide by 12-m-deep navigation channel.
Water temperature, salinity, and current profiles were simultaneously monitored at this site. The
sonars were positioned to insonify regions near the seabed at ranges up to 800 m, such that the
typical reverberation was due to low-grazing angle seabed backscatter. It was found that under
normal, weakly stratified flow conditions, fish schools attributable to herring~Clupea harengus!
were observed from the 50- to 500-m range. This could be done despite interference from the dense
vessel traffic, specifically direct echoes from hulls, propeller cavitation noise, and bubbly wakes. At
close ranges~,150 m! hyperbolic trajectories attributable to individual herring were observed, with
horizontal advection speeds in close agreement with measured current magnitudes. It was further
observed that occasional intrusions of saline bottom waters created strong upward-refracting
conditions that significantly limited the range for fish school detection. Ray-tracing analysis is used
to define the insonified areas and describe the backscattered reverberation under normal and
stratified flow conditions. It is shown using simulations of fish-school echoes that seabed-reflected
multipaths can create an upward bias in fish-school densities calculated using echo-integration
techniques. ©1999 Acoustical Society of America.@S0001-4966~99!01806-8#

PACS numbers: 43.30.Gv, 43.30.Sf@DLB#

INTRODUCTION

Side-looking sonars offer many advantages for long-
term monitoring of fish populations in shallow estuaries and
channels. In shallow waters~depths;10 m!, conventional
vessel-based echo-sounding operations are generally limited
due to the small sampling volumes beneath the ship, vessel
avoidance behavior by the fish, and operational difficulties in
maintaining continuous coverage, especially under adverse
weather conditions. In contrast, fixed horizontal sonar instal-
lations have the capability for fish detection at ranges many
times that of the water depth, in essence creating anacoustic
net through which migrating fish must pass. With appropriate
instrument maintenance and methods for handling the large
quantities of data created by such systems, continuous sur-
veillance can be sustained. This paper describes the imple-
mentation of and examines some results from a year-long
monitoring program using 100-kHz sidescan sonars in a
shallow, 1-km-wide navigation channel near Copenhagen,
Denmark.

Beginning in the 1960’s, work reported by Weston, Re-
vie, Andrews, and others~1971, 1989, 1990! demonstrated
long-range~up to 65 km! monitoring of fish populations us-
ing a high-power military sonar installation near Perranporth
~England!. Since then, several vessel-based surveys in the
open ocean have demonstrated fish detection and biomass
estimation at intermediate ranges~Rusbyet al., 1973; Hewitt
et al., 1976; Misund, 1993; Misundet al., 1995!. These long-

and intermediate-range studies, while demonstrating the sen-
sitivity of fish detection to the acoustic propagation condi-
tions, were conducted in deep waters and thus were relatively
immune to bottom reverberation effects. More recently, the
use of short-range horizontal sonars for fish detection in riv-
ers and lakes has been gaining acceptance~e.g., Gaudet,
1990; Kubeckaet al., 1994!. However, in many of these riv-
erine or lake applications, reverberation from surface and
bottom boundaries has been specifically avoided by careful
sonar-beam steering and restricting the measurement range
~typically ,20 m!. Problems with this approach are that the
fish targets are commonly found very close to the boundaries
~especially the bottom! and a greater sampling range is de-
sirable. Extending the insonified range and probing close to
the boundaries necessarily invites backscattered interference
and reflection focusing effects. However, recent work
~Trevorrow, 1997; Trevorrow and Claytor, 1998! has shown
that under typical shallow-water conditions, fish echoes can
be resolved relative to the background reverberation, with
some limitations imposed under breaking wave conditions
and by vessel wakes.

The purpose of this project was to monitor herring~Clu-
pea harengus! migration through the Drogden channel dur-
ing the construction of a bridge and tunnel connecting
Copenhagen, Denmark, and Malmo¨, Sweden@see Fig. 1~a!#.
In particular, it was desired to investigate any impacts on fish
migration behavior caused by dredging operations. This
channel lies at the southern end of a body of water known as
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the Øresund, connecting the Kattegat with the Baltic Sea.
Herring are known to migrate into the Baltic for spawning
during both the spring and autumn periods, returning to the
Kattegat and North Sea for feeding and over-wintering
~Nielsen, 1996!; however, the relative numbers of herring
choosing Drogden rather than the shallower Flinte channel
on the Swedish side are unknown. The data presented here
were taken as part of a ongoing acoustic monitoring program
started in the summer of 1996, which is only one part of an
extensive environmental control program conducted during
the bridge and tunnel construction by the Danish and Swed-

ish authorities. After executing a pilot project during the
winter of 1995, this acoustic monitoring program was started
in June of 1996. A unique feature of this project was the
continuous monitoring of water temperature, salinity, and
current profiles alongside the sonar installations. This en-
abled a more complete investigation of the environmental
influences on both acoustic propagation and herring migra-
tion behavior. In this paper, we will focus on results col-
lected during the spring herring migration season in March
and April of 1997. Examples of herring schools detected
above the background seabed reverberation will be shown.
Also, examples of abrupt changes in acoustic propagation
conditions induced by occasional saline bottom-water intru-
sions will be investigated. Finally, some acoustic modeling
of reverberation and fish detection will be performed to ex-
plain the observations.

I. DESCRIPTION OF INSTRUMENTATION AND
MONITORING PROGRAM

The herring monitoring program was conducted across
the Drogden navigation channel between Amager and
Saltholm@see Fig. 1~a!,~b!#. The sonar was installed on the
western edge of Drogden channel, approximately 150 m east
of the Nordre-Røse lighthouse. This location was near the
narrowest part of the main channel, which was approxi-
mately 1 km wide by 11 to 14 m deep. There were 500-m-
wide shallows~2 to 5 m deep! on either side of this main
navigation channel. The sonar installations were focused on
the deeper, main channel because the herring were assumed
to avoid the shallows. Two 100-kHz sidescan transducers
~separate transmit and receive! were mounted on a tripod 1.2
m above the seabed in an overall water depth of 10.2 m. The
sidescan transducers~EDO/Western model 6400! had fan-
shaped beams 3 by 60 deg~total angle to23 dB!. The sonars
were mounted vertically, such that their wide-beam axes
were horizontal, and were pointed eastward, perpendicular to
the navigation channel. The transducers were attached to a
leveling mechanism on the tripod, which was operated by
scuba divers using a spirit level during the installation. A
180-m-long underwater cable connected the sonars to the
data acquisition system inside the lighthouse.

The data acquisition system was housed inside the
Nordre-Røse lighthouse. It was comprised of a BioSonics
model 101 sonar transceiver, two networked personal com-
puters~PCs!, and a radio–modem for telemetering data back
to the onshore base station. One of the PCs was used for data
acquisition and processing, while the other acted as a server
and controller for the radio–modem. The sonar receiver pro-
vided a 20 log@r# time-variable gain~TVG! compensation
followed by mix-down to an 8-kHz carrier and amplitude
detection. The amplitude-detected signal was sampled at
1000 samples per second~0.74-m spatial sampling resolu-
tion! using a PC-based analog to digital converter with 16-bit
resolution. A pulse length of 2 ms was used, yielding an
acoustic resolution of 1.45 m, transmitted at a rate of 1 ping
every 2 s. The data-acquisition PC processed the digital data
in real time, generating images of backscattered intensity
versus range and time. Images composed of 800 pings cov-
ering 26.7 min were then telemetered to the base station. The

FIG. 1. ~a! Map of Denmark and Sweden with location of the O” resund.~b!
Close-up on Drogden Channel showing locations of sonar~circle!, ADCP
~square!, and thermistor-conductivity sensor~cross! installations, and ap-
proximate dimensions of the sonar beam. Diamond symbol is Nordre-Røse
lighthouse.

3127 3127J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 B. Pedersen and M. V. Trevorrow: Fish monitoring in a shallow channel



raw data was normally purged a few h after processing.
However, during March and April of 1997 most of the raw
digital data were stored to enable later detailed analysis. The
images were reviewed on a weekly basis together with the
environmental data. Finally, the results of the review and
interpretation of the echograms were distributed to the envi-
ronmental monitoring agencies.

Prior to deployment, the complete sidescan system was
calibrated utilizing as reference the backscatter from
Tungsten-Carbide target spheres~following Vagle et al.,
1996!. Separate calibration runs with three different sphere
radii ~19.05, 20.00, and 21.50 mm! were performed. The
target spheres were suspended at several ranges from 5 to 15
m along the main axis of the transducer beam. Echo intensi-
ties were averaged over 200 transmissions. By comparing the
calibration results from the three spheres at multiple ranges,
the accuracy in target strength measurements was estimated
as 60.5 dB. The transducer beam pattern was provided by
the manufacturer and additionally verified within situ tests.
Then, including the calibration results, the estimated acoustic
target strength~ETS, in dB! within 0.74-m range cells cen-
tered at range,r, can be given by the well-known sonar equa-
tion ~e.g., Clay and Medwin, 1977!

ETS5K120• log10@A~r !#2TVG~r !

140• log10@r #12•a•r , ~1!

whereK is the calibration coefficient~which includes trans-
mit power, transducer sensitivity, waveform detection, and
A/D conversion factors!, A(r ) is the echo amplitude in digi-
tal counts~sampled at 1 kHz and using a 2-ms-long pulse!,
TVG(r ) is the receiver time-varying gain in dB, anda is the
acoustic absorption in seawater~0.02 dB•m21 at 100 kHz
under these water conditions!.

Another important characteristic of the sonar system is
the limitations imposed by systemic noise. As will be shown
later, this noise imposes some limits on detection of schools
at longer range. There are two types of noise voltages:~i!
transducer preamplifier and cable noise~i.e., pre-TVG!, with
amplitudeV0 , and~ii ! digitization noise with amplitudeV1 .
An overall noise threshold can then be taken as the incoher-
ent sum of the time-averaged noise root-mean-square volt-
ages, i.e., as

VN
2 ~r !5^V0

2&•10@TVG~r !/10#1^V1
2&, ~2!

where ^ & denotes time-averaging. This can be easily con-
verted to digital counts,A(r ), and substituted back into Eq.
~1! to calculate a noise threshold in ETS space. Fromin situ
measurements, the values of

A^V0
2&

and

A^V1
2&

were determined to be 0.85 and 10 mV, respectively.
A series of thermistor and conductivity~T/C! sensors

and an acoustic Doppler current profiler~ADCP! were in-
stalled near the lighthouse. The data from this measuring
system were made available through the general environ-

mental monitoring program. The position of the T/C chain
and the ADCP are shown in Fig. 1~b!, and the T/C mooring
is visible in the sonar data as a discrete target near 25 m
range. On the T/C mooring, temperature and conductivity
were measured at five depths: 2.9, 4.4, 5.6, 7.4, and 9.0 m,
respectively. On the ADCP mooring, there was an additional
T/C measuring point at 10.6 m depth. These sensors were
sampled continuously at 30-min intervals.

The Drogden channel waters were characterized by ei-
ther a northward flow of relatively fresh Baltic Sea water or
a southward flow of more saline water from the northern
Øresund and the Kattegat. These flow regimes were not
dominantly tidal, but driven by wind forcing and seasonal
fluctuations. Figure 2 presents surface and bottom salinity
and along-channel~north–south! current data for March and
early April, 1997. Although the temperature of both water
types was similar~between 2.5 °C and 4.0 °C during March!,
the typical salinity of the Kattegat water was 25 psu as com-
pared to the outflowing Baltic Sea water near 10 psu. Under
normal flow conditions, the waters were relatively homoge-
neous in both temperature and salinity. However, during
transition periods between the flow regimes or during very
weak Baltic outflows, a stratified two-phase flow regime
sometimes occurred. These events are clearly evident in Fig.
2 as large differences between surface and bottom salinity,
for example on 1, 6, and 8 March and 9 and 14 April. The
acoustic implications of these changes in flow regimes will
be discussed in the next two sections.

II. EXAMPLE DATA

The most straightforward~although time-consuming!
method for processing the many months of continuous sonar
data is visual inspection. Human pattern-recognition skills
are superior to any computer-processing system in existence
today. Interpretation of the echograms is basically an
experience-based process, whereby prototypical patterns and
signatures are recognized against the nominal background
reverberation. What follows are examples and descriptions of
common target patterns.

FIG. 2. Surface and bottom water salinity and along-channel current versus
time from Drogden channel 1 March to 15 April 1997.
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Figure 3 shows a typical echogram that contains many
of the important observational features. The raw echo inten-
sities were converted to target strength~TS! values using Eq.
~1!. Several fish schools and the acoustic signatures from
four ships are shown, all of which are recognized by their
transient behavior relative to the nominally time-invariant
seabed backscattering. The constant-range bands from 40 to
220 m are due to backscatter from the seabed sediments, and
these were moderately time-invariant under typical flow con-
ditions. The disappearance of seabed reverberation near 220
m range marks the edge of a roughly 100-m-wide by 3-m-
deep gully in the channel bottom. The thin, high-intensity
line at 25 m is the echo from the T/C mooring and its sub-
surface float.

Figure 3 shows several fish schools fish traversing the
acoustic beam, with the most prominent near 160 m range.
Gill net surveys conducted in this region during March and
April 1997 ~and in previous years, Stæhr, 1997! confirmed
that schools of this size migrating at this time of year were
herring. Note that these herring schools were clearly detect-
able above the background reverberation from the seabed,
with echo intensity up to 20 dB above the background. The
largest school is roughly 20 m wide with duration in the
beam of roughly 180 s. If this school is assumed to be ap-
proximately circular in plan form, the duration-in-beam at
this range suggests an advection speed past the sonar of
1.1 m•s21. At this time the current was,10 cm•s21 in a
transition from southward to northward flows; thus, the fish
were swimming rapidly. Assuming a typical herring-school
density of 5 fish per m3 ~Misund, 1993!, a cylindrical school
of diameter 20 m and height 8 m~two-thirds the water depth!
would be composed of roughly 12 600 individuals. Note that
with the horizontally wide beam it is impossible to extract
the true school shape, but this beam geometry has certain
advantages for echo integration~discussed below!. Similar-
sized herring schools were observed from 50 to 500 m range,
generally during daylight hours, throughout March and
April.

Major interference from ship wakes was regularly
present, as Drogden channel is a busy traffic lane, averaging
approximately 1 ship every 20 min both day and night. The
traffic management scheme placed southbound vessels

nearer the sonar~250 to 400 m range! while northbound
vessels traveled the far side of the channel. These ship tracks
had several common interference characteristics. First, for
larger, deep-draft vessels there was a direct echo from the
hull and a resultant shadowing of any fish or bathymetric
targets behind them. As a result of the ship traversing the
horizontally wide beam nearly perpendicular to the main
axis, these direct reflections appeared as hyperbolic trajecto-
ries on the echograms. At a given range, the time for the ship
to cross the sonar beam is inversely proportional to its speed.
Also commonly observed as the ship’s propeller crossed the
beam axis was an intense noise event assumed to be caused
by cavitation. Following the passage of the ship, intense,
constant-range backscattering regions were observed due to
the injection of small air bubbles within the vessel wakes.
These wake bubbles were presumably created by breaking of
the ship’s bow, quarter, and stern waves. These wakes dissi-
pated as the air bubbles either rose to the surface or dis-
solved, a process which typically required 6 to 10 min~see,
Trevorrowet al., 1994!. Finally, newly created wakesshad-
owed acoustic backscatter from behind them due to the
strong acoustic absorption within the wake bubble clouds.
All these features are seen in Figure 3 for the ship trajectory
and wake centered at 11 min, 225 m. Smaller, slower vessels
with minimal wakes~yachts! were commonly observed on
weekends.

For individual herring, the target strength~TS, defined
as 10 times the common logarithm of the backscatter cross
section! at dorsal incidence is a well-known function of
length, i.e., using an empirical relation as TS~dB!
520 log(L)271.9 ~Foote, 1987! for 38-kHz echo-sounders.
Assuming a geometrical scattering regime~implicit in this
empirical relation!, the herring TS at 100 kHz is the same.
This frequency-independent TS relation is consistent with
results found by Degnbolet al. ~1985! for herring and sprat
in the Kattegat and Baltic. Results from gill net surveys con-
ducted in the Øresund during March and April, 1997 found a
mean herring length of 25.9 cm~Stæhr, 1997!, which corre-
sponds to a TS5243.6 dB at dorsal incidence. In this situa-
tion, the herring can be assumed swimming along the chan-
nel perpendicular to the sonar beam; thus, they were
insonified at lateral incidence. Unfortunately, the acoustic
target strength for herring at other incidence directions has
not been reported. However, empirical results from a large
number of fish species~including clupeoids! compiled by R.
Love ~1977! revealed that the lateral incidence TS was 1.5
dB higher than the dorsal incidence value. Thus, the ex-
pected mean TS for these Øresund herring at lateral inci-
dence was242.1 dB.

The ETS of the herring schools shown in Fig. 3 was
significantly higher than the seabed reverberation levels, as
shown in Fig. 4 by a comparison between a short-duration
profile through herring school #1~from Fig. 3! and the back-
ground reverberation. Over most of the insonified range, the
short duration profile is nearly identical to the background
reverberation. However, in the range from 153 to 173 m, the
herring school appears as an intensity anomaly up to 22 dB
above the background reverberation. The peak ETS was near
213.8 dB. This herring-school profile was taken at the time

FIG. 3. Estimated target strength versus range and time starting 0853UT, 5
April 1997, showing fish schools~triangles 1–4! and vessel wakes~circles
5–8!.
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of closest approach, so that the school lies near the main
beam axis. Given the beam dimensions at this range~ap-
proximately 180 m wide by 8 m high! it can be reasonably
assumed that the entire herring school lies near the main axis
of the sonar beam, and certainly within the23-dB points.
Note that this herring school would be less visible if located
at either closer range~e.g., near 80 m! where the seabed
reverberation was stronger, or at greater range~.200 m!
where the background systemic noise level was higher. The
background reverberation curve is important as it defines a
range-dependent threshold for echo-integration analysis.
Specifically, an integration region for the herring school can
be defined where the ETS is more than 3.0 dB above the
background reverberation~i.e., in this example, from 153 to
173 m range!. Thus, the total number of herring in the
school,N, can be calculated using

N5E
school

100.1•~ETS-TS!
•dr, ~3!

wheredr is the range increment~in this case 74 cm!, and the
integral is evaluated only when the TS threshold is exceeded.
Note that this calculation ignores acoustic absorption by the
fish within the school and assumes that the entire school is
located within the horizontally wide beam at the time of the
profile. Thus, in this example the integrated number of her-
ring contained in this averaged profile is 13 600, which is in
agreement with the earlier rough estimate based on assuming
the school to be cylindrical with a packing density of 5 per
m3.

At close range~,150 m!, individual trajectories attrib-
utable to non-schooling fish were observed, as shown in Fig.
5. Swarms of such traces were generally seen in conjunction
with saline intrusion events~as in this present example!
when the seabed reverberation was minimal or absent due to
upward refracting conditions. Similarly to the ship trajecto-
ries, these fish traces exhibited a distinctive hyperbolic shape
on this range vs time display, i.e., as

r 25r 0
21u2~ t2t0!2,

wherer is the range from sonar,u is the swim speed perpen-
dicular to the sonar axis, andt is time, with r 0 and t0 the

point of closest approach. By fitting this functional form to
the observed trajectories, the along-channel swimming
speeds relative to the fixed sonar installation could be esti-
mated. This was accomplished through computer-aided vi-
sual identification~using a computer mouse! of the target
trajectories on range versus time echograms. Note that this
method alone can not distinguish thedirection of fish mo-
tion. During the time period of Fig. 5, there were 101 clearly
identifiable trajectories observed from 20 to 100 m range,
with a mean advection speed of 0.4960.04 m•s21. At this
time the current was 50 cm•s21 southward, so the fish were
most probably drifting southward with the current. This con-
clusion was strengthened by a close agreement of the fish
advection speed and ADCP current magnitude over a 48-h
period on 15 and 16 March~see Fig. 6!. Note that contrary to
expectations, the individual fish targets were observed during
both daylight and night periods and during flows in both
directions along the channel. Furthermore, the echo ETS at
the point of closest approach~generally the maximum! cor-

FIG. 4. Profile of estimated target strength versus range through the herring
school #1 in Fig. 3, compared with the background reverberation and noise
level. Profile through the herring school is averaged over 15 transmissions
~30 s! while background reverberation is averaged over 300 transmissions
~10 min!. Noise level calculated from Eqs.~1! and ~2!.

FIG. 5. Estimated target strength versus range and time starting 1457UT, 15
March 1997 showing hyperbolic trajectories due to individual fish drifting
through beam.

FIG. 6. Comparison of along-channel current magnitude~from ADCP at 6
m depth! with fish target advection speeds over a 48-h interval starting 15
March 1997. Fish speeds estimated from hyperbolic trajectories averaged
over 26.7-min blocks and ranges from 20 to 100 m. Top panel shows num-
ber of fish trajectories from 20 to 100 m range, normalized to hourly inter-
vals. Current direction labeled along bottom axis.
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responded to the fish located horizontally near the main axis
of the sonar beam, where the horizontal beam deviation loss
was negligible. For over 600 targets examined on 15 March,
the closest-approach ETS was approximately log-normal dis-
tributed with mean of243.2 dB and standard deviation of
5.6 dB. Note the potential for some of these targets to be
located on the fringes of the vertically narrow sonar beam,
both above and beneath, especially at close range. Thus, this
closest-approach ETS was an underestimate of the true fish
TS, which can only be extracted through the use of some
kind of beam-pattern compensation technique. However, the
magnitude of this uncompensated ETS strongly suggests that
these targets were individual herring~or herring-sized fish! in
dispersed mode.

Abrupt changes in acoustic propagation conditions were
observed during occasional stratified flow conditions in
March and April, 1997~see Fig. 2!. The normal, relatively
unstratified conditions were characterized by slightly
downward-refracting sound-speed profiles induced by weak
temperature gradients. Thus, under normal conditions the so-
nar insonified a confined region near the bottom of the chan-
nel, such that the acoustic background was dominated by
seabed backscattering. However, the transition flows were
characterized by strongly upward-refracting sound-speed
profiles, with sound-speed differences sometimes exceeding
10 m•s21 between bottom and surface. This allowed strong
surface backscattering regions to appear at 150 to 300 m
range, and created acoustic shadow zones where fish detec-
tion was not possible. The transition between unstratified and
stratified flow conditions occurred rapidly, typically requir-
ing less than 15 min.

Figure 7 shows a typical echogram during one of these
transition events. Before the transition occurred, the acoustic
reverberation from 60 to 240 m range was dominated by
seabed backscattering. This bottom scattering was nominally
time invariant. After the transition to upward-refracting, the
dominant backscattering was now from the water surface,
with the first convergence region roughly 40 m wide but
varying temporally at ranges from 150 to 300 m. Note fur-
ther examples of the individual fish trajectories discussed
above. Figure 8 compares averaged background reverbera-
tion curves for the two cases. At ranges up to 120 m, the
saline intrusion case gave reduced background scattering lev-

els because of the lack of any seabed interaction. Beyond
150 m range the sea-surface backscattering in the saline in-
trusion case became dominant. By comparison with the fish
school ETS signature in Fig. 4, it is clear that the level of this
sea-surface backscatter beyond 150 m range was sufficient to
obscure the echoes from any fish schools present.

III. DISCUSSION OF PROPAGATION AND
REVERBERATION

At this location, the potential for surface and seabed
reflections and acoustic refraction due to water stratification
adds important acoustic propagation effects that must be in-
cluded in any quantitative estimates of herring biomass. The
bottom and surface boundaries create a kind ofreflective
acoustic waveguidewhich has the potential for increasing
the backscattered amplitude and increasing theeffective
pulse length of the echo relative to an unbounded medium. In
this particular situation, the use of a relatively long transmit-
ted pulse and the fact that herring schools are composed of
multiple closely spaced targets implies that the direct and
reflected multipaths from each fish target are generally not
separable. This complicates the use of integrated echo-
intensity information for quantitatively estimating numbers
of herring in each school. Furthermore, as has been shown
above, certain flow conditions create acoustic refraction ef-
fects that significantly limit fish detectability at longer
ranges.

Owing to the sharp contrast in acoustic impedance be-
tween air and water, the specular acoustic reflections from
the sea surface will suffer only small losses at all angles of
incidence. Similarly, for the relatively hard, limestone sedi-
ments found in Drogden channel, low-grazing angle~,10
deg! reflections will have similarly low losses. This follows
from the fact that for sediments with a bulk sound speed
greater than seawater, as is the case here, there exists a criti-
cal grazing angle for total reflection, given by arccos@cw

•cs
21#, where cw is the sound speed in water~nominally

1435 m•s21!, andcs is the sound speed in the sediments. At
this location, the nominal sediment sound speed lies near
1800 m•s21, yielding total reflection for grazing angles,37

FIG. 7. Estimated target strength versus range and time starting 0403UT, 15
March 1997, showing transition from normal to stratified flow regimes. FIG. 8. Comparison of time-averaged estimated target strength versus range

for normal and stratified flow regimes. Data taken starting 0325UT and
0525UT on 15 March 1997. Each curve averaged over 800 transmissions
~26.7 min!. Noise level calculated from Eqs.~1! and ~2!.
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deg. Clearly, there will be small bottom reflection losses~,3
dB! due to sediment roughness effects not included in the
simple two-layer result used above.

For 100-kHz sonars, it is appropriate to model acoustic
propagation using ray-tracing analysis. In the simplest form,
ray tracing can graphically display the propagation and
boundary interactions for afan of beams launched from the
transducer. More quantitatively, given the source and target
locations, bathymetry versus range along the beam axis, and
a sound-speed profile, a ray-tracing program can calculate
the ray trajectory, times of arrival, launch and arrival angles,
and amplitudes for all the possibleeigenraysconnecting the
source and target. Note that for the case of targets lying
outside the beam and/or with a nonuniform sound-speed pro-
file, it is possible to have no valid eigenrays. Although more
sophisticated models exist, for this first attempt at applying
acoustic-propagation modeling to fishery problems we chose
a simplified model. Thus, we assumed no range dependence
other than bathymetry, zero surface reflection loss, and bot-
tom reflection losses given by simple two-layer reflection
theory, with a 2-dB loss at grazing angles below critical.

Figure 9 shows a ray-tracing calculation for the normal,
moderately homogeneous flow regime, which can be directly
compared to the background reverberation curves shown in
Figs. 4 and 8. In this situation, the vertically narrow acoustic
beam is confined near the seabed by mild downward-
refracting conditions. This allows low grazing-angle back-
scatter from seabed sediments from approximately 50 to 200
m. The seabed backscatter then abruptly stops at the edge of
a deeper subchannel roughly 100 m wide by 3 m deep. The
seabed backscattering then mildly increases again after 300
m as the rays begin to graze the seabed again on the far side
of the sub-channel. However, the density of rays hitting the
seabed beyond 300 m range is significantly less than for the
50 to 200 m region; thus, the levels of seabed reverberation
should be less. All these reverberation features qualitatively
found in the ray trace can be observed in the actual rever-
beration curve shown in Fig. 8. It is clear that fish targets
swimming between the surface and 2 to 6 m depth, espe-
cially nearer to the transducer location, will not be insonified

and thus not detected. Also, fish within the deeper subchan-
nel will similarly be undetectable. However, this ray-tracing
analysis shows that a substantial proportion of the channel
cross section is insonified at ranges up to 500 m and beyond.

Figure 10 shows another ray-tracing simulation for the
stratified, upward-refracting flow regime. Again, this ray
tracing can be directly compared with the observed back-
ground reverberation curve for the saline intrusion flow con-
ditions displayed in Fig. 8. In this case, the vertically narrow
beam is refracted upwards, intersecting the surface from 130
to 230 m range. This surface intersection creates relatively
strong backscatter reverberation from surface roughness and
potentially from near-surface plumes or layers of air bubbles
created by breaking waves~if present!. Beyond 200-m range,
the acoustic beam is then reflected off the surface and down
into the stratified flow region again, with a second surface
convergence region produced beyond 500-m range. It is clear
that under these flow conditions, extensive areas of the chan-
nel cross section are not covered, especially near the bottom
where the fish are expected to migrate.

The quantitative effects of this shallow-water reflective
waveguide can be extracted from the ray-tracing results by
generating synthetic target echoes. This was accomplished
by propagating 2 ms by 100-kHz pulse replicas out and back
along all possible combinations of the eigenrays. The pulse
amplitudes along each eigenray, which include the effects of
refraction and bottom loss, were further corrected for trans-
mit and receive transducer beam-pattern effects, with added
acoustic absorption losses proportional to the path length.
The 100-kHz sidescan transducer-beam pattern closely ap-
proximated a rectangular source~see, e.g., Clay and Medwin,
1977 for evaluation!, such that rays launched or arriving at
angles outside of63 deg were significantly attenuated and
thus ignored. The multiple subechoes from a single target
were thencoherentlyadded together, taking into account
their differing arrival times, to generate a single-target wave-
form. To extend this simulation to a herring school, the
single-target waveforms for multiple targets in a closely
spaced cluster werecoherentlyadded together. Specifically,
a coherent-cluster waveform was synthesized for 24 targets

FIG. 9. Ray-tracing simulation with
sound-speed profile for normal~un-
stratified! flow regime. Paths for 21
rays covering63.0 deg from horizon-
tal are shown.
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spaced 20 cm vertically from 6.2 to 10.8 m depth near 160 m
range under the normal flow conditions~i.e., simulating the
herring school examined in Fig. 4!. Note that, for the saline
intrusion case, there were no valid eigenrays for targets at
this location. In this example, there were two eigenrays con-
necting the source and the target cluster, a direct path and a
seabed-reflected path. Thus, there were four possible two-
way combinations between the source and each target. The
effect of adding this seabed-reflected eigenray was to in-
crease the maximum echo amplitude by roughly 50% and to
increase the overall echo length by roughly 50ms. Note that
in estimating the averaged echo from a real herring school,
the echoes from individual fish can be assumed to addinco-
herently. Thus, to correctly model incoherent echo summa-
tion, the root-mean-square signals from 200 separate
coherent-cluster simulations were averaged together. For
each cluster simulation, the spatial phase of each of the 24
targets was randomized by 2p. Mimicking the sidescan data
acquisition process, the root-mean-square sampling interval
was 1 ms.

The net quantitative effect of this multipath enhance-
ment can be found through echo integration@as in Eq.~3!# of
the resultant root-mean-square synthetic waveforms. Specifi-
cally, the ratio of integrated number of targets estimated for
the case of both direct and bottom-reflected paths relative to
the direct path only was calculated over the range interval
153 to 173 m. The averaged multipath enhancement ratio
was then 1.460.1 (mean6standard deviation). As a check,
the resulting averaged target density using only the direct
path simulations was 24.62.6 targets. Thus, these simula-
tions suggest that for a herring school located near 160 m
range under these flow conditions, the total number of her-
ring in the school will be overestimated by 43%. For the
herring school discussed in Fig. 4, this reduces the apparent
total number of fish from 13 600 to 9500.

IV. DISCUSSIONS AND CONCLUSIONS

Review of the many months of 100-kHz sidescan data
from Drogden channel uncovered many clear examples of

herring schools, mostly observed during the fall migration
season in September and October, and again in the spring
from February to April. These herring schools were recog-
nized by a combination of their greater echo strength and
transient behavior relative to the nominally invariant back-
ground seabed reverberation. Quantitative analysis demon-
strated a 15 to 20-dB~typical! detection signal to reverbera-
tion ratio under normal flow conditions. Herring schools
were observed at horizontal ranges up to 500 m. The long-
range limit was imposed by increasing levels of systemic
noise, which can presumably be improved through the use of
more sophisticated sonar electronics. Additionally, interfer-
ence from vessel traffic in the channel was common.

Perhaps the major advantage of this semiautomated sys-
tem was the potential for sustained, 24-hour-a-day surveil-
lance covering a significant portion of this herring migration
channel. Due to a combination of equipment breakdowns and
power supply problems at the lighthouse, the sonar system
was only operational 60% of the time between June 1996
and February 1997. However, between 21 February and 30
May 1997 the sonar system was fully operational, covering
the spring herring migration and a variety of flow conditions
in the channel. Another useful property of this horizontally
wide sonar beam was that, under typical flow conditions and
at ranges greater than roughly 100 m, an entire herring
school could be localized near the main axis of the beam.
This allowed the direct use of echo-integration techniques to
estimate total school biomass, without the need for beam-
pattern compensation. A down side of this horizontally wide
sonar beam was that vertical and along-channel herring-
school dimensions could not be determined. This could be
partially alleviated by the simultaneous use of a second
narrow-beam sonar~e.g., a 3 deg conical beam!.

Abrupt changes in acoustic propagation conditions were
observed during transitions between northward and south-
ward flow regimes in Drogden channel. These transitions
occurred on the order of a few times per month, being forced
by meteorological conditions rather than tidal action. These
transition events were characterized by intrusions of more

FIG. 10. Ray-tracing simulation with
sound-speed profile for stratified flow
regime. Paths for 21 rays covering
63.0 deg from horizontal are shown.
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saline bottom water, creating a strongly upward-refracting
sound-speed profile. This changed the reverberation regime
from seabed to surface backscattering. During these upward-
refracting conditions, fish detection was not possible beyond
the starting range of the first surface convergence, or roughly
150 m. These transitions between normal and stratified flow
were quite rapid, taking place over periods of 10 to 30 min.
The impact on the acoustic performance of the system cre-
ated by these environmental changes highlights thenecessity
for simultaneous monitoring of water property and current
profiles. This is in contrast to vertical echo-sounding sur-
veys, where the water properties need only be approximately
known and refraction effects are negligible.

On occasion, individual fish tracks attributable to adult
herring were observed from 20 to 150 m range, generally
during flow transition periods when the seabed reverberation
was minimal or absent. These fish trajectories exhibited a
hyperbolic shape on range vs time echograms, such that their
perpendicular~i.e., along-channel! advection speed could be
extracted from curvature of the trajectory. The mean target
advection speed was found to closely follow the measured
along-channel current speed, strongly suggesting that the fish
were drifting with the current. Additionally, the mean ETS
~at point of closest approach but uncorrected for vertical
beam-deviation loss! of these fish targets was243.2 dB,
suggesting that these targets were adult herring in dispersed
mode, which had an expected lateral incidence TS of242.1
dB. Clearly, the true TS of these targets would be better
measured through the use of a more sophisticated dual or
split-beam sonar. Additionally, a split-beam sonar could pro-
vide directly the target advection speed anddirection. One
possibility for further work is to adapt beam-pattern decon-
volution methods for this case of a horizontally wide,
boundary-grazing beam, including the effects of refraction
and boundary reflection. More importantly, this observation
of individual fish tracks confirmed the existence of some
proportion of herring~or herring-like fish! in dispersed mode
within Drogden channel. It had been assumeda priori that
herring would most likely exhibit schooling behavior within
this shallow channel. This complicates attempts to estimate
total migrating herring biomass, as this horizontal sonar sys-
tem did not~except under special circumstances and to lim-
ited range! have sufficient signal-to-noise capability to re-
solve individual fish.

Through the use of ray-tracing analysis, it was possible
to model the effects of boundary reflection focusing and
acoustic refraction. Ray tracing is perhaps the least sophisti-
cated form of acoustic-propagation modeling, yet it provides
an intuitively satisfying picture of the acoustic geometry. In
particular, the ray-tracing plots were useful for identifying
regions where significant boundary backscattering could oc-
cur. Also, areas could be identified where fish targets were
not detectable due to shadowing and refraction effects. More
quantitatively, the ray-tracing results could be used to syn-
thesize backscattered echoes from fish targets, including the
effects of boundary reflected multipaths. For an example
cluster of 24 targets between 6 and 11 m depth at 160 m
range, the boundary reflections were shown to increase the
maximum echo amplitude and effective pulse length. Quan-

titatively, this resulted in an overestimation of the number of
targets by a factor of 1.4 when using echo-integration analy-
sis. Acoustic modeling of this kind thus provided a means to
compensate for these boundary reflection biases, although
this technique needs further study andin situ verification, for
example through a combined sonar and net trawl survey.
More generally, we believe that by performing this analysis
under a variety of flow conditions for target clusters covering
the entire channel cross section, contours of expected estima-
tion bias vs flow conditions could be generated. Similarly by
comparing the synthesized echo strengths from fish clusters
with modeled, or measured, boundary reverberation levels,
contours of detection signal-to-noise ratio could be gener-
ated. These two types of information~estimation bias and
target detectability limits! could then be incorporated within
the acoustic monitoring system to improve the real-time
quantitative reporting of herring school abundance.

A critical requirement for estimating school numbers is
a knowledge of the acoustic target strength of the individual
fish, including the effects of horizontal orientation. This
could be measured directly through acoustic surveys on the
herring while they are in dispersed mode~as done in Degn-
bol et al., 1985!. Alternately, we used the mean length esti-
mated for the population as a whole from a regional gill net
survey conducted during the spring migration~Stæhr, 1997!.
Then we used a well-established 38-kHz, dorsal-incidence
target strength vs length relationship. Either way, it is im-
perative that some kind of trawl or acoustic survey be per-
formed in conjunction with this horizontal sonar operation to
establish the target identity and mean size. Additionally,
there is a need to measure TS for herring at other frequencies
and incidence angles. This is crucial for sidescan sonar ap-
plications because the horizontal incidence TS of an indi-
vidual herring~or herring-like fish! can vary by roughly 12
to 14 dB, depending on orientation~i.e., head or tail vs lat-
eral incidence, Love, 1977!. In this case, there was reason to
expect fish to be swimming along channel, i.e., at lateral
incidence to the sonar. However, this assumption has the
potential for underestimating the school numbers if the her-
ring are all swimming at somenonlateralorientation relative
to the sonar beam. The extreme case is tail incidence, with a
corresponding target strength 14.7 dB lower than the lateral
incidence value~Love, 1977!. At this orientation, the total
school numbers estimated in discussions surrounding Fig. 4
would change from 9500 at lateral incidence to 280 000 at
tail incidence. Clearly, it is important to be on guard for
situations where the herring might be swimming in some
nonlateral direction, and adjust the mean fish TS accord-
ingly.
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A time-series model for acoustic seafloor backscattering is described. The method analytically
expresses the elementary time-backscattered response of every seafloor surface and every seafloor
volume infinitesimal element. For chosen geometric, acoustical, and acquisition parameters, they are
summed to produce in the time domain a realization of the reverberation time-pressure field received
at the source. The approach is based on the Kirchhoff approximation for the seafloor interface
backscattering and on the Small Perturbation theory for the seafloor volume. It only accounts for
single backscattering mechanisms of the compressional wave with the seafloor. The model is
implemented using calculated height fields for the water-sediment interface and distributed seafloor
volume inhomogeneities. The analytical description of the model and its limitations is described in
this paper. ©1999 Acoustical Society of America.@S0001-4966~99!01906-2#

PACS numbers: 43.30.Gv, 43.30.Hw, 43.30.Ft, 43.30.Pc@DLB#

INTRODUCTION

Growing interest in seafloor characteristics in shallow
water is accompanied by an expectation for improved accu-
racy in the estimation of seafloor parameters. In order to
achieve satisfactory characterization, the physics of the scat-
tering mechanisms on and in the seafloor have to be under-
stood. It is particularly important to evaluate the importance
of each contribution from the seafloor surface and from the
seafloor volume. The sole consideration of the total back-
scattering strength does not allow a detailed study of the
scattering mechanisms. One way to achieve that is to observe
the whole time series of the backscattered signal. Each time
series depends on geo-acoustic properties such as local den-
sity, local sound speed, local attenuation, roughness spec-
trum, correlation lengths, and on the geometry of measure-
ment such as the water height of the source from the seafloor
surface, the orientation of the source, and on the source char-
acteristics~pulse characteristics, directivity pattern!. When
an acoustic pulse is interacting with a seafloor, all of these
parameters affect the backscattering process, resulting in a
complex time-backscattered signal. Intuitively, the seafloor
surface contribution should be at the beginning of the re-
turned echo and the seafloor volume contribution should af-
fect the tail of the echo more. But it is impossible to separate
these two contributions with a time cutoff approach. Intu-
itively again, a hard seafloor would have a stronger seafloor
surface return than a soft bottom. But this is also contingent
on seafloor surface roughness or seafloor volume inhomoge-
neities. The geometry of measurement also has an important
effect on the backscattered time signal. One should expect an
extension of the time signal duration as the water height
between the source and the seafloor surface increases. A
simple calculation shows that the extension is not linear. An-
other element which strongly affects the signal is the direc-
tivity pattern and orientation of the source. For each ping, it
not only conditions the insonified area but it also weights
acoustic contributions from each direction. Side lobes, for
example, are often the origin of significant acoustic back-
scattering. If one requires a close-to-reality representation of

the scattering phenomena, it is not possible to approximate
the directivity pattern with a cone, or with an exponential
function. Other factors are the pulse characteristics~pulse
shape, spectrum, and duration! which affect the type of scat-
tering mechanisms, e.g., geometric or Rayleigh, the expected
amount of coherent and incoherent signal, and average shape
of the signal.

These factors demonstrate the need to model the back-
scattered pressure field in the time domain for various geo-
metric, physical, and acoustical configurations in order to:
~1! understand the processes occuring during echo sounding;
~2! define the limits of a possible quantitative and qualitative
characterization method; and~3! articulate a possible meth-
odology for a reliable and efficient seabed classification.

I. MODEL APPROACH

The modeling of a backscattered time signal is a hybrid
process, using a classical approach for the physical interac-
tion of acoustic wave and seafloor on a small scale. On a
larger scale, it combines a full description of the source char-
acteristics and of the geometry of the measurement with the
use of an artificially generated seafloor, the main geo-
acoustic parameters of which are completely controlled. The
combination of these two different approaches allows syn-
thesis of most of the physical phenomena, which determine
the time-backscattered signal. More specifically, the model
combines analytical expressions of the elementary seafloor
surface and elementary seafloor volume time-pressure field
response, with a stochastic description of the seafloor. The
expression of the time-backscattered pressure from an el-
ementary seafloor surface is based on the Kirchhoff approxi-
mation~described in Sec. II!, and the expression for the time-
backscattered pressure from an elementary volume on Small
Perturbation theory~described in Sec. III!. Extension to
larger seafloor surfaces and volumes is effected by stochastic
realizations of the seafloor surface and volume features. Each
stochastic sample of the bottom is realized for a given set of
statistical properties of the seafloor surface and the volume:
The seafloor surface is characterized principally by rms
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height~roughness! and by parameters describing the horizon-
tal features~correlation lengths for example!. The volume is
characterized by a rms variation and vertical and horizontal
correlation lengths of the density and sound speed variations
around mean values. This approach is new, in the sense that
the physics of the interaction of sound waves with the seaf-
loor is included with a description of the environment, in
order to compute a time evolution of the seafloor backscat-
tered signal.

Some constraints and limitations have been set in order
to reduce the dimension of the region of validity and to allow
some approximations. The model has to at least be valid in
the angular region, close to normal incidence, but extension
to higher angles of incidence could be envisaged in later
studies. The frequency of the transmitted signal has to be
high enough and the seafloor surface smooth enough to allow
use of the Kirchhoff approximation.1 Equally, the character-
istics of the inhomogeneities should vary slightly around
their mean values to allow the use of Small Perturbation
theory~Secs. II and III!. As the above conditions are not too
restrictive, the model is valid for a wide range of acoustic
instruments including echo sounders, swath~at least for the
most vertical beams!, and parametric systems.

II. SEAFLOOR SURFACE SCATTERING

The main condition for the validity of the Kirchhoff ap-
proximation is the following: If the roughness of the surface
is sufficiently smooth in the horizontal dimension in order to
avoid shadowing effects and multiple reflection on the sur-
face, one can assume that the sound reflection on each point
of the surface is equivalent to a reflection by a tangent plane
located at this considered point,R. This condition is ex-
pressed by Brekhovskikh1 in terms of the necessity of having
a minimal interface radius of curvaturer c at a given inci-
denceu inc and wave numberk0 :

2k0r c cos~u inc!@1. ~1!

Even close to normal incidence, this condition might
seem too strict for some applications described later. Actu-
ally, the reason for this condition is to avoid a large amount
of sharp edges or sharp points having a small radius of cur-
vature creating edge or shadow effects. In the case of our
study, we will assume the validity of the tangent plane ap-
proximation even for small wave numbers providing that the
seafloor surface correlation lengthl is greater than the wave-
length ~l>l condition from Thorsos2!. This hypothesis is
debatable but makes sense in the case of smooth bottoms,
i.e., from mud to sand at normal incidence, and the experi-
mental agreement displayed later on seems to justify this
approach. In addition, at the computation stage, it is possible
to check and reject the acoustic rays which are affected by a
possible shadow effect or that are impinging on the bottom
with a local angle of incidence that is beyond critical~see
Fig. 1!.

Assuming that these conditions are verified, the bound-
ary conditions at pointR on the interface are the following
~Brekhovskikh,1 Clay and Medwin3!:

pr~R!5R01~R0,n!pi~R!, ~2!

]

]n
pr~R!52R01~R0,n!

]

]n
pi~R!. ~3!

Vector n is the vector normal to the surface atR. The
operator]/]n is the normal derivative operator.R01(R0,n)
is the local water-sediment reflection coefficient at pointR.
We consider a source located at a heightH (P5$0,0,H%).
This source is at first emitting a cw wave of frequencyf ~i. e.,
with an implicit e2p j f t time-harmonic dependence!, at a
source levelp0 with a far field transmitted directivityDi(R0)
given by the direction ofR05uR2Pu ~Fig. 1!. The water
column above the seabed interface is assumed to be homo-
geneous with a constant sound velocity profilec0 . In this
case, following the same demonstration as Chotiros in Ref.
4, the incident pressure field received at pointR can be ap-
proximated in the far field region by the following expres-
sion:

pi~R!5p0Gi~R0!Di~R0!, ~4!

whereGi(R0) is the Green’s function for the incident pres-
sure field:

Gi~R0!5
e2 jk0R0

R0
, ~5!

with R05uR0u. Using Eq.~2! and Eq.~4!, we can express the
reflected pressurepr(R) just above the surface:

pr~R!5p0Gi~R0!Di~R0!R01~R0,n!. ~6!

Also, the expression of the normal displacement velocity of
the reflected fieldv r at point ~R! can be expressed by3

]

]n
pr~R!52r0

]

]t
v r~R!. ~7!

r0 is the water mean density. Using Eq.~3! and Eq.~4!, and
assuming that the directivity termDi(R0) is slowly varying,
the left hand side term of Eq.~7! gives

FIG. 1. Geometry of measurement.
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]

]n
pr~R!52p0Di~R0!R01~R0,n!

]

]n
~Gi~R0!!. ~8!

A closer look at]/]n(Gi(R0)) shows that

]

]n
~Gi~R0!!5¹[Gi~R0!] –n5

R0–n

R0

]

]R0
S e2 jk0R0

R0
D .

~9!

Sincek0R0@1 in our case~interface in the far field re-
gion!, we can approximate Eq.~9! by

]

]n
~Gi~R0!!52S R0–n

R0
D jk0Gi~R0!

5 j cos~g~R0,n!!k0Gi~R0!, ~10!

with

S R0–n

R0
D52cos~g~R0,n!!. ~11!

g(R0,n) is the angle made between the incident directionR0
and the normal vectorn to the surface atR. Using Eq.~8!,
the first term of Eq.~7! equals

]

]n
pr~R!52 j cos~g~R0,n!!k0pr~R!. ~12!

The right hand side term of Eq.~7! gives

2r0

]

]t
v r~R!52 j r0c0k0v r~R!. ~13!

Combining Eq.~7!, Eq. ~12!, and Eq.~13!, we obtain an
expression of the local displacementv r at R:

v r~R!5
cos~g~R0,n!!

r0c0
pr~R!. ~14!

Morse5 gives an expression of the radiated pressure at
point P due to the elementdSR located atR:

dps~P!5 j
r0c0k0

2p
v r~R!Gr~R0!Dr~R0!dSR, ~15!

whereGr(R0) is the Green’s function of the reflected pres-
sure field andDr(R0) is the receiving directivity of the re-
ceiver collocated at the source at positionP. Equation~15!
can be expanded using Eq.~6! and Eq.~14!:

dps~P!5 j
k0 cos~g~R0,n!!

2p
p0

3Gi~R0!Gr~R0!Di~R0!Dr~R0!R01~R0,n!dSR.

~16!

The product Di(R0)Dr(R0) is the gain of the emitter–
receiver in the direction defined byR. Rigorously,
Di(R0)Dr(R0) should be considered as frequency dependent
but the directivity pattern will be assumed to be constant
over the signal bandwidth. The productGi(R0)Gr(R0) con-
tains the propagation loss in the water column. It also con-
tains the phase variation during the propagation. Since we
are simply considering a monostatic case~source and re-
ceiver at the same location!, Gi(R0)5Gr(R0) and this prod-
uct can be replaced byG(R0)

2. It is also assumed that the

reflection coefficientR01(R0,n) is frequency invariant over
the bandwidth of the transmitted pulse. Then, separating the
frequency dependent terms of Eq.~16! and putting them into
curly brackets, we obtain

dps~P, f !5 j
cos~g~R0,n!!

c0
p0

3Di~R0!Dr~R0!R01~R0,n!

3$ f G~R0, f !2%dSR. ~17!

In the case of a non-cw signal,E( f ) being the spectrum
of the transmitted pulsee(t), one can write

dps~P, f !5 j
cos~g~R0,n!!

c0
p0

3Di~R0!Dr~R0!R01~R0,n!

3$ f G~R0, f !2E~ f !%dSR. ~18!

Until now, the contribution of an elementary surface
dSR is expressed at a given frequencyf. This expression is
not directly generalizable to a larger scale by integrating
each elementary pressure field over the whole insonified sea-
floor surface ~S! before switching to the time domain.
Switching into the time domain can be done at this point
using the inverse Fourier transform. Analyticaly,dps(P,t) is
first expressed thus:

dps~P,t !5F21$dps~P, f !%

5 j
cos~g~R0,n!!

c0
p0Di~R0!Dr~R0!R01~R0,n!

3F21$ f G~R0, f !2E~ f !%dSR, ~19!

whereF21 represents the inverse Fourier transform operator.
Let us define Ks(R0,t) as being equal to
F21$ f G(R0, f )2E( f )% and simplify it:

Ks~R0,t !5E
2`

1`

f G~R0, f !2E~ f !e2p j f t d f . ~20!

Then, using Eq.~5!, we find

Ks~R0,t !5
1

R0
2 E

2`

1`

f E~ f !e2p j f ~ t22R0 /c0! d f

5
1

R0
2F21$ f E~ f !e22p j f ~2R0 /c0!%. ~21!

So,

KsS R0,t1
2R0

c0
D5

1

R0
2F21$ f E~ f !%. ~22!

Knowing that for a continuous and differentiable func-
tion e we have for thenth derivativee(n)

e~n!~R,t !

~2p!n 5F21$ j nf nE~ f !%. ~23!

We obtain in this case
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Ks~R0,t !5
1

2p jR0
2 e8S t2

2R0

c0
D , ~24!

wheree8(t) stands for the first time derivative of the trans-
mitted pulsee(t). Then, Eq.~19! becomes

dps~P,t !5
cos~g~R0,n!!

2pc0R0
2 p0~Di~R0!Dr~R0!!

3R01~R0,n!e8S t2
2R0

c0
DdSR. ~25!

The equation obtained above gives a rather simple and inter-
esting expression for the time-pressure field response re-
ceived atP from an elementary surface for a given pulse
shape in the range of the validity of the Kirchhoff approxi-
mation. On a larger scale, the backscattered pressure signal
received at the source from the surfaceS on the bottom is
given by the following integral which adds up the time con-
tribution from each element of surfacedSR:

ps~P,t !5E
~S!

dps~P,t !. ~26!

Unfortunately, this integral is not analytically express-
able without making crude assumptions and has to be nu-
merically computed using a pre-defined surface height field.

III. SEAFLOOR VOLUME SCATTERING

The analytical construction of the pressure field received
at P from an elementary volume is based on Ivakin’s volume
scattering approach.6 The expression of the local volume
backscattered pressure is based on Chernov’s Small Pertur-
bation theory.7,8 This theory considers both sound speed and
density variation in the volume. A detailed and updated for-
mulation of this theory can be found in Ref. 9. The construc-
tion of this time-pressure field follows the same principles as
for the seafloor surface modeling for the two crossings of the
interface, but within the volume only the classical small per-
turbation theory is applied.

First, assuming that we have an incident pressure field
pt(R) transmitted through the surface and still allowing the
tangent plane approximation,3 we can write

pt~R!5~11R01~R0,n!!pi~R!, ~27!

]

]n
pt~R!5~11R01~R0,n!!

]

]n
pi~R!. ~28!

Then, as in Eq.~6!, the pressure field of the transmitted
wave through the water-sediment interface takes this form at
point R:

pt~R!5p0Gi~R0!Di~R0!T01~R0,n!, ~29!

with T01(R0,n)511R01(R0,n) being the local water-
sediment plane wave transmission coefficient.

Following Yamamoto9 by assuming that sound speed
and density variations are small compared to their actual re-
spective mean values, in the backscattering case, the solution
to the propagation equation in a medium containing varia-
tions of sound speed and density can be written as follows:

dpv~R!5
k1

2

2p
m~R8!pt~R8!Gv~R1!dVR. ~30!

Here, k1 is the average wave number in the sediment and
m~R8! being defined as the degree of inhomogeneities at the
locationR85R1R1 ~Fig. 1!:

m~R8!5gc~R8!1gr~R8!. ~31!

gc and gr are, respectively, the relative fluctuation of the
sound speed and of the density at the same location:

gc~R8!5
c1~R8!2 c̄1

c̄1
, ~32!

gr~R8!5
r1~R8!2 r̄1

r̄1
. ~33!

Here, c̄1 and r̄1 are, respectively, the average sound speed
and density in the entire insonified volume. For core data
analysis, it is possible to evaluate separatelygc and gr .
These core analyses~as noted by Hamilton10,11 and
Yamamoto,9 for example! have shown that these two vari-
ables were not independent. As an approximation, it is pos-
sible to choose a relation of proportionality betweengc and
gr . This assumption is not always valid, but as density
variation and sound speed variation approximations are dif-
ficult, it may be appropriate to use global estimation of the
degree of inhomogeneities of volumem~R8! when separate
measurements ofgc and gr are not available. Considering
now Eq. ~30!, the resulting pressure field created at the el-
ementary volumedVR5dSR dR1 can be expressed as fol-
lows:

pt~R8!5p0Gi~R0!Di~R0!T01~R0,n!e2 jk0n̄1R12~bR1/2!.
~34!

Following Ivakinet al.,6 spherical spreading in the sedi-
ment is neglected because propagation in the sediment is
strongly attenuated due to the absorption coefficientb. How-
ever, this hypothesis may not be valid in the critical angle
region. Rigorously,n1(R8), the refractive index at location
R8 in the sediment, should also be used in the propagation
loss term, but the averaged refractive indexn̄1 is used in-
stead over the first meters of the sediment, disregarding the
possible refraction effect within the sediment itself. Accord-
ing to Ivakin,6 the Green’s functionGv(R1) of Eq. ~30! can
be approximated by

Gv~R1!5e2 jk0n̄1R12~bR1/2!. ~35!

Combining Eq.~35! and Eq.~30!, the following expres-
sion of the backscattered pressure field just under the surface
is obtained:

dpv~R!5
k0

2n1
2~R8!

2p
m~R8!pt~R!e22 jk0n̄1R12bR1 dVR.

~36!

Then, back above the surface using again the tangent
plane approximation with Eq.~29! and Eq. ~36!, dpv(R)
becomes
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dpv~R!5
k0

2n1
2~R8!

2p
m~R8!p0Gi~R0!Di~R0!

3T01~R0,n!T10~R1,2n!

3e22 jk0n̄1R12bR1 dVR. ~37!

By analogy with what was done for the interface back-
scattering at a given frequencyf, the pressure field received
at the source pointP takes the form:

dpv~P, f !5
k0

2n1
2~R8!

2p
m~R8!p0Di~R0!Dr~R0!

3T01~R0,n!T10~R1,2n!Gi~R0!Gr~R0!

3e22 jk0n̄1R12bR1 dVR. ~38!

In the case of backscattering,Gi(R0)Gr(R0)5G(R0)
2 is

the squared Green’s function (1/R0
2)e22 jk0R0. For a non-cw

signal of spectrumE( f ), we consider that the attenuationb
in the seafloor is frequency dependent, as suggested by Clay
and Medwin3 ~p. 260!:

b5au f u, ~39!

wherea is the attenuation coefficient which is assumed to be
fixed at a given porosity. Equation~38! becomes

dpv~P,t !5
2pn1

2~R8!

c0
2 m~R8!p0

3Di~R0!Dr~R0!T01~R0,n!T10~R1,2n!

3F21~e2au f uR1f 2G~R0!
2e22 jk0n̄1R1E~ f !!dVR,

~40!

where the attenuation loss terme2au f uR1 appears with the
other frequency dependent terms. Let us defineG (v)(R0,t) as
the following:

G~v !~R0, f !5F21~e2au f uR1~ f 2G~R0, f !2e22 jk0n̄1R1

3E~ f !e2p j f t !!. ~41!

Let us also defineKv(R0,t) as the following:

Kv~R0,t !5E
2`

1`

f 2G~R0, f !2e22 jk0n̄1R1E~ f !e2p j f t d f .

~42!

ExpressingG(R0)
2, we find

Kv~R0,t !5
1

R0
2 E

2`

1`

f 2E~ f !e2p j f ~ t22~~ n̄1R11R0!/c0!! d f .

~43!

By looking at Eq.~23!, we can write

Kv~R0,t !52
1

~2p!2R0
2 e9S t22S n̄1R11R0

c0
D D . ~44!

Fourier transform properties allow us to express
Gv(R,t) as follows:

Gv~R0,t !5F21~e2au f uR1!*Kv~R0,t !, ~45!

with * being the convolution operator. Equation~44! gives
an analytical expression ofKv(R,t) in the time domain.
Then, Eq.~40! becomes

dpv~P,t !5
2n1

2~R8!

2pR0
2c0

2 m~R8!p0Di~R0!Dr~R0!T01~R0,n!

3T10~R1,2n!F21~e2au f uR1!

* e9S t22S n̄1R11R0

c0
D DdVR. ~46!

This expression is less simple than Eq.~25! because it
contains a convolution operation but accounts reasonably
well for the frequency content of the time-backscattered sig-
nal from an elementary volume. From this last expression,
the backscattered pressure signal received at the source from
a volume (V) located under the seafloor surface~S! is given
by the integral:

pv~P,t !5E
~V!

dpv~P,t !. ~47!

As for the surface contribution, this last expression is not
analytically computable. It should be numerically computed
using a pre-defined volume inhomogeneities field.

IV. INTERFACE AND VOLUME SCATTERING
INTEGRAL

The total pressure field received atP from the sea bot-
tom is the sum of the pressure field from the surface Eq.~26!
and the pressure field from the volume Eq.~47!:

p~P,t !5ps~P,t !1pv~P,t !

5E
~S!

dp~s!~P,t !1E
~V!

dp~v !~P,t !. ~48!

FIG. 2. Construction of the time series.
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An example of the construction of the surface and vol-
ume time series is presented in Fig. 2 in the case of normal
incidence. At a given timet, it shows which part of the
seafloor surface and of the seafloor volume is contributing at
sourceP.

V. CONCLUSION

The prime objective of this model is to understand the
physical processes occurring during echo sounding. To ac-
count as accurately as possible for the main factors influenc-
ing the time series, the domain of validity of this model is
not completely defined. The pertinence of the Kirchhoff ap-
proximation for extreme cases such as low frequency or
moderate-to-high incident angles is still subject to debate.
Similarly, the Small Perturbation theory may not be appli-
cable to highly inhomogeneous sediments. Another limita-
tion of this model is that shear waves, interface waves, slow
waves, and multiple scattering are not taken into account as
these phenomena are not easily measurable at sea, and their
significance is often negligible in high frequency applica-
tions. Gassy sediment creating nonlinear effects which may
be of particular importance is not accounted for in this
model. These limitations are largely compensated for by the
possibility of generating the whole time-series backscattered
from the seafloor for a well-described configuration, instead
of focusing on the unpredictable and little understood aver-
age quantity of the seafloor backscattering strength. For
many years, backscattering strength has been measured and
modeled for various seafloor types but results are not consis-
tent. For example, there is not a one-to-one relation between
a seafloor and its corresponding evolution of the backscatter-
ing strength as a function of the incident angle at a given

frequency. The error in the ground truthing, in the back-
scattering strength measurement, and in the modeling is too
important to allow sole use of backscattering strength for
classification or characterization purposes. Both surface and
volume contributions must be taken into account. The mod-
eling of the time-pressure field is one way to achieve this.
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Time-evolution modeling of seafloor scatter. II. Numerical
and experimental evaluation
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A time-evolution model of seafloor scatter is numerically implemented and experimentally
evaluated. The model is based on analytically expressing the elementary time-backscattered
response of every seafloor surface and every seafloor volume infinitesimal element. The
implementation of the model is based on a statistical realization of the seabed interface and volume
inhomogeneities, from which the time series are computed by coherent summation of the scatter
from small elements over the insonified area and volume. The analytical expressions and the
implementation are evaluated for the image solution case, for which an almost perfect agreement is
found. Examples are shown of how the beam width and seabed roughness affect the time-series
return from both the surface and from the volume. The results of the model are compared with data
from two different bottom types recorded with a parametric sonar. Reasonable accordance is found
between the model and the data. ©1999 Acoustical Society of America.@S0001-4966~99!02006-8#

PACS numbers: 43.30.Gv, 43.30.Hw, 43.30.Ft, 43.30.Pc@DLB#

INTRODUCTION

In Part I,1 analytical expressions of the time-evolution
approach of the seafloor scatter were presented in which
sound pressure level is represented as a function of time at
the receiver. The equations account for scattering from the
seafloor interface and from the inhomogeneities in the vol-
ume below the interface. The water column above the seaf-
loor interface is assumed to be homogeneous with a constant
sound velocity profile.

In this paper the implementation and evaluation of the
model are discussed. Two main issues must be considered
when trying to evaluate the model: the validity of the theo-
retical basis of the model and the validity of the implemen-
tation itself. The first issue is difficult, because only for very
simple cases can an analytical expression for the time-
domain signal be derived. One such case is the image solu-
tion, where the source and receiver are located at the same
position above a flat, perfectly reflecting bottom. Verification
of both the equations and the model implementations is car-
ried out for this special case.

One form of evaluation is to observe the output of the
model response for different input parameters. Since the
model computes the return from the seafloor surface and vol-
ume separately, both returns can be studied and evaluated.
For the surface part, the model is evaluated as a function of
rms roughness, as a function of different transmit beam pat-
terns and as a function of the surface spectra. For the volume
part, the model is run varying the sediment attenuation, the
transmit beam patterns, and the correlation length of the vol-
ume.

In order to further evaluate the model, the results are
compared with data from two different bottom types: sand
and clay.

I. IMPLEMENTATION

The main principles of the implementation are described
in this section in order to understand the way the model is

constructed. The computer model is calledBORIS which is an
abbreviation for ‘‘BOttom Response from Inhomogeneities
and Surface.’’ A detailed specification of the implementation
of BORIS is given in Ref. 2.

The following integrals from Ref. 1 are the starting
points for the implementation:

p~P,t !5ps~P,t !1pv~P,t !5E
S
dps~P,t !1E

V
dpv~P,t !, ~1!

which expresses that the pressure field received atP from the
seafloor is the sum of the elementary pressure fields inte-
grated over the seafloor surface~S! and the seafloor volume
(V). For a monostatic source and receiver far from the sea-
bed with directivity patternDi andDr , the seafloor surface
contribution is given by

dps~P,t !5
cos~g~R0,n!!

2pc0R0
2 p0@Di~R0!Dr~R0!#R01~R0,n!

3e8S t2
2R0

c0
D dSR. ~2!

HereR01(R0,n) is the local water-sediment plane wave re-
flection coefficient at pointR, c0 is the average sound speed
in water,g(R0,n) is the angle between the incident direction
R0 and the vectorn normal to the surface at~R!, andp0 is
the source level.e8(t) is the time derivative of the transmit-
ted pulsee(t).

The volume contribution is given by

dpv~P,t !5
2n1

2~R8!

2pR0
2c0

2 m~R8!p0Di~R0!Dr~R0!T01~R0,n!

3T10~R1,2n!F21~e2au f uR1!

* e9S t22S n̄1R11R0

c0
D DdVR. ~3!

In this expression,n̄1 is the average refractive index in the
first few meters of the bottom,n1 is the local refractive index
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at locationR8 into the sediment, andR15uR82Ru is the
distance of penetration in the sediment.a is the attenuation
coefficient, whileT01(R0,n) andT10(R1,2n) are the down-
ward and upward transmission coefficients. The double time
derivative of the transmitted pulsee(t) is denoted bye9(t).

These equations give the sound pressure level for a
given timet at positionP by integration over the surface~S!
and the volume (V). The local incident angleg(R0,n), the
local reflection coefficientR01(R0,n), and the local degree of
inhomogeneities in the volumem~R8! are assumed to be
known. Instead of using average quantities for these param-
eters, a different approach has been taken. Before the calcu-
lations are carried out for the integral overS, one realization
of the seafloor surface and volume is calculated~see Sec. II!.
In other words, one sample from the class of seafloors having
the chosen statistical parameters is created and used as input
to the model. In this way the local variations will be known,
and the integration can be carried out.

The integration is carried out by approximating the inte-
grals with Riemann sums. Discretization is done over square
patches on the seafloor, all having the same size, independent
of the incident angle. For each surface element, the local
incidence angle is computed and the local reflection coeffi-
cient is calculated. The contribution from the volume is cal-
culated for each surface element by taking the incident angle
into account. This angle, which depends on the local surface
slope and the reflection coefficient, gives the direction for the
penetration into the volume. The total contribution from the
surface and the volume element is then weighted by the ac-
tual beam pattern. This approach is followed for the whole
surface~S!. All calculations are done in such a way that the
actual phase of the contribution to the final result is pre-
served.

To be able to simulate data recorded at sea, the model
includes a full 3D rotation and position matrices for the
source and receiver. This allows for variations of the source
position, heave, pitch, and roll.

It is important to notice that the model has a stochastic
nature, and that the result from one run to another will be
different, even with the same input parameters. This is be-
cause the seafloor realization will normally change between
runs. The model allows seafloor shape to be constant to pre-
vent this behavior. A simplified block diagram of the model
is shown in Fig. 1.

One of the problems with the model is the storage re-
quirement for the seafloor surface, and in particular for the
seafloor volume. Depending on the resolution and frequency,
the storage required for these arrays can easily be unmanage-
able. In the implementation this problem is solved by gener-
ating a smaller part of the surface and volume, and then
building the total surface and volume by re-using the same
part in different orientations and angles. The process is done
such that no discontinuities are created in the interfaces be-
tween the parts. Care has also been taken to ensure that the
symmetry of the bottom is minimized with respect to the
beam pattern. However, this simulation artifact may intro-
duce errors in the result because the surface and volume may
be periodic. By keeping the block size reasonably large com-

pared with the wavelength of the signal, the effect of the
error can be reduced.

II. SEAFLOOR GENERATION

A. Seafloor surface generation

Limited information on seafloor surface characteristics
is available. Only camera pictures, geologist experiences,
and a few roughness spectrum measurements3 contribute to
build an idea about the morphology of the interface. This
knowledge is often limited to a range of spatial wave num-
bers. However, within that range Briggs3 found that seabed
interface spectra were close to a power law. In this particular
study, we propose a filtered power law spectrumWs to pro-
duce an isotropic fieldh:

Ws~K !5hK2n if Khp,uK u,Klp

50 if uK u<Khp

50 if uK u>Klp . ~4!

HereK is a two-dimensional wave vector with a magnitude
equal to the wave numberK. Khp is the high pass cutoff
wave number,Klp is the low pass cutoff wave number.n is
related to the fractal dimension and accounts for the decay of
the power spectrum.h is the normalization factor so that
locally:

E
~s!

Ws~K !d2K5sh
2. ~5!

Here,sh is the rms height of the isotropic generated height
field h(r ), assuming that this process is locally stationary.
The high and low pass filtering of the power spectrum has a
physical meaning. By removing the low frequency content of
the spectrum, the large scale oscillations are canceled, which
is sensible if one considers that sedimentary regions are more
often flat than featured with rolling hills. The low pass fil-
tering prevents the generated interfaces from looking too
rough at a very small scale.

The seabed interface generation is based on the Fourier
synthesis,4 which is often used for generating land terrain

FIG. 1. Simplified box diagram of the model.
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models. It first consists of producing a random power spec-
trum Ws , which is converted into amplitude fields in the
spatial domain using a Fourier transform. The same method
is valid for any chosen spectrum, isotropic or not.

To illustrate the surface generation, two seafloor realiza-
tions are presented in Figs. 2 and 3 using image rendering
techniques. The scenes are enlighted by a source light lo-
cated 1 m above the average height of the seafloor. The first
image shows an isotropic muddy sediment with high biotur-
bation, while the second image shows an isotropic sandy
bottom.

B. Seafloor volume generation

Marine sediments are inhomogeneous, which means that
there are spatial fluctations in the sound speed, density, at-
tenuation, porosity, or grain size. These fluctuations have
important consequences for the geo-acoustical properties of
the seafloor, but unfortunately these variations are particu-
larly difficult to measure to the required spatial resolution.
The use of core sampling is not adequate because it only
gives sparse and vertical information on the actual 3D ran-
dom inhomogeneity field. The use of cross-well tomography

is an alternative way of measuring fluctuations in the sedi-
ment, but so far little information is available for small scale
variations. Generally, measurement of volume inhomogene-
ities has been little addressed until recently because volume
scattering in high frequency acoustics has been considered a
secondary~and often negligible! physical phenomena. The
physical entity for characterizing seafloor volume inhomoge-
neities is usually the 3D power spectrum of correlationWv ,
which is the Fourier transform of the 3D correlation function
Bv accounting for sound speed and density variations around
mean values. Since knowledge of the correlation function is
weak, there is little evidence for arguing for or against the
selection of any particular function. In the present paper, an
exponential correlation functionBv has been used5 but any
other spectra such as; for example, the ones proposed by
Yamamoto6 or Tang7 could be used. This spectrum has this
form:

Bv~R92R8!5m2~R8!expS 2
uz1u
l v

2
r 1

l h
D . ~6!

Here l v and l h are, respectively, named vertical correlation
length and horizontal correlation length.uR82R9u represents
the local distance from pointR8 to any pointR9 into the
sediment. The Fourier transform of the chosen correlation
function can be expressed analytically:

Wv~K !5m2~R8!S l v

p~11Kz1

2 l v
2!

l h
2

2p~11Kr 1

2 l h
2!3/2D , ~7!

whereR92R85z11r 1, r 15Ax1
21y1

2 andK5Kz1
1Kr1

. Bv

andWv have a symmetrical behavior as regards the vertical
axis. As far as the choice ofl v and l h , it is reasonable to
assume that sound speed and density are varying more in the
vertical direction than in the horizontal direction. Gensane5

finds that typicallyl h is approximately five timesl v . This
implies that, even in surficial sediments, the idea of layering
persists; in other words, sediment fluctuations have longer
spatial scales in the horizontal direction. This is valid for
slightly perturbated sediments and does not apply for highly
bioturbated sediments where isotropy can be assumed (l v
5 l h).

III. THE IMAGE SOLUTION AND REFLECTION LOSS

The simplest test of the model is a comparison with the
image solution, which corresponds to the image of the source
on the opposite side of a perfectly reflecting, flat surface. For
this simple case, an analytical expression can be obtained.
For simplicity, assume thatp051 at 1 m from the source.
With an omnidirectional receiver and transmitter and a flat,
perfectly reflecting bottom, Eq.~2! becomes

dps~P,t !52
cos~g~R0,n!!

2pc0R0
2 e8S t2

2R0

c0
DdSR, ~8!

whereu5g(R0,n) is the incident angle. Looking at the full

FIG. 2. 10 m310 m generated surface of a muddy seafloor with high bio-
turbation:sh52.5 cm,n53, Khp51 rad/m,Klp5200 rad/m.

FIG. 3. 10 m310 m generated surface of an isotropic sandy seafloor.sh

52.5 cm,n53, Khp510 rad/m,Klp540 rad/m.
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integral with a source at heightH above the bottom (cosu
5H/R0), one obtains

ps~P,t !52E
~S!

cos~u!

2pc0R0
2 e8S t2

2R0

c0
DdSR ~9!

5E
~S!

H

2pc0R0
3 e8S t2

2R0

c0
DdSR. ~10!

Using polar coordinates, the above equation can be written
as

ps~P,t !52E
0

`E
0

2p H

2pc0R0
3 e8S t2

2R0

c0
D r du dr ~11!

52
H

c0
E

0

` e8~ t22R0 /c0!

R0
3 r dr . ~12!

Using the fact that

R0
25r 21H2, ~13!

one can write

de

dt
52

c0Ar 21H2

2r

de

dr
. ~14!

Using Eq.~13! and Eq.~14!, Eq. ~12! can be written as

ps~P,t !5
H

2 E
0

` de/dr

r 21H2 dr. ~15!

Integrating by parts, one obtains

ps~P,t !5
He~ t22Ar 21H2/c0!

2~r 21H2!
U

r 50

`

1E
0

` He~ t2Ar 21H2/c0!r

~r 21H2!2 dr. ~16!

The first part equals

2
e~ t22H/c0!

2H
, ~17!

which is the image solution expected from a flat, perfectly
reflecting surface at a distanceH. The contribution of the last
integral will depend on the transmitted pulse as well as
height H and sound speedc0 . If the pulse has a dominant
frequencyf 0 the last term of Eq.~16! will be small compared
to the image solution ifl0!H, which reflects the far field
assumption made for the Kirchhoff approximation.

In Fig. 4 the result of a run from the model is plotted
with the theoretical solution for a 5-kHz Ricker pulse. The
source and receiver are situated 10 m above a flat, infinitely
hard bottom. The sampling rate of the signal was 1 MHz and
the surface resolution 0.005 m. These values were selected in
order to minimize numerical inaccuracies. There is no dis-
cernible difference between the two pulses for this special
case. As the bottom is perfectly flat and homogeneous, the
seafloor realization will be unique, and no variations will be
seen in the model between different runs.

Another simple test of the model can be carried out by
comparing the model return with the Rayleigh reflection co-
efficient given by

R5
~Z12Z0!

Z11Z0
, ~18!

where Z1 and Z0 are the acoustic impedances of the sea-
floor and the water column, respectively. This expression is
valid for plane waves at normal incidence. If the bottom is
flat and homogeneous, the source is located far from the
seafloor ~in term of wavelengths! and the beam width is
wide, the reflection coefficient for a spherical wave can be
approximated by

R'
*2H/C0

2H/C01 l pr~ t !2 dt

2H*0
l pt~ t !2 dt

. ~19!

Here pr(t) and pt(t) are the reflected and transmitted pres-
sures, respectively, andl the length of the transmitted pulse.

The model was run using the previous Ricker pulse for
three different bottom types: sand, silt, and clay. The reflec-
tion coefficients were calculated using Eq.~19!, and the re-
sults are shown in Table I. The change in impedance is easily
seen in the results computed by the model; for the softer
bottoms the energy penetrates into the sediment instead of
being reflected.

The values in Table I agree with the reflection coeffi-
cients given by Eq.~18! to the third decimal.

IV. MODEL SIMULATIONS

A. Seafloor surface contribution

The first simulation examines the effect of the rough-
ness of a sandy seafloor surface on the received pulse. The
volume contribution is set to zero to emphasize the effect
on the surface roughness. For all runs, the shape of the sea-

FIG. 4. Comparison between the theoretical solution~solid! and the model
~dashed! for a flat, infinitely hard bottom. The pulse is a Ricker pulse and
the source–receiver location is 10 m above the bottom.

TABLE I. Calculated reflection coefficient using Eq.~19! for a flat surface.

Bottom type Sound speed~m/s! Density ~g/cm3! R

Sand 1720 1.9 0.371
Silt 1610 1.7 0.292
Clay 1510 1.5 0.203
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floor interface is the same, i.e., the differences between the
surfaces correspond to a scaling in thez-direction. The
beam is omnidirectional, and the transducer is situated 25 m
above the bottom. The transmitted pulse is a Ricker pulse
centered at 5 kHz. The value of all parameters used is shown
in column 2 ~surface runs! of Table II. Figure 5 shows the
result of the simulation. For all the simulations shown in
this section, the y-axes show the pressure relative to a trans-
mitted pulse with maximum absolute value of 1.0. An offset
is added to the signals in order to separate them from each
other.

For a flat bottom (sh50.0 cm in Fig. 5! the returned
signal shape closely resembles the transmitted signal with
the amplitude reduced by the transmission loss 1/2H50.02
and the reflection lossR50.371. With an rms roughness
of only 0.5 cm, the effect of returns from off-normal inci-
dence is clearly visible. As the roughness increases, the
energy is spread out and the shape of the coherent reflection
changes. At the extreme case of 5–6 cm rms roughness
the coherent reflection has almost disappeared, and the in-
coherent scattering from off normal incidence dominates
the signal.

The second simulation examines the effect of the trans-
mit beam pattern on a sandy seafloor with rms roughness 3.0
cm ~Fig. 6!. For the purpose of this illustration, the beam
patterns of amplitudes versus angles have a Gaussian shape,
and the angles in the figure are the half-beam width mea-
sured ate21. The other parameters for the run are the same
as in column 2~surface runs! in Table II. With a beam width
of 30°, the result looks similar to the omnidirectional beam,
except that the tail of the signal has less energy due to the
reduced beam width. As the beam narrows, the scattering
from the side of the beam is reduced, and consequently less
energy is seen in the tail. The effect of roughness is, how-
ever, not removed. Looking at the amplitude of the 3° beam,
one can see that compared to the flat bottom case in Fig. 5
the amplitude of the signal is reduced by a factor of 2 due to
the roughness.

Figure 7 shows an example of varying the low pass
cutoff frequencyKlp of the surface spectrum. The beam is
omnidirectional and the surface rms roughness is 3.0 cm.
The other parameters are unchanged with respect to the
previous runs. For the low cutoff frequencies, the seafloor is

FIG. 5. Returned signal from the seafloor surface as function of rms rough-
ness for an omnidirectional beam.

FIG. 6. Returned signal from the seafloor surface as function of the transmit
beam pattern. Surface rms roughness 3.0 cm.

TABLE II. Model parameter settings.

Parameters Surface runs Volume runs Sand Clay

Surface incrementdps ~m! 0.03 0.03 0.03 0.03
Surface block length~m! 15 15 15 15
Volume incrementdpv ~m! ¯ 0.025 0.025 0.025
Volume block length~m! 3 3 3 3
DepthH ~m! 25.0 25.0 14.5 11.9
Sound speed,c1 ~m/s! 1720 1510 1270 1475
Densityr1 ~g/cm3! 1.90 1.50 1.90 1.55
Surf. rms rough.sh ~m! 0.03~Varying! 0.025 0.01 0.01
Surf. pow. expn 3.0 3.0 3.0 3.0
LP cutoff Klp ~rad/m! 40 ~Varying! 200 40 200
HP cutoff Khp ~rad/m! 10 1 10 1
Volume inhomog.m ¯ 0.04 0.02 0.02
Volume Hor. Cor.l h ~m! ¯ 0.05 ~Varying! 0.1 0.05
Volume Ver. Cor.l v ~m! ¯ 0.01 ~Varying! 0.02 0.01
Attenuationb ~dB/m! ¯ 0.5 ~Varying! 0.9 0.5
Beam pattern omnidir. ~Varying! 10° ~Varying! Topas Topas
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dominated by low frequency variations which give signifi-
cant contribution to the returned signal. When the high
frequency components are added to the surface, there are
more but smaller random variations causing the total return
to decrease. This is the case both for the coherent part of
the signal and for the tail. It should be noted that a direct
comparison between the signals cannot be done since a
change in the cutoff frequency changes the shape of the
surfaces.

B. Volume contributions

Volume scattering contributes to the total scatter at a
level which is directly proportional to the degree of inhomo-
geneitiesm2(R8) @Eq. ~3!#. The result is a weighted and time
shifted combination of the second derivative of the transmit-
ted pulse, convolved with the frequency dependent attenua-
tion.

As with the surface contribution, a few test cases have
been selected to illustrate the results from the model. The
model parameters for the runs are shown in column 3~vol-
ume runs! in Table II. The bottom is composed of silt, the
depth is 25 m, and the transmit beam width is 10°. The same
realization of the seafloor volume and surface are used in

each run in order to allow comparison of results. The first
case is presented in Fig. 8, where the return from the volume
is shown as a function of the attenuation in the sediment. A
higher attenuation reduces the energy from the deeper parts
of the volume as expected. Looking carefully at the last parts
of the signals, one can see that the higher frequencies are
more attenuated than the lower~e.g., the knee at 36.05 ms!.
This is a consequence of using Eq.~3! in the model which
includes the convolution process and effectively works as a
low pass filter on the returned scatter.

The beam pattern is also important when looking at the
volume return. Figure 9 shows examples of the volume re-
turn for different transmit beam patterns. The results are in-
teresting, because they show that the scatter from the outer
part of the beam contributes extensively to the final result.
Hence, a narrow beam does not only reduce the surface scat-
ter, but also the volume contribution.

Figure 10 shows the effect of varying the correlation
length in the volume. The correlation is varied such that
the ratio between the horizontal and vertical correlation
length is equal to 5. The other parameters for the run are
given by Table II. It should be noted that changing the cor-
relation lengths implies a change in the realization of the

FIG. 8. Returned signal from the seafloor volume as function of the sedi-
ment attenuationb.

FIG. 9. Returned signal from the seafloor volume as function of the transmit
beam width.

FIG. 7. Returned signal from the seafloor surface as function of the LP
cutoff frequencyKlp . Surface rms roughness 3.0 cm, omnidirectional beam.

FIG. 10. Returned signal from the seafloor volume as function of the hori-
zontal volume correlationl h . The vertical volume correlation is scaled ac-
cordingly such thatl v50.2l h .
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shape of the volume, which means that the result cannot
be directly compared. It is interesting to see that the maxi-
mum volume return is obtained when the vertical correlation
length is in the same order as the wave length of the signal.
For the very short correlation lengths, the total energy in the
volume contributions decreases. This result is expected, be-
cause the shorter correlation means increased randomness
in the volume. With no horizontal or vertical correlation at
all, the total contribution from the volume should be zero.
For the long correlation lengths the variations are low
with respect to the wavelength, and the scatter from the
volume decreases. An infinite correlation length corresponds
to an homogeneous volume which has zero volume contri-
bution.

V. COMPARISON WITH DATA

The Simrad TOPAS 040 parametric system has been
used to acquire data from different bottom types in the Golf
of La Spezia, Italy. The parametric sonar has a primary fre-
quency centered at 40 kHz’ the secondary frequencies are in
the 1–12 kHz range. The sonar was calibrated and mounted
in a free floating buoy during the experiments.8 A Ricker
pulse, similar to the one used in the previous simulations,
was input to the model. The center frequency of the pulse is
around 8 kHz and the source level around 206 dB Ref. 1m
Pa. The pulse and the beam pattern used as input to the
model are based on data recorded during the calibration. A
filter was used during the acquisition of the data; in order to
visually compare the results, the same filter has been applied
to the time series from the model. The filter includes the
effects of the reflections in the buoy and the band pass filter
of the recorder. The transmitted pulse together with the effect
of the filter is shown in Fig. 11.

The parameters used as input for the simulations are
based on core analysis, seismic profiling, and underwater
photographs. The calculated values for the sound speed and
density should be close to correct, while the roughness pa-
rameters from the surface are based on visual estimates from
the under water photographs. The volume parameters are
based on sound velocity measurements in the cores. How-

ever, the measured volume values are uncertain, both due to
insufficient resolution in the probes and to disturbance
caused by the coring process.

A. Compacted sand

The Tellaro site is characterized by flat, compacted sand
close to the shore with a transition to silt as one moves away
from the coast. The data presented here were acquired close
to the shore. A traditional seismic profile shows that there are
no major sublayers up to 9 ms after the interface, but a rela-
tively high scattering density is seen from the upper part of
the sediment. Photographs show very low roughness and
some biological activity. Several cores have been taken from
the site, but as the corer only penetrates a few decimeters
into the sediment, the volume inhomogeneity profile can
only be roughly estimated in the upper part. The parameters
used as input to the model are shown in column 4~sand! in
Table II.

In Fig. 12, five pings of data recorded at the site are
shown. They are all taken with the ship anchored at the same
position, but with small differences in heading and position.
The strong seafloor reflection dominates the signal, and very
little energy is present in the tail.

Figure 13 shows the results of five runs from theBORIS

model. The model was run with the same parameters each
time, but the realizations of the surface and the volume were

FIG. 11. The transmitted pulse~dashed! and the resulting pulse~solid! after
application of the filter which accounts for the effects of the recording
system.

FIG. 12. Recorded data. Bottom: compacted sand.

FIG. 13. BORIS simulated data. Bottom: compacted sand.
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different. The correspondence between the signals from the
data and the model is good, and the predicted amplitude is
very close to the measured values. The runtime for five simu-
lations was of the order of 1 min on a workstation.

B. Clay

The bottom of the bay of Portovenere consists of a rela-
tively homogeneous layer of clay, but to the south side of the
bay, more scattering from the volume is observed. The data
presented here are recorded in the latter part. The underwater
camera shows some biological activity, but generally the sur-
face is relatively flat. The parameters which have been used
are shown in column 5~clay! of Table II. The data~Fig. 14!
show a clear indication of sublayers. This can be observed at
all pings around 17 ms. Compared to the sandy site, the
amplitudes of the signals are lower and the volume returns
are stronger.

The results from five runs of the model are shown in
Fig. 15. The variation between the pings is higher than in the
data, and the volume return appears at different places be-
cause no distinct sublayers have been input to the model. The
amplitude of the signals is close to the recorded amplitude.

To illustrate the contribution from the volume and sur-
face more clearly, the simulated responses are plotted sepa-
rately in Fig. 16. The solid line shows the volume contribu-
tion and the dashed line shows the surface contribution. The
coherent sum of these two contributions is the same as the
lowest ping in Fig. 15. It is interesting to note that in this
case the maximum amplitude of the surface response is about
ten times stronger than for the volume.

C. Comments

The model seems to include the main physical mecha-
nisms of an interaction of a short pulse with the seafloor. The
shape and the amplitude of the times series predicted by the
model are close to the data recorded at sea. The volume
contribution from the model is slightly too low and the sur-
face contribution slightly to high for the clay site. It is diffi-
cult to judge whether this is due to errors in the input param-
eters to the model or to the model itself.

A complication in the comparison between model and
data is the effect of the bottom generation. The data are
recorded with slight changes in position and heading over the
same bottom, while the model is run with a different realiza-
tion of the bottom for each run. The result is that the change
from one run to the other is higher for the model than the
change in the recorded data between two pings. An alterna-
tive approach would be to use one bottom realization for the
model, but to move the source as in the experiment. This
may or may not give a better result, depending on the simi-
larity between the real bottom and the generated bottom.
Essentially, the problem arises from the fact that a statistical
description can only give at best a statistically satisfactory
result. A one-to-one correspondence between snapshot data
and model cannot be expected.

VI. SUMMARY

In this paper we have implemented the time-evolution
model for seafloor scatter presented in Part 1.1 The model
calculates the time-series return from the seafloor based on
scattering from the interface and from inhomogeneities in the

FIG. 14. Recorded data. Bottom: clay. A layer is clearly seen at 17 ms.

FIG. 15. BORIS simulated data. Bottom: clay. No specific layer is seen due to
the different realizations of the volume.

FIG. 16. Simulated surface and volume contributions. Bottom: clay. The
solid line shows the volume contribution, the dashed line shows the surface
contribution.
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volume. The interface and volume are described with statis-
tical parameters, and for each run the model creates one re-
alization of each of these and calculates the return. Fourier
synthesis is used to produce both the surface height field and
the volume variations in sound speed and density. For the
surface part a filtered power law spectrum has been used,
while the volume part uses an exponential correlation func-
tion. The final return is a summation of contributions from
elementary surface and volume elements based on analytical
expressions.

The model was run and results given for different input
parameters. The effect of interface roughness was illustrated,
and it was shown how different transmit beam patterns affect
the time-domain signal. Examples of the volume contribu-
tions were also shown. Comparison with data recorded by a
calibrated parametric array was carried out for two different
bottom types consisting of compacted sand and clay. Good
agreement was found between the data and the model both
with respect to the shape and the amplitude of the signal. A
problem with the comparison was that some of the input
parameters to the model were difficult to estimate from the
available knowledge of the seafloor. This was especially ap-
parent for the volume inhomogeneity distribution.

The model appears to predict well the scattering from
the seafloor interface and volume, and it would appear to be
a valuable tool for studying the geometric and environmental
effects on the time-domain signals. Further work is needed in
order to evaluate the model against different sonar systems,
frequencies, and oblique angles of incidence.
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Measurements of the horizontal directivity of the underwater sound made behind individual
breaking waves in the surf zone are presented. To an observer behind a breaking wave, the breaking
noise appears to radiate from acoustic hot-spots, which are compact sources at the ends of the
breaking wavecrest. The hot-spots move through the surf zone as the length of breaking wavecrest
increases, leading to systematic temporal variations in the wave noise directionality. Measurements
of the acoustical properties of the mixture of water and bubbles left behind the breaking wave are
presented. Sound speeds as low as 500 m/s and acoustic absorption up to 50 dB per meter occur in
the bubbly region. Based on these measurements and a propagation model for the surf noise, it is
proposed that the observed horizontal directivity is caused by the interaction between the noise
radiated by the breaking wavecrest and the residue of bubbly water left behind the wave. ©1999
Acoustical Society of America.@S0001-4966~99!02206-7#

PACS numbers: 43.30.Nb, 43.30.Pc, 43.30.Es@SAC-B#

INTRODUCTION

The central topic of this paper is the radiation pattern of
underwater sound generated by breaking surf. A number of
surf noise studies have been published,1–3 but the experi-
ments reported here represent the first measurements of the
horizontal directivity of individual breaking waves in the
surf zone. The noise field directionality turns out to be a very
interesting property of surf noise. As will be shown, it is
intimately related to the large populations of bubbles left in
the water column by the passage of the wave generating the
sound.

The air entrained by a breaking wavecrest forms bubbles
which range in radius from tens of micrometer to
centimeters.3 The bubbles are organized into plumes, which,
in the surf zone, can extend a meter or more into the water
column. During their creation the plumes radiate sound, with
oscillating bubbles on the plumes’ outer edges being the pri-
mary source of wave noise above about 500 Hz.3 Newly
formed bubbles emit a short pulse of sound before joining
the population of quiescent bubbles in the plume and behind
the breaking wavecrest. Although quiet, the quiescent
bubbles are strong sound absorbers4 and the close proximity
of the newly forming and radiating plumes to the absorbing,
bubbly residue behind the wave causes the wave noise to
exhibit a distinctive radiation pattern. The breaking noise
observed from behind the wave appears to radiate from com-
pact acoustic sources, or ‘‘acoustic hot-spots,’’ which follow
the ends of the breaking wavecrest.

The major part of this paper explores the interaction
between the noise radiated by a breaking wavecrest and the
region of bubbly water left behind the wave. This interaction
depends on a number of phenomena, including the spatial
extent and acoustical properties of the residue of bubbles and
the propagation of sound through the range-dependent surf
zone. Thus a study of surf noise directionality naturally leads
to a discussion of the fluid dynamics of wave breaking, the
acoustical properties of bubbly mixtures, and range-
dependent propagation phenomena. These diverse topics all

play a role in the physics of surf noise generation and are
discussed below in this context.

Section I describes an experiment to measure the sound
radiated by individual breaking waves in the surf zone, and
presents measurements of the breaking wave noise coherence
and horizontal directivity. The properties of the horizontal
directivity and the formation of acoustic hot-spots are dis-
cussed in Sec. II. The remainder of the paper studies the
generation of the hot-spots, which is attributed to the inter-
action between the noise radiated by the breaking wavecrest
and the residue of bubbles left in the water column behind
the breaking wave. The results of an experiment to measure
the acoustical properties of the bubbly residue are presented
in Sec. III. A model for the spatial extent of the bubbly
residue and the temporal evolution of the length of a break-
ing wavecrest are presented in Sec. IV. The results of these
two sections are combined in Sec. V, which describes a
range-dependent propagation model to compute the interac-
tion between acoustic sources in the wavecrest and the ab-
sorbing properties of the residue. The implications of the
modeling for the horizontal directivity of the breaking wave
noise are discussed in Sec. VI. Concluding remarks can be
found in Sec. VII.

I. MEASUREMENTS OF SURF NOISE
DIRECTIONALITY

Figure 1 illustrates the various terms used in connection
with breaking waves throughout the paper. The figure shows
a wave breaking just north of Scripps Pier. A length scale for
the picture can be obtained from the spacing between the
pier pilings, which is 9.1 m. The breaking wavecrest is the
region of foamy water at the leading edge of the wave. The
wave break points are at the edges of the breaking crest, and
delineate the region of breaking crest from unbroken crest.
The bubbly residue is the region of bubble-filled water trail-
ing the wave. Bubbles rising to the surface from this region
create foam which remains visible for a few seconds after the
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passage of the wave. The edges of the bubbly residue mark
the trajectory of the break points through the surf zone.

A. The passive acoustic experiment

During November 1996 an experiment was conducted in
the surf zone off Red Beach at Camp Pendleton, Southern
California to measure surf noise and the acoustical properties
of bubble plumes entrained by breaking surf as part of the
Adaptive Beach Monitoring Experiment. Two International
Transducer Corporation 6050 C broadband hydrophones and
an ITC 1007 acoustic source were deployed on a frame jetted
into the sea floor, as shown in Fig. 2. The hydrophones were
fixed 90 cm above the sea floor, and they were placed on an
axis aligned in the seaward–shoreward direction. A pressure
sensor was deployed to measure wave height, but failed early
in the experiment and did not provide usable data. Sound
pressure time-series data were brought to shore through a
steel armored cable and stored on a digital audio tape re-
corder. The wave conditions in the region of the frame were
recorded by a video camera mounted on a bluff overlooking
the experiment site. The video and audio tapes were synchro-
nized at the start of every recording to allow a comparison of
the two data sets.

The frame and sensors were deployed in roughly 30 cm
of water at low tide. As the tide rose, the frame was gradu-
ally submerged—the positions of the low and high tide levels
relative to the sensors are shown in Fig. 2. The effect of the
tidal variations was to sample different wave breaking con-
ditions over a tidal cycle. At high tide, the water depth was

approximately 2 m and the surf broke between the frame and
shore line. These conditions permitted measurement of the
noise radiated by waves breaking about 25–50 m shoreward
of the frame. A little less than 4 h of breaking wave noise
was recorded over three consecutive days during high tide.
At mid-tide, the waves tended to break over the frame allow-
ing active acoustic measurements of the acoustical properties
of bubble plumes. The subject of this section is the wave
noise measurements; the bubble plume measurements are
discussed in Sec. III.

B. The spectrum, coherence, and horizontal
directivity of breaking wave noise

Figure 3 shows a sequence of four images, spaced at
half-second intervals, of a wave breaking event that occurred
during the wave noise measurements at Camp Pendleton on
11/9/1996 at 6:54:18 A.M. Pacific Standard Time. The time
stamp on the images is different because the clock internal to
the video camera was set to Universal Time, which is 8 h
ahead of Pacific Standard Time. The still water depth at the
time of the event was 1.7 m, which placed the recording
hydrophones about 80 cm below the mean water surface.
The sequence of images shows the wave break point in the
field of view moving north along the shore line~see the
Introduction to this section for a definition of the term
‘‘break point’’!. The location of the surf zone frame with the
recording array is indicated by the black dot near the center
of Fig. 3~a!.

A spectrogram of the ambient noise recorded during the
breaking event is shown in Fig. 4~a!. The spectrogram shows
a frequency versus time plot of the ambient noise at the
shoreward hydrophone before, during, and after the breaking
event. The spectral levels are in dB relative to 1mPa2/Hz.
The noise time series was sampled at 50 kHz and formed
into spectral estimates by averaging 3, 50% overlapped,
1024-point Fourier transforms. Individual time-series seg-
ments were multiplied by a Hanning window before trans-

FIG. 1. Annotated picture of a breaking wave crest, illustrating the breaking
wavecrest, the wave break points, and the bubbly water residue.

FIG. 2. The surf zone frame and sensor geometry for the surf noise and
bubble plume measurements. At high tide, waves tended to break between
the frame and the shore line. Wave noise recordings were made during these
times. At mid-tide, waves tended to break over the frame allowing measure-
ments of the acoustical properties of the bubble plumes.

FIG. 3. Pictures of a breaking wave event recorded by a video camera
overlooking the experiment site. The image sequence runs from~a! through
~d! with a 0.5-s delay between frames. The wave break point in the field of
view is moving north. The small black dot near the center of the upper, left
hand image marks the location of the sensor frame.
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forming. Each spectral estimate represents an average of
30.72 ms of data and has a frequency bin width of 48.83 Hz.

The acoustic signature of the breaking event begins ap-
proximately 8.5 s into the record, and lasts for roughly 3 s.
The noise of the breaking event is clearly distinguishable
above the background ensemble of more distant breaking
surf and the noise propagating to the array from deeper wa-
ter. The low frequency sound which occurs between 4 s and
6 s into the record is the noise generated by the passage of
the shoaling wave over the frame. Since the pressure sensor
failed early in the experiment, the interference caused by
both flow noise and disturbance of the hydrophone cables
provides a convenient reference for the time of the wave over
the array.

Half-second averages of the power spectral density of
the noise field before and during the breaking event are
shown in Fig. 5, labeled ‘‘PSD before breaking’’ and ‘‘PSD
during breaking.’’ The time intervals for these averages are
indicated in Fig. 4~a! by the short, white lines at the top of
the plot labeled ‘‘1’’ and ‘‘2.’’ The most significant differ-
ences in level between the before-breaking and during-
breaking spectra occur in the frequency band between 400
Hz and 10 kHz, over which the breaking wave noise can be
15 dB higher than the background levels. It can be concluded
that the ambient noise field over this frequency band is domi-
nated by wave noise during the breaking event. The rapid
roll-off in the two curves above 22.5 kHz is due to the re-
cording system anti-aliasing filters.

Figure 4~b! and ~c! shows plots of the real and imagi-

nary parts of the noise field coherence estimated from
30.72 ms segments of data, and plotted as a function of
scaled frequency and time. The dimensionless, scaled fre-
quency arises naturally from an analysis of the noise field
coherence, and is given byV5vL/c, wherev is angular
frequency,L is the separation between the two points at
which the coherence is measured, andc is the sound speed in
the water column. The formula used to estimate the coher-
ence is Eq.~A1! of the Appendix, with individual spectral
estimates being calculated using the same processing scheme
as for the power spectral density estimates~described above!.
Each of the coherence functions plotted vertically in Fig.
4~b! and ~c! is an average of three individual coherence es-
timates. The figures show that the noise field coherence is
stable in frequency and time before and after the breaking
event, and exhibits the oscillations in frequency which are
characteristic of oceanic ambient noise fields. The coherence
of the noise field during the wave breaking event is also
oscillatory, but is clearly different from the noise coherence
before and after the event, with the difference extending
throughout the entire 22.5-kHz frequency band. In addition,
the coherence evolves in time throughout the event, implying
a time variance in the horizontal directionality of the ambient
noise field~see the Appendix for a discussion of the relation-
ship between broadband coherence and noise field direction-
ality!.

Averages of the real and imaginary parts of the coher-
ence function, taken over the same intervals as the before-
breaking and during-breaking power spectrum averages, are
shown in Fig. 6. Note that the initial excursion of the imagi-
nary component of the coherence is positive before the
breaking event but becomes negative during the breaking
event. This can be clearly seen in the plots of coherence
versus time where the horizontal band at the bottom of Fig.

FIG. 4. Analysis of the ambient noise power spectrum and directionality in
the surf zone. Noise from a wave breaking event between the array and
shore line can be seen between 8.5 and 12 s.~a! Spectrogram of the ambient
noise. A broadband rise in the noise level occurs during the breaking event.
~b!, ~c! The real and imaginary parts of the ambient noise coherence plotted
as a function of scaled frequency and time. Note the change in sign of the
initial excursion of the imaginary part of the coherence at the beginning of
the breaking event.~c! The horizontal directionality of the noise field cal-
culated from the broadband coherence, showing that energy from the shore-
ward side of the array predominates during wave breaking.

FIG. 5. The ambient noise power spectral density averaged over two 0.5-s
intervals before a breaking event and during a breaking event. The time
intervals for the before-breaking and during-breaking averages are marked
by the two short, white lines near the top of Fig. 4~a!, respectively, labeled
‘‘1’’ and ‘‘2’’ on the plot. Note that the ambient noise levels are higher
during the breaking event from 400 Hz up to 22.5 kHz, which was the upper
limit of the recording system. The rapid roll-off above 22.5 kHz is due to the
recording system anti-aliasing filters.
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4~c! changes from light to dark at the beginning of the break-
ing event. As discussed in the Appendix, the significance of
this change in sign is that the main component of energy
incident on the array has changed from seaward to shoreward
in origin. The fine horizontal line appearing at roughlyV
55 in Fig. 4~c! is almost certainly caused by the close prox-
imity of the seaward hydrophone to the acoustic source used
for the active transmission measurements~see Fig. 2 for the
geometry!. This interference is an unavoidable consequence
of the geometry required for the active acoustic bubble
plume measurements reported in Sec. III.

The horizontal noise field directionality has been calcu-
lated from each of the coherence estimates with Eq.~A10!,
and is plotted as a function of angle and time in Fig. 4~d!.
Negative and positive angles, respectively, correspond to en-
ergy from the shoreward and seaward sides of the array. The
coherence functions were passed through a low-pass filter
and then interpolated to provide a weighted-mean estimate of
the coefficients in Eqs.~A8! and ~A9!. Note that the direc-
tional density function as computed satisfies a normalization
constraint, and is independent of the total energy incident on
the array. The angular resolution of the broadband, two ele-
ment hydrophone array is determined by the order of the last
term in the Fourier series expansion in Eq.~A10!. The hy-
drophone separation of 0.327 m and maximum frequency of
22.5 kHz yield an angular resolution of about 9 degrees for
the horizontal directionality estimate.

During the breaking event, the noise field directionality
is strongly peaked, with noise from the shoreward direction
dominating. The peak in the directionality corresponds to the
white line in Fig. 4~d! that extends from 8.5 s to 11 s in the
plot. The angle of the peak varies continuously with time,
starting at240 degrees and ending at roughly290 degrees.

This shows that the wave noise, observed from the seaward
side of the breaking wave, is strongly directional and time
dependent. I have called this phenomenon an ‘‘acoustic hot-
spot’’ because of the apparent existence of a noisy, localized
source associated with the breaking wave. In fact, it will
argued later that the hot-spot is created by the screening ef-
fect of the bubbly residue left behind the wave rather than a
variation in source strength inherent in the breaking
wavecrest.

Line plots of the noise field directionality averaged over
the same half-second intervals as the coherence and power
spectral density estimates before the breaking event and dur-
ing the breaking event are shown in Fig. 7. The noise field
directionality before the breaking event shows a broad peak
at 65 degrees, indicating that radiation from sources on the
seaward side of the array dominate the noise field before the
breaking event. This peak can be seen as a gray, horizontal
line near the top of the plot in Fig. 4~d! and was probably
due to biological activity within a kelp bed on the northwest
side of the array. The directional density function during the
breaking event, corresponding to the solid line in the plot, is
quite different from the directionality before the breaking
event and shows a well defined peak just before240 de-
grees. The change in angle of the peak between the two plots
shows that before the wave breaks, the noise field is domi-
nated by sources on the seaward side of the array and during
the breaking event, the field is dominated by noise from the
breaking wave. A small peak can still be seen at 65 degrees
in the directional density function during the breaking event,
showing that the off-shore sources are still present, but
largely masked by the breaking wave noise. The width of the
directionality peak during the breaking event corresponds to
the minimum beam width of the broadband coherence array,
and the actual beam width of the horizontal directionality
may have been narrower than the array resolution.

FIG. 6. Plots of the real and imaginary parts of the ambient noise coherence,
averaged over the same 0.5-s intervals as the power spectral density aver-
ages shown in Fig. 5. Curves such as these form the basis of the noise field
directionality calculations.~a! Average coherence during wave breaking.~b!
Average coherence before wave breaking. Note that the initial excursion of
the imaginary part of the coherence is negative during the breaking event
and positive before the breaking event. The change in sign indicates that the
main component of ambient noise energy is incident on the array from the
seaward direction before breaking and from the shoreward direction during
breaking.

FIG. 7. Plots of the noise horizontal directionality averaged before and
during a breaking event. The averages were taken overt the same 0.5-s
intervals as the power spectral density averages shown in Fig. 5. Before the
wave breaks, the sound field is dominated by noise from a kelp bed to the
northwest of the array. After the wave breaks, the sound field is dominated
by an apparent source at the wave break point which, at the instant shown,
is shoreward of the array at an angle of 40 degrees to the shore.
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The small-scale oscillations in the directional density es-
timates are a function of the highest order term of the Fourier
series expansion at which the expansion was truncated, and
should not be interpreted as a feature of the actual noise field.
The true directional density function is a measure of power
and therefore always positive. Our plots of this function are
only estimates, and in fact do go negative in Fig. 7. This is
an artifact of the limited bandwidth of the inversion, which
forces a truncation of the Fourier series expansion. The nega-
tive values do not have any physical significance, and our
directionality estimates have been plotted on a positive scale
in the directionality versus time plot in Fig. 4~b!.

Although an analysis of coherence and horizontal direc-
tionality for only a single event has been shown so far, it is
representative of the kinds of waves which generated hot-
spots, which are plunging breakers on the seaward side of the
array. For example, Fig. 8 shows four consecutive breaking
events over a 1-min interval. All four events show a strongly
peaked directional density function, although the details of
how the directionality evolves in time varies from one event
to another. The hot-spot phenomenon was consistently ob-
served throughout the data set for plunging breakers on the
shoreward side of the surf frame. Occasionally, two hot-spots
were observed in the noise directionality from a single break-
ing wave. An example of such an event is shown in Fig. 9.

A few waves had sufficient height to first break on the
seaward side of the array, and these events showed a differ-
ent pattern in their horizontal directivity than plunging
breakers on the shoreward side. Figure 10 shows the power
spectral density and horizontal directivity for a wave that
first broke to the southwest of the array, on the seaward side.
The video recordings show that the entire length of the
breaking crest passed on the southern side of the array on its
shoreward journey. The horizontal directionality of the wave
noise, as estimated from the noise field coherence, changes
character as the breaking crest passes by the array~the pass-
ing of the array is indicated in the plot by a change from

positive to negative angles!. As the breaking crest moves to
the shoreward side of the array, the directionality shows a
more well-defined peak.

II. THE INTERPRETATION OF ACOUSTIC HOT-SPOTS

The directional density estimates of breaking wave noise
show that sound radiated by a relatively small segment of the
breaking wavecrest dominates the noise field at the coher-
ence array. An estimate of the length scale of the dominant
region can be made as follows. Linear, shallow water wave
theory predicts the wave speed to beng5Agh, whereg is
the acceleration due to gravity andh is the water depth. This
is only a crude expression for the wave motion, but is suffi-
cient for our present purpose. Settingh52.2 m yields a wave

FIG. 8. One minute of surf noise summarized into~a! a spectrogram and~b!
horizontal directionality. The noise from four breaking events can be seen in
the spectrograms. Each of the breaking events generated a ‘‘hot-spot’’ in the
noise field directionality.

FIG. 9. An example of a breaking event that formed two converging hot-
spots. ~a! Ambient noise spectrogram.~b! Ambient noise directionality.
Only a few events showing directionality patterns like this were observed in
the data set. The origin of the faint peak around 0 degrees apparent before
and after the breaking event is unknown.

FIG. 10. An example of a breaking event that first broke on the seaward side
of the array and then passed on the southern side of the array on its shore-
ward journey.~a! Ambient noise spectrogram.~b! Ambient noise direction-
ality.
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speed of 4.6 m/s. The time interval between the passage of
the wave over the array to the middle of the breaking event
can be estimated from the ambient noise spectrogram, and is
approximately 5 s. Thus the wave was roughly 23 m shore-
ward of the array by the middle of the acoustically active
part of the breaking event. The directionality at this time
shows a narrow, 9 degree band of energy. This beam width
corresponds to the maximum resolution of the array, so the
actual beam may have been narrower than 9 degrees. At a
range of 23 m, the 9 degree beam has a 3.6-m footprint,
which provides an upper limit for the length scale of the
hot-spot. This length is considerably less than the total length
of spilling/overturning region, which was 20 m or more at
this time.

The conclusion is that only a fraction of the total length
of breaking wave crest contributes to the noise field observed
behind the wave. On the face of it, there are at least two
equally reasonable explanations for this, which are that the
phenomenon is an effect inherent to the source of noise~the
breaking wavecrest!, or the hot-spots are caused by a propa-
gation effect. Consider the first hypothesis, that the hot-spots
are a property of the source. The video recordings show that
the hot-spots tend to track the trajectory of the wave break
points, implying that the wave break points are more acous-
tically energetic than the rest of the breaking crest. Under
this hypothesis, hot-spots should always be observed in
pairs, one for each break point, and the hot-spot trajectories
should diverge as the break points separate. The data set,
however, shows very few hot-spot pairs, and those pairs that
are observed tend to converge~see Fig. 9, for example! in-
dicating that the acoustically active regions are merging. As
will be shown, this behavior can be explained in terms of a
screening effect but is not consistent with radiation from
pairs of break points dominating the noise field because they
are louder than the rest of the breaking crest.

The second hypothesis is that the phenomenon is caused
by a propagation effect. The bubbly residue left behind the
breaking wave is strongly absorbing and may be screening
the seaward-propagating sound radiated by all of the break-
ing crest except for the wave break points, which radiate into
relatively bubble-free water. Under this assumption, hot-
spots are formed in pairs but they are not expected to be
observedin pairs, at least not at a single array. Typically, the
sound from one of the two break points will have a clear
transmission path to the array while sound from the other
will be screened by the bubbly residue. An exception is if the
array is directly behind a symmetrically breaking wave, in
which case both break points may have a clear transmission
path to the array. However, our method of estimating hori-
zontal directivity has a north–south ambiguity, mapping the
hot-spots from such symmetrical events into a single peak.

The fact that hot-spots are occasionally observed in con-
verging pairs is explained by noting that a single shoaling
wave can initially overturn at multiple points along the
wavefront. Each of these points develops into lengths of
breaking crest which merge as the wave shoals. A wave with
two regions of breaking crest will have two converging break
points and two diverging break points. A suitably positioned
array will receive energy from both the converging break

points while sound from the outer, diverging break points is
absorbed by the bubble screen. Without the screening effect,
an array positioned behind a wave with two lengths of break-
ing region should observe four hot-spots, two of which are
converging and two of which are diverging. The directional-
ity patterns seen in Fig. 9 do not show four hot-spots, and
thus favor the screening hypothesis.

Another implication of the screening hypothesis is that
waves breaking on the seaward side of the array should not
show hot-spots, since there is no bubble screen between the
breaking wavecrest and the array. This prediction is largely
consistent with the few events in the data set which were
observed to break on the seaward side of the array~Fig. 10
shows an example of such an event!. This aspect of the data
set, however, should not be overemphasized as the interpre-
tation of these events is not straightforward. The theory lead-
ing to the measurement of horizontal directivity in the Ap-
pendix shows that the angular resolution of the estimate
depends on the highest frequency component of a given
source heard at the array. The ambient noise spectrograms
show an increase in the higher frequency components of
wave noise as the breaking crest moves from the seaward to
the shoreward side of the array, improving the angular reso-
lution of the directivity estimates.

In the remainder of the paper, the screening hypothesis
will be examined in greater detail. Section III details an ex-
periment to measure the sound speed and absorption in the
bubbly residue, and this is followed by a simple theory for
the trajectories of the wave break points in Sec. IV. The
results from these two sections are combined into a propaga-
tion model in Sec. V, which demonstrates the bubble screen-
ing effect.

III. AN EXPERIMENT TO MEASURE SOUND SPEED
AND ABSORPTION IN THE BUBBLY RESIDUE

The acoustical properties of the bubbly residue behind a
breaking wave need to be quantified before the effect of the
residue on the noise radiated by the breaking crest can be
calculated. In this section, an experiment is described in
which active acoustic measurements of the sound speed and
absorption in the bubbly residue were made. The active
acoustic experiment was performed at Camp Pendleton dur-
ing times when there were waves actively breaking over the
surf frame. To give an impression of the bubbly residue, Fig.
11 shows two photographs of the underside of breaking
waves taken in a more convenient location, which was the

FIG. 11. Underwater photographs taken beneath breaking waves off La
Jolla Shores Beach. The images illustrate the plumes of bubbles injected
into the water column by breaking surf. The breaking crest is moving from
right to left in the left hand figure, and directly into the page in the right
hand figure.
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surf zone off La Jolla Shores Beach. The photographs illus-
trate the plumes of bubbles which comprise the major por-
tion of the bubbly residue.

A. The active acoustic experiment

The geometry for the active acoustic experiment is
shown in Fig. 2. The measurements were made by exciting
an acoustic source with a broadband signal and recording the
response on two horizontally separated hydrophones. The
seaward hydrophone was only centimeters from the source
and acted as a reference. Travel time measurements were
made by subtracting the time delays estimated from cross-
correlations of the signal received at the seaward and shore-
ward hydrophones with a template signal. Similar travel time
sonars have been used in earlier experiments by Lamarre and
Melville,5–7 and Vagle and Farmer8 to study wave-induced
bubble plumes.

In the interest of brevity, only a summary of the signal
processing scheme for the travel time sonar is presented here.
The signal used to excite the acoustic source was recorded
synchronously with the response from the hydrophones pro-
viding a time reference for subsequent pulse compression.
The excitation signal was a 64 bit, pseudo-random noise se-
quence composed of 180° phase-modulated sine cycles~1
cycle per bit! centered on 10 kHz. The result was a broad-
band ping with significant frequency components between 4
kHz and 20 kHz. The spectral components of the signal were
adjusted prior to transmission to compensate for the fre-
quency response of the source. Each ping lasted 6.4 ms, and
100 pings were transmitted every second. The resulting data
stream was sampled at 50 kHz, providing approximately 5
points across a correlation peak after pulse compression. The
correlation peaks were interpolated by comparison with a
theoretical correlation function to improve the temporal reso-
lution.

B. Measurements of sound speed reductions and
increased absorption

Figure 12 shows the auto-correlation of the source exci-
tation signal and the cross-correlation of the excitation signal
with the signals recorded at the reference and measurement
hydrophones for a ping transmitted through bubble-free wa-
ter. The two cross-correlation functions show a clear peak
corresponding to the arrival time of the ping at the reference
and measurement hydrophone locations. The direct-path ar-
rival can be seen just after 0.3 ms on the measurement hy-
drophone cross-correlation. The smaller, negative peak at 1.4
ms corresponds to the surface reflected arrival. The time in-
terval between the direct-path peaks on the reference and
measurement cross-correlations is a measure of the propaga-
tion time of the ping between the two hydrophones. The
sound speed of the medium between the hydrophones~water
or bubbly mixture! is estimated by dividing the separation
between the hydrophones by the propagation time. The
sound speed estimates presented below were averages over
50 pings to reduce noise and filter out variations occurring
on time scales of less than 0.5 s.

Figure 13~a! shows a 20-min record of the sound speed
at a depth of 70 m below the mean surface during a period

when waves were breaking intermittently over the deploy-
ment frame. The mean water depth was approximately 1.7
m. Large, episodic reductions in sound speed can be seen in
the record. The video recordings show that each of the re-
ductions occurred a few seconds after the passage of a break-
ing wave over the frame. The reduction in sound speed
caused by the wave-induced bubble plumes is significant,
approaching 50% for the two events shown. As the bubbles
entrained in the water column diffused, degassed, and possi-
bly dissolved, the sound speed gradually recovered to its

FIG. 12. Cross-correlation functions showing the acoustic arrivals at the
reference and measurement hydrophones.~a! Auto-correlation function of
the source excitation.~b! Cross-correlation of the source excitation with the
reference hydrophone.~c! Cross-correlation of the source excitation with the
measurement hydrophone.

FIG. 13. The acoustic properties of the water column 70 cm below the
surface during a series of breaking events over the travel time sonar.~a!
Sound speed versus time. The reductions in sound speed that occur just after
100 s, 300 s, and 800 s in the record are associated with the passage of
breaking waves over the sound speed sonar.~b! Acoustic absorption versus
frequency and time. Large increases in acoustic absorption occur simulta-
neously with the reductions in sound speed.
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bubble-free value of just under 1500 m/s. Note that the time
scale for this recovery is about 200 s, which is roughly two
orders of magnitude longer than the duration of the noise
accompanying wave breaking.

Figure 13~b! shows the acoustic absorption over the
same path and during the same time as the sound speed mea-
surements. The absorption was estimated by dividing the
spectrum of the sequence of pings arriving at the measure-
ment hydrophone by a reference spectrum recorded in
bubble-free water. The absorption measurements are limited
to frequencies at which the acoustic source radiates effi-
ciently, which was 4 kHz to 20 kHz. The white regions in the
plot correspond to periods of strong absorption, approaching
50 dB per meter, and are strongly correlated with the periods
of sound speed reduction.

The data show that after the passage of a breaking wave,
the water column is filled with acoustically absorbing
bubbles which penetrate to at least half the mean water
depth. The increased absorption and reduced sound speed
caused by the bubbles persist for roughly two orders of mag-
nitude longer than the generation of the wave noise. The
effects are most pronounced immediately after the injection
of the bubbles, with sound speed reductions approaching 500
m/s and absorptions of up to 50 dB per meter. Large regions
of bubbly water with these properties have a pronounced
effect on sound propagation and need to be included in mod-
els of surf noise.

IV. A SIMPLE THEORY FOR THE TRAJECTORIES OF
WAVE BREAK POINTS

The source of bubbly water behind a breaking wave is
obvious. Spilling, plunging, collapsing, and surging waves
all create air bubbles in the water column as they overturn
and break, although the small-scale physics of the air en-
trainment processes remains largely a subject of
speculation.9 Our concern here is with the large-scale spatial
distribution of the bubbly water behind a breaking wave, and
also the trajectories of the wave break points which define
the edges of the bubbly region. The goal is to develop a
simple model for the velocity of the break points which de-
lineate the region of breaking crest from unbroken crest.

A. The formation of wave break points

The fluid dynamics of shoaling and breaking waves is a
complicated process that has been the subject of study for
over 100 years.10,11 The nonlinear fluid dynamics leading to
wave breaking are now largely understood, but the breaking
process itself remains an area of active investigation. Gravity
waves incident on very steep beaches may be reflected with-
out breaking, but for the beach slopes of interest here, essen-
tially all of the incident wave energy is dissipated by break-
ing. As a wave shoals on a beach, it evolves through a series
of phases. Synolakis and Skjelbreia12 describe spatial zones
of gradual shoaling leading to rapid shoaling until the wave
overturns. After overturning, there is a zone of rapid and then
gradual decay. These last two zones were identified in an
earlier work by Svendsenet al.13 as inner surf and outer surf
regions. There is no single description of wave evolution

through these phases, and the literature tends to treat the
dynamical behavior of pre-breaking and post-breaking waves
as separate problems. A full mathematical description of
wave breaking is not available at this time, but a recent paper
by Grilli et al.14 shows that the behavior of shoaling solitary
waves in the laboratory can be accurately reproduced by a
nonlinear numerical model, up to the point of wave breaking.

Most of the extensive literature on breaking wave dy-
namics is concerned with waves that have a constant ampli-
tude along their crest; that is, waves that do not show any
height variation in a direction normal to that of their motion.
Casual observation shows, however, that waves shoaling on
beaches frequently exhibit variations in wave height along
the wavecrest. This is not surprising as the instantaneous
surface elevation is, in general, the result of a superposition
of different wave number and frequency components,15,16

which cause spatial interference patterns. Wave height varia-
tions have a significant effect on breaking and the subsequent
patterns of air entrainment, and thus need to be included in a
model connecting the breaking process with wave noise di-
rectionality. What is commonly discussed are the effects of
variable bathymetry. The differences between the effects of
variable bathymetry and variable wave height are discussed
in Sec. IV F.

The breaking process begins when the velocity of the
water at the top of the crest exceeds the mean speed of the
wavefront, and this occurs when the height of the wavecrest
is some fraction of the mean water depth. If the wave height
varies along the wavecrest, say a single maximum falling off
to either side, then the wave initially breaks at a point along
the crest corresponding to the highest point of the wavecrest
reaching its breaking depth. As the wave continues to shoal,
the single break point grows into a line of breaking
wavecrest delimited by a break point at each end. Figure 1
shows an example of this process.

B. Coordinate frames and variables

The analysis which follows is based on two coordinate
frames, one that is stationary with respect to the sea floor,
which will be called the earth frame, and another that moves
with shoaling wave front, which will called the wave frame.
For clarity, wave frame variables will always be denoted by
an overbar. In addition, the value of variables evaluated at
the wave break point will be subscripted byb. For example,
the variables̄ denotes distance along the wavecrest in the
wave frame, ands̄b(t) is the distance along the wavecrest to
the wave break point~s! at timet. The origin fors is the point
on the wavecrest that initially broke. The other wave frame
variables are the wave heighth̄( s̄,t) and the still water depth
h̄( s̄,t). The earth frame variables arex andy, which, respec-
tively, correspond to across-shore and along-shore distances.
The origin for x and y is the point at which the wavecrest
initially broke. See Fig. 14 for an illustration of the earth and
wave frame variables. For a plane wavefront incident to the
shore line at an anglea, the coordinate transformations be-
tween the position variables in the two frames are given by

x5ct cosa1s sina, y5s cosa2ct sina, ~1!
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where t is time after the wave initially broke andc as the
wave speed normal to the wave front. The water depth at
which the wave first breaks is denoted byh0 .

C. The McCowan breaking criterion

The central assumption underlying our model for the
break point velocity is the McCowan breaking criterion,17

which states that the height of a wavecrest at incipient break-
ing is some constant fraction of the water depth at which
breaking occurs. Ifh̄b is the height of the wavecrest just
before overturning andh̄b is the still water depth at which
breaking occurs, then the McCowan breaking criterion is

h̄b5Kmh̄b , ~2!

whereKm is a constant of order unity. Much of what follows
is predicated on the validity of Eq.~2!. McCowan originally
determinedKm to be 0.78, but subsequent studies have
shown that the value lies in a range of 0.7–1.5, depending on
beach slope and wave period.18 The analysis that follows
also assumes that both wave refraction and variations in
wave speed along a wavefront can be neglected for the
acoustically active duration of a wave breaking event, which
is a few seconds. A simple, linear analysis shows that wave
refraction can be neglected~e.g., a planar wavefront remains
planar! on length scales along the wavecrest of about 50 m
provided that the incident angle of the wave to the beach is
small and the beach slope is less than about 1:25. Although
significant water depth variations can occur along a
wavecrest incident at an angle to the beach, the numerical
study presented by Grilliet al.14 goes some way toward jus-
tifying the assumption of a constant wave speed.

D. The trajectory of wave break points

Consider a wavecrest shoaling at an anglea to the shore
line of a planar beach with slopeuw . The height of the
wavecresth̄( s̄) is assumed to vary with distances̄ along the
wavecrest, which is assumed to be the cause of the wave
break points and their movement through the surf zone. A
discussion of the role that variable bathymetry plays in the
formation of break points can be found in Sec. IV F—it is

sufficient for our present purpose to assume that the beach is
plane. In the wave frame, an expression for the still water
depth at the wave break point is

h̄b~ s̄b ,t !5h02ct cosa tanuw2 s̄b~ t !sina tanuw , ~3!

where the wave frame variables are defined in Sec. IV B. The
penultimate term in Eq.~3! accounts for shoreward move-
ment of the wave past its point of initial overturning, and the
last term accounts for variations in still water depth with
position along the wavecrest. Substituting the McCowan
breaking criterion into Eq.~3! yields an expression for the
wave height at the break point:

h̄b~ s̄b ,t !5Km~h02ct cosa tanuw2 s̄b~ t !sina tanuw!.

~4!
Equation~4! defines a relationship between the wave height
at the break point, time after initial overturning, and distance
along the wavecrest to the break point, which is itself a func-
tion of time. Our goal is to determine the relationship be-
tween t and s̄b , and an additional constraint to Eq.~4! is
required in order to achieve it. The additional constraint
comes from recognizing that the wave height profile is actu-
ally a free variable, determined by the frequency and wave
number spectrum of the incident wave field and the dynam-
ics of wave shoaling leading up to breaking. Although it
would be possible, in principle, to compute the wave height
profile for a given bathymetry and incident wave field, the
wave height variation will be simply parameterized directly
by the two-parameter set of exponential profiles:

h̄b5Kmh0 exp~2us̄b /s0ug!, ~5!

wheres0 is a length scale characterizing the change of height
along the wavecrest andg is a dimensionless parameter of
order unity that will be called the profile index. Equation~5!
provides a useful representation for the wave height variation
but does not have any theoretical significance. In the absence
of a comprehensive data set, a family of exponential profiles
is a reasonable choice, and results in break point trajectories
which are qualitatively similar to those observed in the surf
zone. In any case, our general conclusions concerning the
interaction of the bubbly residue with the noise radiated by
the breaking wavecrest do not depend on a particular func-
tional dependence chosen for the wave height profile. Equa-
tions ~4! and ~5! together define a transcendental equation
relating s̄b and t:

h0~12exp~2us̄b /s0ug!!2ct cosa tanuw2 s̄b sina tanuw

50. ~6!

In general, Eq.~6! needs to be solved numerically to deter-
mine s̄b as a function of time for a given beach slope, angle
of incidence, profile index, and initial breaking depth. Closed
form solutions can, however, be obtained in two limiting
cases. The first of these is for waves of constant height, cor-
responding to the limit ofs0→` in Eq. ~5!. In this case, Eq.
~6! simplifies to

s̄b52ct cota, ~7!

which shows that in the case of a constant wave height there
is a single break point which moves along the wavecrest in

FIG. 14. The earth and wave frame variables. The earth frame is fixed
relative to the sea floor and the wave frame moves with the~planar! shoaling
wavefront.
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the direction of negatives̄b . Applying the coordinate trans-
formations defined in Eq.~1! to Eq. ~7! results in equations
for the trajectory of the break point in the earth frame:

xb50, ~8a!

yb5
2ct

sina
~122 sin2 a!. ~8b!

Equation~8a! is intuitively correct since, by assumption, a
wave of constant height always breaks at the same depth,
requiringxb to be constant. For waves normally incident on
the beach,a→0, and from Eq.~8b!, yb→`. Physically, this
limit corresponds to the wave breaking along its entire length
simultaneously.

The second limiting case is for waves normally incident
on the beach, so that sina50, cosa51, and Eq.~6! can be
rearranged to yield

s̄b56H lnS h0

h02ct tanuw
D J 1/g

. ~9!

The 6 sign arises in Eq.~9! because there are breakpoints
located on either side ofs̄b50. For s̄b to be real, Eq.~9!
requires that 0,ct tanuw /ho,1, which amounts to requiring
that time be positive and less than the value that would take
the wave onto the shore.

Equation~6! is the main result of this section. Together
with the coordinate system transformations, it defines the
trajectory of the break points through the surf zone. As the
break point trajectories define the edges of the bubbly resi-
due, it also allows the spatial extent and shape of the residue
behind the wave to be calculated.

Figure 15 shows the spatial extent of the bubbly region
generated by waves with profile indices ofg50.5, 1, and 2.
The vertical lines in the figure are discussed in Sec. V B. A

scaling length ofs0575 m and an initial breaking depth of
h052 m were used for all the profiles, and the wave speed
was rounded up to 5 m/s. The profile indexg52 corre-
sponds to a nearly uniform wave height across the greater
part of the wavecrest, which results in an initially rapid ex-
pansion of the breaking crest length. The wave height corre-
sponding to a profile index of 0.5 varies rapidly across the
wavecrest, and gives rise to a slowly spreading breaking re-
gion.

E. The velocity of wave break points

Although an explicit expression for the velocity of the
break points is not required for the acoustical analysis in Sec.
V, some physical insight into break point behavior can be
gained from the result, which does not require the assump-
tion of a wave height profile. Rearrangement of Eq.~4! al-
lows for an explicit solution of the time at which a region of
wavecrest breaks as a function of wave height and distance
along the wavecrest:

t5S h02Kmh̄b~ s̄b ,t !

tanuw
2 s̄b~ t !sina D 1

c cosa
. ~10!

The velocity of the break points is found by differentiating
Eq. ~10! with respect tos̄b :

ds̄b

dt
5S dt

ds̄b
D 21

52c cosaY S Km

tanuw

]h̄b

] s̄b
1sina D .

~11!

For the special case of waves incident normally to the shore
line, the break point velocity is proportional to the wave
speed and inversely proportional to the rate of change of
wave height along the wavecrest. A normally incident wave
with uniform height breaks simultaneously along the entire
crest, and the break point velocity becomes infinite. Con-
versely, waves with rapid variation in height along the
wavecrest have break points which move slowly.

F. The effect of variable bathymetry

The main results of this section have been derived under
the assumption that a plane wave is shoaling on a plane
beach, and that wave break points are formed because of
variations in wave height along a wavecrest. This is a con-
venient assumption as it allowed the formulation of calcu-
lable expressions for the trajectory of wave break points.
Clearly, few real beaches are plane and so the question of
how the analysis can be modified to accommodate this fact is
important. For any real beach, the bathymetryh(x,y) can
always be expressed as

h~x,y!5h02x tanuw1e~x,y!, ~12!

where the notation of earth frame variables has been retained
ande(x,y) is a function that represents the deviation of the
real beach bathymetry from a plane beach. In wave coordi-
nates, Eq.~12! becomes

FIG. 15. Spatial extent of the bubbly region generated by breaking surf
normally incident in a plane beach calculated assuming an exponential
variation in wave height profile. The lines track the break point loci for
waves with different profile indices.
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h̄b~ s̄b ,t !5h02ct cosa tanuw2 s̄b sina tanuw

1e~ct cosa1 s̄b sina,s̄b cosa2ct sina!,

~13!

Eq. ~13! then replaces Eq.~3! in the break point trajectory
analysis of Sec. IV D. The net result is a more complicated
transcendental equation which replaces Eq.~6! and which
must also be solved numerically.

In addition to the question of the analysis, there is a
more interesting physical question concerning the relative
importance of variations in bathymetry versus spatial inter-
ference structure in determining break point behavior. It
might seem from Eq.~13! that they can be considered as
essentially equivalent, but there are, in fact, important physi-
cal differences. If the detailed behavior of break points is
determined primarily by bathymetry alone, then one would
expect to see very similar patterns of wave breaking over the
same region of sea floor, at least over time scales on which
the bathymetry is stable. If, however, the primary causative
agent is spatial interference structure, itself caused by a su-
perposition of incident wave number components and the
refraction of those components as they shoal, then the wave
breaking patterns can be expected to be quite variable both
over short time scales and over the same region of sea floor.

It seems likely that both bathymetry and variations in
wave height play a role in determining the size and shape of
the bubbly regions formed behind shoaling waves. At any
rate, there is clear evidence that it is not variations in
bathymetry alone that are responsible. Figure 16 shows two
breaking waves with very different patterns of breaking ob-
served at the same location and within 10 min of each other.
It is difficult to imagine how the differences could be attrib-
uted to changes in bathymetry alone over such a short time
scale, leading to the conclusion that the kind of variations in
wave height considered here are important.

G. A discussion of the break point model

The physics of break point generation is more compli-
cated than our simple model suggests. A realistic surf model
would include a wave train with multiple wave frequencies
and a wave number spectrum. Smith and Vicent19 have
shown that two wave trains with different frequencies inter-
act, with the higher frequency peak decaying more rapidly
than it would in isolation. Wind also affects breaking surf, as
discussed by Douglas.20 He studied the influence of wind on
near shore breaking waves in a laboratory flume. Douglas
reported that breaker location, geometry, and type depended

strongly on wind direction. Onshore winds caused waves to
break in deeper water and to spill while offshore winds
caused waves to break in shallower water and to plunge. A
final point to note is that the McCowan breaking criterion is
being applied to individual waves with a variable wave
height. Even assuming that this criterion can be applied to
single waves, it is not altogether clear that the empirical law
holds when breaking is well under way and the break point
delineates unbroken crest from breaking crest. Also note that
the break point analysis depends on the assumption of neg-
ligible wave refraction and constant wave speed during
breaking.

Notwithstanding the issues raised above, a beginning
needs to be made somewhere, and the results of the break
point analysis presented here will be used to study the
screening effect of the bubbly region on the noise radiated by
the breaking wavecrest. In addition, there is some evidence
for the large-scale patterns of air entrainment suggested by
the model and family of exponential profiles. The foam
shapes formed by the breaking waves in Fig. 16 are qualita-
tively similar to those plotted from the theory in Fig. 15. The
narrow, wedgelike pattern in Fig. 16~a! developed from a
slowly spreading breaking region, and the boundaries of the
region have a concave shape similar to those obtained from
the theory with a profile index of less than unity. The convex
boundary in Fig. 16~b! was generated by a breaking crest
which initially grew rapidly in length, which is consistent
with a profile index greater than unity.

V. A MODEL FOR THE INTERACTION BETWEEN
WAVE NOISE AND THE BUBBLY RESIDUE

In this section, a propagation model for the noise radi-
ated by the breaking wavecrest is presented that accounts for
the screening effect of the region of bubbly water left behind
the wave.

A. A normal mode, range-dependent propagation
model

The geometry for the propagation calculations is shown
in Fig. 17. Figure 17~a! shows a plan view of a shoaling
wave normally incident on a plane beach. The wave height
along the wavecrest is assumed to vary in the manner de-
scribed in Sec. IV, giving rise to the region of bubbly water
behind the wave. A receiver is located on the seaward side of
the wave at the position (xr ,yr ,zr) where x and y define
position in the horizontal plane andz is depth measured
down from the still water surface. Figure 17~b! shows a side
view of the water column that transects the bubbly region.

The model depicted in Fig. 17 includes several approxi-
mations. The first of these is that the sound speed and ab-
sorption of the bubbly water left behind the wave is assumed
to be independent of position, and remain constant while the
wave is breaking and radiating noise. The active acoustic
experiment described in Sec. III showed that the bubble
plumes left behind the breaking wave absorb sound and re-
duce the sound speed for about 200 s after the passage of the
wave. The acoustically active phase of the breaking event
lasts for a few seconds, or approximately two orders of mag-

FIG. 16. The foam patterns generated by breaking surf off La Jolla Shores
Beach. The foam indicates the extent of the air–water mixture behind the
breaking wave crest.~a! A narrow, wedgelike pattern indicating a profile
index less than unity.~b! A pattern showing an initially rapid and then more
gradual growth, consistent with a profile index greater than unity.
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nitude less than the time scale for the decay of the bubbly
residue. Given the disparity between the time scales, the as-
sumption that the plumes are in frozen equilibrium is reason-
able.

The second approximation is that the plumes fill the en-
tire vertical extent of the water column, as shown in Fig.
17~b!. The bubble plume properties reported in Sec. III were
measured in the middle of the water column, where absorp-
tions as high as 50 dB per meter were recorded. The acoustic
calculations which follow are based on very mild values of
absorption by comparison, a value of 2 dB per meter being
sufficient to demonstrate the screening effect. Given the
much higher values of absorption observed at mid-water
depth, it is not unreasonable to assume that sufficient num-
bers of bubbles will be found throughout the entire water
column to provide the assumed absorption.

The acoustic field due to an harmonic, point source of
angular frequencyv in the range-dependent wave guide can
be calculated with an adiabatic mode expansion of the
Green’s function solution of the Helmholtz equation. The
adiabatic mode expansion can be written as

ps5 iA2p (
n51

`
EnNn~xr !

Aknr r

sin~nnzr !expS i E
0

r r
kn dr D ,

~14!

where the path for the integral runs in a straight line connect-
ing the source and receiver,i 5A21, r r5Axr

21yr
2, and the

other symbols are defined below. Equation~14! is a two-
dimensional solution to what is strictly a three-dimensional
propagation problem. It does, however, yield an accurate so-
lution for the acoustic field for the shallow beach slopes and

short ranges of interest here. The terms in the sum on the
right hand side of Eq.~14! correspond to normal modes
which resonate between the ocean’s surface and the sea floor,
and propagate along radials away from the source. A given
moden has amplitudeNn , horizontal wave numberkn and
vertical wave numbernn which depend on the local water
depth and acoustical properties of the water column and sea
floor. The excitation amplitude of moden at the source is

En5Nn~0!sin~nn~0!zs!. ~15!

Although an infinite number of modes have been included in
the sum, in practice only a finite number of modes,Nmax,
propagate through the water column for any given frequency.
Mode of higher order are radially evanescent in the water
column and do not contribute to the acoustic field more than
a few wavelengths from the source.

Zhang and Tindle’s complex effective depth method21

has been used to compute the mode eigenvalues and ampli-
tudes. The mode eigenvalues are the solutions of the disper-
sion equation

2nn~k!h~x!2 i ln~V~kn!!2p52~n21!p, ~16!

where

nn5~v2/cw~x,y!22kn
2!1/2 ~17!

is the vertical wave number of moden, cw(x,y) is the sound
speed in the water column,h(x) is the local water depth, and
V is the plane wave reflection coefficient for the water
column–sea floor interface, given by

V~k!5
rsn2 irwj

rsn1 irwj
, ~18!

whererw andrs , respectively, are the density of the water
column and the sea floor,j is the vertical wave number in the
sea floor given by

j5~k22v2/cs
2!1/2, ~19!

andcs is the sound speed in the sea floor. The mode ampli-
tudes are given by

Nn
225

1

2 FH1
p2 i ln~V!

2nn
G . ~20!

The effect of the air-laden water behind the wave is to
decrease the sound speed and increase sound absorption.
These effects are incorporated into the acoustic model by
making cw in Eq. ~17! complex. Strictly speaking, the dis-
continuity in sound speed in range introduced by this step
invalidates the assumption of adiabatic propagation, which is
that the environmental parameters, such as water depth and
sound speed, vary slowly in range. In practice, this means
that the effects of mode coupling and scattering at the bound-
aries of the bubbly region are not accounted for. These ef-
fects are difficult to model without a detailed knowledge of
the fine-scale spatial distribution of the bubbles behind the
wave, which are not available. In any case, the effects of
mode coupling and scattering would not alter the main prop-
erties of the screening phenomenon of interest here.

FIG. 17. Geometry for the Green’s function calculation.~a! Top view. ~b!
Side view.
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B. The formation of acoustic shadows behind the
bubbly residue

The geometry used to calculate the effect of the bubbly
region on breaking waves noise is shown in Fig. 17. A point
source representing a small length of breaking wavecrest is
placed just in front of a region of absorbing bubbles and a
receiver is assumed to lie in a region of bubble-free water.
The acoustic field was computed in a plane 10 cm below the
ocean’s surface using Eq.~14!. The choice of receiver depth
is arbitrary and has no real effect on the results. The field
was computed for three times after the initial wave break
using waves with two profiles. Two source locations were
used for each wave profile and time to simulate radiation
from break points, near the edge of the breaking crest, and a
region of breaking crest mid-way between the two break
points. The modal expansion was calculated along radials
from the source. The values of sound speed, density, and
acoustic absorption for the sea floor, sea water, and bubbly
residue used in the calculations are given in Fig. 17. The
density of the bubbly region was taken to be that of seawater
on the grounds that the void fraction of air is low, typically
around 5% or less, away from the breaking crest and does
not significantly alter the mixture density. The values used
for the sea floor are typical for a medium grained sand. The
value of absorption used for the bubbly residue, 2 dB per
meter, is considerably lower than the typical mid-water depth
values observed during the active acoustic experiment. This
was a deliberate choice to demonstrate that the screening
effect is quite robust, and does not rely on particularly high
values of absorption. The beach slope was set to 1 degree,
and the source depth was 5 cm. The source frequency was set
to 2 kHz, which was chosen to be well above the modal
cutoff for the waveguide at any of the source locations.

The spatial extent of the bubbly residue was computed
using Eq.~6!. Two sets of results are presented for the two
choices of profile indexg50.5 andg52. A scaling length
s0575 m and initial breaking depthh052 were used for
both profiles and the wave speed rounded up to 5 m/s. These
are the same parameters as those chosen for Fig. 15, which
shows the break point trajectories and spatial extent of the
bubbly region in the horizontal plane predicted by the break
point model. The three vertical lines in the figure correspond
to the along-shore location of the breaking crest at the times
chosen for the field evaluations. The extent of the wavecrest
at each time and profile index is the length of the vertical line
which lies between the lower and upper break point trajec-
tories.

The results of the calculations are shown in Figs. 18 and
19. Each figure contains six Green’s function calculations
corresponding to the three times and two source locations
chosen. The times after wave breaking are 1 s, 3 s, and 5 s,
which, respectively, correspond to the left, middle, and right
plots. The Green’s function is shown as a gray scale contour
map in dB referenced to a free-space source strength of unity
at 1 m. The dark regions in the figures correspond to areas of
low sound intensity. The shore line runs vertically, with the
deepest water on the left hand side of the plots. The source is
positioned in the middle of each plot.

The most obvious feature of the plots is the region of

low intensity that forms behind the breaking crest as the
bubbly residue develops. Consider the sequence of plots
18~a! through ~c!. The source is located mid-way between
the two ends of the breaking wavecrest and the profile index
is 0.5. From Fig. 15, the width of the bubbly region after 1 s
is less than 1 m and very little acoustic absorption occurs.
After 3 s, the bubbly region is 1.4 m wide, which is sufficient
to cause a 30 dB or so drop in the acoustic intensity directly
behind the breaking region. After 5 s, the bubbly region
width has increased to 4 m and very little sound penetrates
through to the seaward water column. Plots 18~d! through~f!
show the acoustic field for a source located on one end of the
breaking crest. The screening effect of the bubbly region on
this source is quite different—the upper, left quadrant of the
water column behind the wave is insonified. The overall ef-
fect of the bubbly residue is to mask seaward propagating

FIG. 18. Green’s function calculations for the wedge geometry including
the effect of the evolving air–water mixture behind a breaking wave, trav-
elling to the right, with a profile index of 0.5. The other geometry param-
eters are defined in the text.~a! through~c! correspond to 1, 3, and 5 s after
the initial wave break. The source is located mid-way between the ends of
the breaking wavecrest.~d! through~f! correspond to 1, 3, and 5 s after the
initial wave break and a source located at the uppermost edge of the break-
ing wavecrest.

FIG. 19. Green’s function calculations for the wedge geometry including
the effect of the evolving air–water mixture behind the breaking wave,
traveling to the right, with a profile index of 2. The other geometry param-
eters are the same as for Fig. 18, and are defined in the text.~a! through~c!
correspond to 1, 3, and 5 s after the initial wave break. The source is located
midway between the ends of the breaking wavecrest.~d! through~f! corre-
spond to 1, 3, and 5 s after the initial wave break and a source located at the
uppermost edge of the breaking wavecrest.
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sound from all sources along the wavecrest except for those
at the wave break points.

Figure 19 shows the same screening effect for a profile
index of 2. The spatial extent of the bubbly region grows
more rapidly during the initial stages of wave breaking than
the g50.5 profile, but the overall masking effect is similar.

It is clear from these results that under most circum-
stances only a small fraction of the breaking wavecrest at the
edge of the breaking region—the wave break point—
dominates the wave noise radiating to the seaward side of the
wave. The exceptions are an observer placed directly behind
the point at which a symmetrical wave broke, who would
perceive both break points, and a wave with a flat profile,
which initially breaks along an extended region of wavecrest.
In the latter case, the entire region of breaking crest will
initially be audible, fading to just the break points as the
bubbly residue develops.

Some of the more subtle features of the acoustic field
plots are worth noting in passing. The light and dark bands
evident in the acoustic field are due to the constructive and
destructive interference of the propagating acoustic modes.
As the modes propagate into shallow water, they eventually
reach their cutoff depth, after which they are strongly attenu-
ated. This effect can be seen in Fig. 18~c!, for example. Only
the fundamental mode is left propagating on the far right
hand side of the plot, as indicated by the absence of interfer-
ence bands.

VI. THE CONNECTION BETWEEN BREAKING NOISE,
THE BUBBLY RESIDUE, AND ACOUSTIC HOT-
SPOTS

Our interpretation of the acoustic hot-spot phenomenon
is shown in Fig. 20. A wave normally incident to the shore
line of a plane beach is shown moving from right to left
across the figure. The wave is assumed to vary in height

along its crest and to have two peaks in its wave height
profile. As the crest breaks, it injects plumes of bubbles,
much like those illustrated in Fig. 8, into two triangular re-
gions the water column. When the plumes are first created,
they are acoustically active and radiate sound into the water
column along the entire length of the breaking crest. Not all
of the sound, however, is audible on the seaward side of the
wave. The bubbly water left behind the wave is a strong
sound absorber that casts an acoustic shadow, screening the
seaward regions from all of the breaking crest noise except
for the break points at the crest ends, which radiate into
relatively bubble-free water. Thus the wave noise appears to
radiate from a compact source at either end of the breaking
wavecrest. As the wave break points move through the surf
zone, those audible at a monitoring array generate a time-
dependent peak in the wave noise horizontal directivity@in-
dicated byu(t) in Fig. 20#. The figure also shows how the
screening effect leads to converging hot-spots when these are
observed in pairs.

The motion of the break points through the surf zone,
and therefore the noise directionality, is a function of the
wave height profile of the incident wave field, and also the
beach topography. The model developed in Sec. IV describes
the trajectory of break points for waves with an exponential
wave height profile that are incident on a plane beach. The
case of multiple peaks in a wave height profile, such as the
event illustrated in Fig. 20 and as casually observed from the
beach, could be handled by segmenting the wavecrest into
lengths that contain a single peak and then analyzing the
break point motion for each of these lengths separately.

The hypothesis that the observed phenomenon is a
screening effect and not an effect intrinsic to the breaking
crest is largely consistent with the observed properties of
hot-spots. The hot-spots were not usually observed in pairs,
counter to what would be expected if the wave break points
were simply more acoustically energetic than the rest of the
breaking wavecrest. The few events that did exhibit pairs of
hot-spots showedconvergingradiating regions; another re-
sult that is inconsistent with a hypothesis based on energetic
break points alone. In addition, the few events observed on
the seaward side of the array did not show hot-spots, consis-
tent with the idea that there is no air residue in front of the
wave to absorb the sound.

VII. CONCLUDING REMARKS

The principle result of this study is the discovery of
acoustic hot-spots behind breaking surf. To an observer be-
hind a shoaling wave, the breaking wave noise apparently
radiates from compact acoustic sources which move through
the surf zone. The acoustic measurements of the bubbly resi-
due behind the wave and the propagation modeling reported
here both provide strong evidence that the hot-spots are
caused by an acoustic shadow created by the bubbly residue.

A simple model for the movement of the wave break
points through the surf zone has been proposed based on the
McCowan breaking criterion and a family of exponential
profiles for the variation of the wave height at the break
points along the wavecrest. A detailed reconciliation be-
tween this model and acoustical measurements of the wave

FIG. 20. An interpretation of the acoustic hot-spots in terms of the interac-
tion of the noise radiated by the breaking wavecrest and the acoustic shadow
cast by the absorbing, bubbly residue behind the wave. A shoaling wave
with two regions of breaking wavecrest are shown, giving rise to two con-
verging and two diverging break points. The noise from the diverging break
points is absorbed by the bubbly residue and only the converging break
points appear at the coherence array as acoustic hot-spots.
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noise directionality must await future studies with more
comprehensive measurements of beach bathymetry and the
wave height profiles of the incident wave field.

The results of the present work have a number of broad
implications for the study of acoustics in the surf zone. There
is clearly a relationship between the dynamics of wave
breaking and the directionality of the resulting noise which
could be exploited to learn more about the wave breaking
process itself. For example, simultaneous measurement of
the wave height profile and noise field directionality would
allow study of the connection between the wave height, bot-
tom bathymetry, and the formation of break points. The con-
tribution of surf noise 100 m or more off shore is dependent
on the temporal and spatial distribution of the population of
quiescent bubbles left behind the wave, and needs to be in-
cluded in predictive models for the surf noise.

The role of acoustically active bubbles in generating am-
bient oceanic noise has been the subject of several
studies,3,22,23 and the background layer of micro-bubbles in
the ocean is thought to affect wave noise propagation.24–26

The effects of absorption are even more pronounced in the
surf zone, and the population of quiescent bubbles entrained
by breaking surf is as important to the properties of the
breaking wave noise as the acoustically active bubbles that
are generating the sound. The effects are pronounced in the
surf zone because the large length to height ratio inherent in
the geometry accentuates the screening effect of the bubble
plumes. An effect analogous to the acoustic hot-spots ob-
served in the surf zone should also be seen in measurements
of the horizontal directivity of breaking wave noise made
within a meter or so of the surface in the open ocean.

ACKNOWLEDGMENTS

I am grateful to Dr. Robert T. Guza for a number of
helpful discussions. I am pleased to thank Rod Milan and
James Uyloan who assisted with the experiment design and
deployment, and Dr. M. Dale Stokes who took the photo-
graphs in Fig. 11. This work was conducted as part of the
Adaptive Beach Monitoring Experiment, with the assistance
of the military and civilian personnel at the Camp Pendleton
Marine Base. The support of the Office of Naval Research,
Contract Nos. N00014-96-0120 and N00014-96-1-0852, is
gratefully acknowledged.

APPENDIX: THE RELATIONSHIP BETWEEN NOISE
COHERENCE AND DIRECTIONALITY

A broadband, two element hydrophone array can be
used to obtain an estimate of the ambient noise field direc-
tionality in the following way. Consider the array geometry
shown in Fig. A1. Two hydrophones, immersed in a homo-
geneous noise field, are separated by a distanceL along an
axis A. The noise field coherenceG~V! at the hydrophone
array, measured as a function of frequency and fixed separa-
tion, is given by27

G~V!5
^S1~v!S2* ~v!&

A^S1~v!S1* ~v!&^S2~v!S2* ~v!&
, ~A1!

where S1(v) and S2(v), respectively, denote the Fourier
transforms of the pressure time series induced by the noise
field respectively at hydrophones 1 and 2, and the dimen-
sionless, scaled frequencyV5vL/c, wherev is angular fre-
quency andc is the sound speed in the water column. The
symbols* and ^ & in Eq. ~A1!, respectively, denote complex
conjugation and ensemble average.

The noise field directionality integrated over a cone cen-
tered on the array axis~see Fig. A1! and coherence are re-
lated via the spatial Fourier transform

G~V!5
1

2p E
2p

p

F~y!exp~ iVy/p!dy, ~A2!

wherey5p sin(u), u is angle measured from a normal to the
array axis andF(y) is a measure of the incident acoustic
intensity. Note that our angle convention is different from
that normally adopted in the literature, but is convenient for
our array geometry and orientation with respect to the shore
line. The more standard convention is to measure angle from
the array axis. In general,F will be a function of both spheri-
cal polar angular coordinates, but any variability in power
around the array axis is averaged out by the omni-directional
response of the hydrophones. It has been tacitly assumed that
F is independent of frequency. Equation~A2! holds true re-
gardless, but the assumption is required in order to expressF
as a function ofG. The practical implications of this assump-
tion are discussed at the end of this Appendix.

It follows directly from Eqs.~A1! and ~A2! that the di-
rectional density function obeys a normalization constraint.
As the hydrophone separationL tends to zero,S1→S2 , and
from Eq. ~A1! it follows that G(0)→1. It follows from Eq.
~A2! that F(y) must satisfy the constraint:

1

2p E
2p

p

F~y!dy51. ~A3!

To obtain an expression for the directional density function
in terms of the broadband coherence,F(y) is expanded as a
Fourier series:

F~y!5
a0

2
1(

j 51

`

~aj cos~ jy !1bj sin~ jy !!, ~A4!

where

FIG. A1. Two-element hydrophone array geometry.
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aj5
1

p E
2p

p

F~y!cos~ jy !dy, j 50,1,2,..., ~A5!

and

bj5
1

p E
2p

p

F~y!sin~ jy !dy, j 51,2,3,... . ~A6!

The Fourier coefficientsaj andbj can be expressed in terms
of the coherence by noting that

aj1 ib j5
1

p E F~y!exp~ i jy !dy52G~p j !,

j 51,2,3,... . ~A7!

It follows immediately that:

aj52 Re~G~p j !!, bj52 Im~G~p j !!. ~A8!

Substituting for the coefficients in Eq.~A4!, and noting that
the normalization constraint requires thata052, an expres-
sion is obtained for the directionality in terms of the noise
coherence:

F~y!5112(
j 51

`

~Re~G~p j !!cos~ jy !

1Im~G~p j !!sin~ jy !!. ~A9!

Equation ~A9! is an expression for the ambient noise
directionality expressed in terms of the noise coherence
sampled at discrete values of normalized frequency. Making
the substitutiony5p sin(u) in Eq. ~A9!, the directional den-
sity function can be expressed in terms of angle:

F~u!5112(
j 51

`

~Re~G~p j !!cos~p j sin~u!!

1Im~G~p j !sin~p j sin~u!!!. ~A10!

In any practical measurement, the sum in Eq.~A10! will be
truncated at some maximum value of frequency correspond-
ing to j 5 j max, which sets the maximum angular resolution
of the array. The array used for the noise measurements had
a separation ofL50.327 m and a bandwidth of 22.5 kHz
which, assuming a sound speed of 1500 m/s, setsj max510
and the maximum angular resolution of the array is about 9
degrees.

Equation~A10! can be used to compute the noise field
directionality in a plane from broadband measurements of
the noise field coherence. The expression is exact provided
that the noise field directionality is independent of frequency.
In physical terms, this means that the noise field must be
dominated by a single source, or multiple sources with the
same spectral shape at the array location. This constraint is,
in fact, reasonably well satisfied for our data set but Eq.
~A10! cannot be used, in general, without some information
about the nature and distribution of the sources generating
the ambient noise.

Since cos and sin, respectively, are even and odd func-
tions of their arguments, it follows from Eq.~A9! that the
real part of the coherence determines the symmetrical com-
ponent of the directional density function and the imaginary

part determines the asymmetrical component of the direc-
tionality. For example, consider a plane wave incident on the
array at the transformed angley0 with the corresponding
directional density function

F~y!5ad~y02y!, ~A11!

where, from the normalization constraint,a52p for 2p
,y,p anda5p for y056p. The coherence function for
the plane wave calculated from Eq.~A2! is

G~V!5
a

2p
expS i

Vy0

p D . ~A12!

For y052p, corresponding to energy incident from the
shoreward side of the array in the experiment, the initial
excursion of the imaginary component of the coherence is
negative. For energy incident from the seaward side of the
array the converse is true, and the initial excursion is posi-
tive. If the wavefront of the incident wave is aligned with the
array axis, theny050 and the imaginary part of the coher-
ence is identically zero.

The beam forming response of the array over a limited
bandwidth is found by substituting Eq.~A12! into Eq. ~A9!
and evaluating the resulting sum up to thej max term. The
result of settingj max510, which is the maximum Fourier
component available from the array deployed in the experi-
ment, is shown in Fig. A2~a!. The color contour plot shows
the estimate of directionality plotted versus steering angle,u,
and angle of the incident plane waveu0 . The formation of a
beam atu5u0 is evident from the red strip running diago-
nally across the plot. The beam width varies depending on
the rate of change of the trigonometric function arguments,
p j sin(u), with respect tou. The effect of beam broadening is

FIG. A2. The theoretical response of the two-element, broadband hydro-
phone array.~a! The array response to broadband plane waves plotted as a
function of steering angle and angle of incident energy.~b! Line plots of the
array response at selected angles of incidence.~c! The half-power beam
width of the array plotted as a function of incident angle.
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most noticeable asu0→p/2 where the resolution of the array
is significantly degraded. Figure A2~b! shows line plots of
the beam forming response as a function ofu at selected
angles of incidence.

The final point concerns the maximum value that the
directional density function can take for a band limited array.
Consider a plane wave incident on the broad side of an array
with a maximum frequency response corresponding toj max.
The coherence of the plane wave is unity, and the estimate
for the directional density function is

F~y!5112(
j 51

j max

cos~ jy !. ~A13!

The maximum response occurs fory50, and has a value of
2 j max11. Thus the maximum response for the array used in
the experiment is 21.
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Target localization for a three-dimensional multibeam sonar
imaging system
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One advantage of three-dimensional multibeam imaging systems is that they have the ability to
image and track many targets concurrently in their field of view. In this regard, the accurate
estimation of both position and target strength are important data which can be derived from the
echo responses of an active multibeam imaging system. This article considers an algorithm which
can be used to yield more accurate positional estimates for targets than available from the preformed
beams of a given multibeam system: FishTV@Jaffe et al., Deep-Sea Res.42, 1495 ~1995!#.
The method refines a least squares residual of the predicted data versus observed data by adjust-
ing the parameters of a model. The parameters are the position and target strength of the target.
It is demonstrated that this procedure is a maximum likelihood estimator for position and target
strength in high signal-to-noise. In addition, the shape of the least squares surfaces indicates that the
algorithm is somewhat robust with respect to noise. ©1999 Acoustical Society of America.
@S0001-4966~99!03406-2#

PACS numbers: 43.30.Sf, 43.30.Ft, 43.30.Vh@DLB#

INTRODUCTION

Oceanographic three-dimensional sonar imaging sys-
tems have great potential for measuring animal abundance,
and also behavior. In the case of abundance, the number
density of animals is of primary interest. In the case of be-
havior, animal trajectories provide a measure of the relevant
information. Three-dimensional sonars with fast frame rates
can provide unambiguous measurements of animal positions
as a function of time, which can be used for both purposes.

In general, the resolution requirements for the observa-
tion of animals can be quite high with respect to the diffrac-
tion limited beamwidths of the array components. Consider-
ing the abundance measurements, it is desirable to have the
targets resolvable to a density which is high enough to be
able to count individuals unambiguously with a wide field of
view. Most conventional echo counting systems use either
split beam or dual beam techniques which have limited abil-
ity to resolve multiple animals at the same range~Barange
et al., 1996!. Certainly, as a lower limit, it is desirable for the
system to be able to resolve animals at densities that are
higher than the mean value. On the other hand, one cannot
discount the possibility that animals prefer to associate to-
gether. In this case, the resolving capability would place a
severe constraint on the system construction and perfor-
mance. In practice, some compromise between these two
situations is usually dictated by the increased complexity of
the hardware needed for finer and finer discrimination with a
wide field of view.

Considering the trajectory measurements, the ability to
discriminate small positional changes of an animal might be
necessary to observe any behavior whatsoever. This is likely
to be the case for animals which cannot swim very fast, such
as zooplankton. In addition, since the observation of target
velocity requires the computation of the finite differences
between successive positions, any error in positional infor-

mation will be amplified in computing velocity. Here, en-
hanced discrimination against target clutter is not the
problem—better target position estimate is desired.

In this article, an algorithm is presented whose goal is to
obtain better positional estimates of targets in the three-
dimensional field of view of a sonar system. The algorithm is
somewhat similar to one that has been proposed for the lo-
calization of targets in the ocean~Baggeroeret al., 1988!.
However, in this case, the method is applied to data that have
been collected by a specific imaging system~FishTV, Jaffe
et al., 1995!. Specifically, the geometry of the sonar system
is incorporated into a scheme which predicts data for a given
target position. Refinement of the predicted output of the
system against the observed data, as a function of target po-
sition and target strength, produces an accurate estimate of
both parameters.

The FishTV sonar system was specifically designed to
measure the three-dimensional locations of macro-
zooplankton in the ocean. As such, it operates at a frequency
of 445 kHz. At this frequency, energy reflected from animals
with target strengths as small as290 dB at ranges as great as
10 m can be measured~Jaffe et al., 1995!. A 2-cm eu-
phausiid has an approximate target strength of270 dB at
this frequency~Jaffe et al., 1998!. To date, the absence of
adequate technology has prevented the measurement ofin
situ behavior of these animals. Interesting information can be
obtained by tracking them, such as their foraging behavior
and rate of energy expenditure over their daily activities.
Euphausiids are an important component of the oceanic food
chain and information about their behavior can be used to
infer the degree to which these animals respond to their en-
vironment or interact with each other.

Previous results obtained with the FishTV system have
allowed the inference of animal trajectories~McGehee and
Jaffe, 1996!. These animals were likely micronekton and
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large euphausiids with fast swimming speeds. Additional in-
formation about the swimming behaviors of smaller, more
slowly swimming animals with the FishTV system requires
the development of more advanced processing algorithms
which will allow the inference of target positions to a reso-
lution that is smaller than the physical beamwidth of the
transducers. This article presents an algorithm which can be
used for this purpose.

Previous results of other researchers specifically con-
cerned with improving the performance of the FishTV sys-
tem have been aimed at using adaptive beamforming tech-
niques to increase system resolution~Papazoglou and Krolik,

1996!. In addition, methods have been proposed to track par-
ticles in three dimensions~Frenkel and Feder, 1995!. Cer-
tainly a vast literature exists on various techniques for in-
creasing the resolution of sonar arrays over the diffraction
limit. Standard texts outline many of the techniques~Stein-
berg, 1976; Johnson and Dugeon, 1993! that have been suc-
cessfully used for several applications. One possible differ-
ence in applying these methods to our system is that, since
the transmitters are sequentially pulsed, the target may move
a reasonable fraction of a wavelength during the acquisition
of the complete image. Without modeling this movement,
the appropriate algorithm in this case is anincoherenttech-
nique since the system is not temporally stationary over the
time it takes to collect a single frame.

I. DETAILS OF THE IMAGING SYSTEM

The FishTV imaging system has been described in pre-
vious documents; however, for completeness we reformulate
here the expressions for the imaging properties of the sys-
tem. The system uses unshaded rectangular apertures~16! of
dimensions 27l33l for both projecting~8! and receiving
~8! sound, each of which have a beam pattern of 2 degrees
320 degrees.

The elements are placed in a two-dimensional array with
the receivers and transmitters located side by side@Fig. 1~a!#.
When the transmit elements are horizontally oriented they
produce beam patterns which are narrow in the horizontal
and wide in the vertical@Fig. 1~b!#. Since the receivers are
rotated by 90 degrees with respect to the transmitters, their
beam patterns are also rotated 90 degrees.

The elements are arranged in a spiral fashion so that the
beam patterns of both the transmitters and receivers fill the
field of view. Figure 1~c! ~after McGehee and Jaffe, 1996!
illustrates the transmit pattern of a single element. Figure
1~d! shows three of the receivers, which are rotated by 2
degrees~the beamwidth of the transducers!. Figure 1~e! il-
lustrates the geometry of the transmitters and their beam pat-
terns. The composite pattern for the entire system is the
product of the set of transmitters and the receivers. Since the
transmitters and receivers each insonify a 2 degree
320 degree field of view, their composite pattern fills a
16(832) degree316(832) degree area.

All of the receivers are used simultaneously. Numbering
the transmitters from one to eight, the system transmits first
on transmitter one and then receives on all eight. Next, the
system transmits on transmitter two, and receives on all
eight. This process is continued until all of the transmitters
are pulsed and the information is assembled into a single
three-dimensional frame. FishTV assembles an ‘‘image’’ as
a three-dimensional matrix~i,j,k! of dimensions 8383512,
where the (i th,j th,kth) element is thei th transmitter coupled
with the j th receiver. Here,k is the range coordinate which
results from the temporal sampling of the system. The sys-
tem forms images by transmitting and receiving on a grid
with sequential transmissions taking place on the columns
and the receipt of sound taking place simultaneously on all
of the rows. The geometry has been considered by other
researchers and is known as a Mills crossed array~Urick,
1983!.

FIG. 1. The geometry of the arrays and their corresponding beam patterns.
~a! A view of the placement of the transducers and receivers from the front.
~b! A front view of the beam patterns of the elements shown in~a!. ~c! A
single transmit element and its beam pattern.~d! A set of three transmitters
showing the orientations of three of the eight transducers and their compos-
ite beam patterns.~e! Three of the receive elements and their corresponding
beam patterns.@~c!, ~d!, and~e! are after McGehee and Jaffe, 1996#.
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The physical geometry of the system is quite straightfor-
ward. The far field pattern of each of the rectangular aper-
tures of dimensionsL3K can be written as

BPtrans~ux ,uy!5
sin~pSxL/l!sin~pSyK/l!

~pSxL/l!~pSyK/l!
, ~1!

where Sx5sinux (ux being the angle from broadside inx!
andSy5sinuy (uy being the angle from broadside iny!.

Note that the beam pattern has been expressed in terms
of the amplitude of the spatial pattern, not the intensity, as is
more common. This has been done to be consistent with the
maximum likelihood estimator~MLE! approach which uses
this quantity, as discussed below.

When the transducer is rotated by angleu i in the ux

direction, the transmit beam pattern can be described as

BPtrans~ux2u i ,uy!. ~2!

Since the receiving transducers of dimensionsL3K are
rotated by 90 degrees relative to the transmitting ones@Fig.
1~a!#, their beam patterns can be expressed as

BPrecv~ux ,uy!5
sin~pSxK/l!sin~pSyL/l!

~pSxK/l!~pSyL/l!
. ~3!

Rotating the receivers byu j yields

BPrecv~ux ,uy2u j !. ~4!

Now the composite beam patterns for the transmitters and
receivers can be represented as

BPcomp~ux,uy ;u i ,u j !5BPtran~ux2u i ,uy!BPrecv~ux,uy2u j !,

~5!

wherei 5$1,8% and j 5$1,8%.
All together, the eight pointing angles of the transmitters

and the eight pointing angles of the receivers form a two-
dimensional matrix of dimensions 838 at each range bin.

The system transmits the same selected transmit wave
~generated with an arbitrary waveform generator! on each of
the transmitted channels. These transmit waves are either
chirp waveforms or short sine wave pulses. Assuming that
the envelopes of such waves are of Gaussian form~or the
matched filtered output from them are! with a temporal ex-
tent of standard deviations t , the temporal dependence of
such a wave can be represented as:

a~ t !5expS 2
t2

2s t
2D . ~6!

The complete expression for the received wave as a
function of both time and space can be written as the product
of these waveforms:

S~ux ,uy ,t;u i ,u j !5a~ t !BPcomp~ux ,uy ;u i ,u j !. ~7!

Here, we ignore the attenuation and spatial spreading of
the sound waves as these effects are systematic and do not
effect the relative amplitude of the reflected energy at a par-
ticular range. Before digitization, the reflected signal is

quadrature demodulated, resulting in both sine and cosine
channels. Givenc0 as the carrier frequency, andvd as the
demodulating tone, the complex quadrature components can
be written with noise added~after low pass filtering! as

a~ t !exp~2p i ~v02vd!t !1nc~ t !. ~8!

Digitization of the both the real and the imaginary com-
ponents of this waveform produces a set of data with two
data streams for each of the receive transducers. The wave-
forms can be processed to extract the relative phase of the
output signal, or to compute either the magnitude~modulus!
or the intensity of the output for each of the channels. If the
statistics of the noise component are such that the real and
imaginary components are Gaussian, the noise variablenc(t)
is a circular complex Gaussian random variable~Goodman,
1985!. The total system response to an object at rangez0 and
position ux0 ,uy0 can be computed by taking expression~8!
and combining it withBPcomp(ux ,uy ;u i ,u j ) to yield:

AOBS~ux0 ,uy0 ,u i ,u j ,t !5BPcomp~ux0 ,uy0 ;u i ,u j !a~ t2t0!

3exp~2p i ~v02vd!t !1nc~ t ! ~9!

for the set of transmit and receive beams$i,j%, where t0

52z0 /c, andc is the speed of sound in the medium. In this
expression the target reflectivity has been normalized to one.

II. PROPOSED ALGORITHM

The basic idea of the algorithm is to regard the estima-
tion of the position of an object as a parameter estimation
task. Note that this is somewhat in distinction to beamform-
ing algorithms which seek to create a better image~Papazo-
glou and Krolik, 1996!. In order to simplify the expressions
in the following discussions, the range is fixed and it is as-
sumed that there is a single target in the three-dimensional
matrix at that known range. In a practical sense, the range of
a single target in the three-dimensional field of view of the
system can be estimated by simply looking for the maximum
value in the array. On the other hand, although the assump-
tion of a single target simplifies the discussion, the problem
of extracting multiple target positions from the three-
dimensional matrix is very interesting and more complicated.
This subject will be addressed in Sec. IV. In this paper the
algorithm is limited to the single target case.

In order to compute the maximum likelihood estimator
~MLE! for the position of a target given the observed data,
the probability density function for the observed data as a
function of target position needs to be determined. Here, we
make use of ‘‘standard’’ results. The probability density
function for the observation of a vector of length ‘‘a’’ given
true length ‘‘s’’ with circularly complex Gaussian noise with
standard deviations added is a Rician probability distribu-
tion function ~Goodman, 1985!:

p~aus!5
a

s2 expS 2
a21s2

2s2 D I 0S as

s2D , ~10!

whereI 0 is a modified Bessel function of the first kind, zero
order. In a typical application~Kay, 1993!, the log likelihood
function is differentiated and set to zero in order to compute
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the minimum of this function as a closed form solution. Al-
ternatively, the probability density function can be incorpo-
rated into a norm whose minimum is the MLE for the prob-
lem. Although quite achievable, in this case, a much simpler
solution exists when the signal-to-noise is high: that is, the
fact that the distribution approaches a Gaussian~Goodman,
1985! ~in even moderate signal-to-noise! can be used to jus-
tify the use of a maximum likelihood estimator which uses a
least square criteria:

minimize (
i 51

8

(
j 51

8

~si j 2ai j !
2 for i 5$1,8%, j 5$1,8%.

~11!

Therefore, in order to obtain a maximum likelihood es-
timate for the position of a single object, look for a minimi-
zation of the least square residual between the observed and
predicted data. Under the assumption that the ‘‘true’’ posi-
tion of the target isu l andum , a global minimum for such a
function will be the maximum likelihood estimator and will
result in estimated values for the unknown parametersu l and
um as û l and ûm .

The least squares estimator is

(
i 51

8

(
j 51

8

@AOBS~u l ,um ,u i ,u j !2Scomp~ û l ,ûm ,u i ,u j !#
2,

~12!

where

Scomp~ û l ,ûm ,u i ,u j !5BPcomp~ û l ,ûm ,u i ,u j ! ~13!

is the noiseless data, obtained from an accurate model.

III. RESULTS

In order to explore the application of the minimization
of expression~12!, a forward model was used to compute the
838 matrix for a given test target position, according to Eq.
~5!. The actual model used for the computation was a bit
more complicated as the sonar arrays for transmit and re-
ceive are actually displaced from each other, as can be seen
in Fig. 1. Next, the field of view of the sonar was discretized
into a 64364 matrix of potential positions. Sonar data, pre-
dicted for the position of a single test target at each of these
(64)2 locations, were then computed. Following this, a set of
(64)2 least squares residuals was computed between the set
of predicted data for the single target and the set of (64)2

potential positions for each of the 838 matrices of target
positions. Mathematica~Wolfram, Inc.! was used to generate
both the algebraic expressions for the reflected energy as a
function of beam pattern and geometry and to also compute
the numerical values of the data. In all cases, the synthetic
data were run without adding noise to the observed data.

To examine the performance of the estimator the least
squares surface was computed for a number of different test
target locations. The small size of the matrices~both data and
also test target grid! permits the computation of the entire
least squares surface as a function of the 64364 set of po-
tential target positions for a given test target location. In
optimization theory, this would be referred to as using an

exhaustive search procedure to search for a global minimum
of expression~12! as a function of target position. Several
cases were computed~Fig. 2! which consisted of placing the
test target either directly in the middle of the intersection of
the sonar beams~Fig. 3!, between the set of beams~Fig. 4!,
or in the periphery of the field of view of the system~Fig. 5!.

Figures 3~a!, 4~a!, and 5~a! show the predicted 838
images at the range of the target. Figures 3~b!, 4~b!, and 5~b!
show contour plots of the reciprocal of the least squares re-
siduals for the set of computed 64364 locations for each of
these test target cases. The plots are contoured in levels of
0.99, 0.5, 0.1, 0.05, and 0.01 of the maximum value for each
data set. One-dimensional slices through this least squares
surface are perhaps more quantitatively interpretable, as
shown in Figs. 3~c!, 4~c!, and 5~c!. Since the functions are
symmetric in the vertical and horizontal, only one slice is
needed. As seen in the figures, there is only one global mini-
mum for each of the positions which is at the true position of
the test target. In addition, for the 64364 case, the shape of
the minimum seems to be quite steep, indicating that the
algorithm can be expected to compute reasonable values for
the positions of the objects for moderate levels of noise.

An interesting feature of this ability to localize targets is
the additional concurrent capability to compute target
strength more accurately. The previous method that was used
by our group to compute target strength was to simply take
the largest response of the data matrix at the range of the
target. If a target was exactly in the center of both the trans-
mit and receive beams, an accurate estimate of target
strength is obtained. However, for targets located between
beams, the target strengths are biased low with the worst
discrepancy occurring when the target is exactly in the center
of the four neighboring beams~Fig. 4!. This results in a210
dB underestimate of target strength in this worst case situa-
tion.

Equation~9! can be rewritten to include the variation in
target reflectivity by multiplying it by a scalar factor:

FIG. 2. The two-dimensional field of view of the system showing the 8
38 set of beams that the sonar uses and the positions of the test targets~in
radians! used for the simulations.

3171 3171J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Jules S. Jaffe: Target localization for sonar imaging system



r~ux0 ,uy0!BPcomp~ux0 ,uy0 ,u i ,u j !a~ t2t0!

3exp~2p i ~v02vd!t !1nc~ t !. ~14!

Now, an estimate of target strength~proportional to reflec-
tivity ! can be included in the least squares procedure by
varying this parameter in addition to the location. In order to
estimate target strength, an approximate scale factor was
computed by taking the ratio of the maximum value of each
of the 64364 test matrices to the observed data before com-
puting the least squares summation. The least squares surface
was then computed and the minimum was used in order to
estimate the position of the object. Given this object position,
a set of object reflectivities was then used to compute the
minimum least squares value. This is equivalent to a one-
dimensional parameter search for the target strength variable.
Figure 6 shows the dependence of the least squares residual
on this value. The graph shows that the original value of 0.82
was not an optimal fit for computing the least squares re-
sidual as the target was actually between two of the 64364
beams. Following this, this best value for the reflectivity was
then used to compute a new 64364 set of values for the
position. As seen here, in one iteration the algorithm con-

verges to the correct value of 1~a unit reflector was used for
this simulation!.

IV. DISCUSSION

In this article the problem of computing the position and
target strength of a single target within the field of view of
the FishTV system has been considered. The motivation is
provided by the ecological significance of measuring the
abundance, spatial distribution, andin situ behavior of ani-
mals. The procedure presented is an optimization method
which minimizes a least squares norm~shown to be approxi-
mately a maximum likelihood estimator! of the target posi-
tion.

Certainly one of the odd features of the FishTV system
is that it uses relatively large multiple wavelength apertures
for both transmitting and receiving sound. In this context, it
is interesting to observe that the system can achieve substan-
tially better resolution than the beamwidth of the transducers
~in high SNR!. Since the technique proposed here is incoher-
ent in the sense that information between receiving elements
is not being combined, it cannot be claimed that an effective
aperture is synthesized which is larger than the physical ones

FIG. 3. A graph of the least squares
error surface for radial target position
~0.0524, 0.0524!. ~a! The 838 image
as collected by the sonar.~b! A con-
tour diagram of the reciprocal least
squares error surface~contours are
0.99, 0.5, 0.1, 0.05, 0.01 of the maxi-
mum value!. ~c! A one-dimensional
slice through the error surface at the
minimum error position.
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that are being used. As such, it is clear that the ability to
localize the object to this resolution is simply due to the fact
that the change in position of a target leads to changes in the
relative amplitudes of the received pattern of the array.

One surprising feature of the results is that the existence
of sidelobes in the beam patterns seems to help in the target
localization procedure. This is evidenced by the differences
in sensitivity between Figs. 3 and 4. For example, the 838
data matrix corresponding to the object in the center of both
the transmitting and receiving beams, as in Fig. 3, shows
extremely low sidelobe levels. This is because reflected en-
ergy from the target is practically in the nulls of the received
~sinc function! beam patterns. Contrasted with Fig. 4, which
samples practically at the local peaks of the sinc function, the
minimization surface for the case when the target is in be-
tween beams seems to have a steeper minimum than the case
when the target reflectance is sampled in the nulls. This
means that the capability to localize the target, using this
imaging system and the algorithm formulated here, is better
when the target is inbetween beams than when the target is in
the center of two beams. Clearly the sidelobe levels reduce
the ability of the instrument to resolve multiple targets in the
presence of clutter; however, as considered here, in the case

of localization, they do not rule out good performance~in
high SNR!.

One of the merits of this algorithm is that it incorporates
all of the system geometry in computing target position. This
is a considerable advantage because the system geometry is
complicated by the separation between the transmitting and
receiving elements. This produces a parallax error when sim-
ply assigning the maximal response in the measured data to
object position. Having a system model which incorporates
the system geometry automatically takes care of this issue.
The simulations considered in this paper were constructed so
that the parallax issues between the sources and receiver
were not a factor.

One of the more interesting issues, in a practical sense,
is how well the algorithm will perform in the presence of
multiple targets. That is, will the algorithm successfully
identify the positions of multiple targets within the field of
view of the system? Clearly, if the targets are well resolved
in that received patterns from them do not overlap, the per-
formance will be identical to that described here. On the
other hand, if there is substantial overlap between reflections
from targets, especially weak ones sitting next to strong
ones, the strong returns might make the separation of the

FIG. 4. A graph of the least squares
error surface for radial target position
~0.0, 0.0!. ~a! The 838 image as col-
lected by the sonar.~b! A contour dia-
gram of the reciprocal least squares er-
ror surface~contours are 0.99, 0.5, 0.1,
0.05, 0.01 of the maximum value!. ~c!
A one-dimensional slice through the
error surface at the minimum error po-
sition.
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weaker returns difficult, if not impossible for a given signal-
to-noise level.

Quantitatively, the problem can be posed as a minimi-
zation of the same norm as above, except in this case, the
minimization is taken between collected data and the super-
position of the targets that are in the field of view of the
system:

minimize (
n51

N

(
i 51

8

(
j 51

8

~si jn2ai jn !2 for i 5$1,8%, j5$1,8%,

~15!

whereN is the total number of targets.
One technique of potential use here is the EM algorithm

~Moon, 1996!. The algorithm guarantees~for a known num-
ber of targets! that the iteratively computed answer will con-
verge to the maximum likelihood estimate for target position.
In this procedure, the calculation is divided into both an es-
timation step and then a maximization step. Unfortunately in
this case, the actual number of targets is not knowna priori.
Therefore, an additional step will need to be considered
which consists of estimating the number of targets that are in

the field of view of the system. Future research will consider
the inclusion of these additional features into the above pro-
posed algorithm.

One way of discriminating against incorrect positional
estimates due to multiple targets uses the fact that the pres-
ence of multiple targets in the system’s field of view at the
same range will produce data that do not permit the least
squares residual to be refined to as small a value as in the
case of a single target. Experiments with real data, which test
to see if the least squares residual is greater than an empiri-
cally chosen value, have been successful in rejecting loca-
tions which are incorrect due to the presence of a number of
targets.

The issue of computation time should also be addressed.
In the simulations reported in this article, the Mathematica
system of computer programs was used. Recently, the algo-
rithm has been implemented in C11 on a Pentium II-266
computer. In order to speed the implementation, a local
search algorithm was used which finds the maximum value
in the two-dimensional array and does a local search around
it of plus or minus one beam. Refined positional estimates
for a single target take only several seconds for each of the

FIG. 5. A graph of the least squares
error surface for radial target position
~0.13, 0.13!. ~a! The 838 image as
collected by the sonar.~b! A contour
diagram of the reciprocal least squares
error surface~contours are 0.99, 0.5,
0.1, 0.05, 0.01 of the maximum value!.
~c! A one-dimensional slice through
the error surface at the minimum error
position.
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targets. This has allowed us to use the algorithm to compute
the locations of several thousand targets from experimental
data.

Lastly, the effect of noise on the performance of the
algorithm should be considered. In the simulations per-
formed here, noise was not added to the data. On the other
hand, inspection of the least squares surfaces should allow
some prediction of the effect of noise on the performance of
the algorithm. So, for example, the presence of noise with a
given pdf~probability density function! will result in a set of
positional estimates with a resultant pdf.

In conclusion, it has been demonstrated that the accurate
estimation of both position and target strength for the targets
in the field of view of the FishTV system can be accom-
plished via a procedure which minimizes a least squares
norm between the predictions of a model and the observed
data. The performance of the minimization procedure has
been verified through computer simulations which demon-

strate for the noiseless case that~1! the true answer achieves
a global minimum for the data, and that~2! the target
strength of the reflector can be estimated via a knowledge of
the estimated position. Future research on the problem will
consider both the effects of noise and the presence of mul-
tiple unresolved targets in the field of view of the system.
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The iterative time-reversal process focusing on the strongest scatterer in a multitarget medium has
been described theoretically in terms of eigenvalues and eigenvectors of a time-reversal operator
K* K in ultrasonics@Pradaet al., J. Acoust. Soc. Am.97, 62–71~1995!#. In this paper, we extend
the concept of iterative time-reversal to waveguide propagation in the ocean. For a single target, the
iterative time-reversal process results in a minor improvement in spatial focusing. However, data
from a recent experiment in the Mediterranean Sea@Kupermanet al., J. Acoust. Soc. Am.103,
25–40 ~1998!# illustrates the importance of the waveguide and source transducer characteristics
even in the single target case. When the ocean contains several reflectors, iterative time-reversal
focuses on the target corresponding to the largest eigenvalue of the time-reversal operator, which
depends not only on the reflectivity of the targets, but also on the complex propagation effects
between the targets and time-reversal mirror. Analysis of the experimental data for a single target
and simulation results with multiple targets in the ocean are presented. ©1999 Acoustical Society
of America.@S0001-4966~99!02306-1#

PACS numbers: 43.30.Yj, 43.30.Vh, 43.30.Wi, 43.30.Re@DLB#

INTRODUCTION

Over the past several years, acoustic time-reversal mir-
rors ~TRM! have been studied extensively in medical
ultrasound,1–3 nondestructive testing,4,5 and ocean
acoustics.6–7 A good overview of TRM is provided in the
recent paper by Fink.8 Unlike an ordinary mirror that pro-
duces the virtual image of an acoustic object, the TRM pro-
duces a real acoustic image of the probe source~PS! by
converting a divergent wave emitted from the acoustic PS
into a convergent wave focusing on the PS. A TRM can be
realized by a source-receive array. The incident signal is re-
ceived, time reversed, and retransmitted from an array of
sources collocated with the receivers.

When the medium contains several reflectors, the time-
reversal process can be iterated in order to focus on the most
reflective one, as demonstrated in ultrasonic laboratory
acoustic experiments.9–11 The theory of the iterative time-
reversal mirror has been presented by Pradaet al.11 in terms
of eigenvalues and eigenvectors of the time-reversal operator
K* ( f )K ( f ), wheref is frequency,* denotes complex con-
jugation, andK ( f ) is the transfer matrix of the array trans-
ducers ensonifying a time-invariant scattering medium.
Pradaet al. further extended the iterative time-reversal pro-
cess to focus on a specific target by decomposition of the
time-reversal operator called the DORT method.12

Iterative time reversal in the ocean has been demon-
strated recently in an experiment conducted in the Mediter-
ranean Sea.7 In this paper, we revisit the experimental results
for a single target and investigate further iterative time rever-
sal in the ocean for multiple targets. In our analysis, bound-
ary reverberation is not considered explicitly since we as-
sume the waveguide boundaries are smooth.

In Sec. I, we review the theory of the iterative time-

reversal mirror developed in free-space ultrasonics. Section
II describes the experimental results with a single target in
the ocean. Section III presents simulation results in the ocean
with two targets. Finally, conclusions are given in Sec. IV.

I. ITERATIVE TIME REVERSAL

The theory of iterative time reversal has already been
presented in Ref. 11. We review briefly the basics of iterative
time reversal assuming pointlike targets and single scattere-
ring, and then derive the intensity of the sound field over the
iterations. The pointlike scatterers are small compared to the
wavelength and have a spherical response to the incident
pressure field.

A. Overview of theory

Assume that the array of transducers for the TRM con-
sists ofM similar elements and that the medium containsd
pointlike scatterers with reflection coefficientsC1( f ),
C2( f ),...,Cd( f ). In order to express the received signals as
a function of those transmitted, we define for each pair of
transducers an interelement impulse responseklm(t), from
elementl to elementm ~Fig. 1!. This impulse response in-
cludes all of the propagation effects through the medium
under investigation as well as the acousto-electrical re-
sponses of the two elements. Letat(t) andar(t) be the trans-
ducers’ acousto-electrical response in transmission and in re-
ception with Fourier transformsAt( f ) and Ar( f ),
respectively. For each frequency componentf, a transfer ma-
trix is defined asK ( f )5(Klm( f ))1< l ,m<M , whereKlm( f )
is a Fourier transform ofklm(t).

Assuming pointlike targets and single scattering,11 the
transfer matrixK can then be written as
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K ~ f !5At~ f !Ar~ f !(
i 51

d

Ci~ f !H i~ f !H i
T~ f !, ~1!

whereH i5@Hi1 ,Hi2 ,...,HiM #T is a column vector of trans-
fer functions between thei th scatterer andM elements of the
TRM, andT denotes a transpose operation. Note thatK ( f ) is
symmetrical due to reciprocity. For convenience, we drop
the frequency dependencef and suppress the acousto-
electrical responsesAt and Ar in most of the following
analysis, since they can be absorbed into each of the transfer
function H i as a scale factor, except in instances where the
transducer characteristics must be considered.

Once we measure a transfer matrixK , an iterative TRM
can be described theoretically in terms of eigenvalues and
eigenvectors of a Hermitian matrixK* K referred to as a
time-reversal operator in Refs. 10–12. Here, we confine our
interests to the case of ideal separation of the reflectors11 by
assuming the orthogonality of transfer functions

H i
TH j* 50 for iÞ j . ~2!

This assumption is valid, for example, for reflectors at the
same range but different depths in an ideal waveguide due to
the ‘‘closure’’ or completeness property of the orthonormal
modal functions if the source–receive array~SRA! spans
most of the water column and adequately samples most of
the modes so that the orthogonality condition is satisfied.7 In
practice, however, there are only a finite number of propa-
gating modes in an oceanic waveguide so that Eq.~2! is
satisfied only approximately, resulting in depth resolution of
D/N where D is the water depth andN is the number of
propagating modes.13

In case of ideal separations, the Hermitian operator can
be decomposed into

K* K5(
i 51

d

uCi u2uH i u4
H i* H i

T

uH i u2
, ~3!

where the eigenvectors areH i* and the corresponding eigen-
valuesl i including the acousto-electrical responses are

l i5uAtAr u2uCi u2uH i u4. ~4!

Note that each eigenvector of the operatorH i* is associated
with one of the pointlike scatterers, exactly the vector signal
after time reversal for one scatterer considered separately.

The eigenvalues are positive because the operatorK* K is
Hermitian. The eigenvalues depend both on the reflectivity
Ci and on the propagation effectsuH i u which could be more
significant in a complex oceanic waveguide due to the 4th
power as compared to the 2nd power inCi as revealed in the
following sections. The impact of the acousto-electrical re-
sponses of the transducers on the iterative time-reversal mir-
ror also will be addressed in Sec. II.

B. Intensity at the n th iteration

In this section, we derive the intensity of the field in
terms of eigenvalues of the time-reversal operatorK* K for
ideally resolved scatterers. It is shown in Ref. 11 that the
pressure field resulting from an iterative process converges
differently toward odd and even limits. In ultrasonics, the
effect of focusing has been displayed in the vicinity of tar-
gets by the maximum magnitude of the pressure field. The
probe pulse for ultrasonic laboratory experiments typically is
a half cycle of the carrier frequency around 3.5 MHz.8 How-
ever, in our ocean acoustic experiment where a 22-cycle
pure-tone pulse with carrier frequency of 445 Hz was used,7

we can better represent the focusing effect in terms of energy
over a segment of data rather than the pressure itself.

Let P@0# be the complex pressure vector received by
each scatterer position after initial ensonification of the field
by an input vector on the TRM,E@0#, such thatP@0#
5AtH

TE@0# whereH5@H1 ,H2 ,...,Hd# is anM3d transfer
function matrix. The pressure field of the scatterers at the
iteration numbern, P@n#, can then be related to the pressure
field at the iteration numbern21, P@n21#, as follows~see
Fig. 1 in Ref. 12!:

P@n#5HT~HCP@n21# !* 5HTH* C* P* @n21#, ~5!

whereC5diag(C1,C2,...,Cd) is a diagonal matrix due to the
single scattering assumption. Since the columns ofH are
orthogonal to each other for ideal separations of the reflec-
tors as shown in Eq.~2!, the intensity of the field byi th
scatterer at iteration numbern simply reduces to

I i@n#5uCi u2uH i u4I i@n21#5l i I i@n21#5l i
nI i@0#, ~6!

where I i@0#5uPi@0#u2. For broadband pulse propagation in
a time-reversal mirror, a total energy can be obtained using
Parsevel’s relation over the frequency band of the signal,

FIG. 1. Interelement impulse responseklm .

FIG. 2. Experimental setup of April 1996 phase conjugation experiment.
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n~ f !I i@0#~ f !d f . ~7!

II. ITERATIVE PHASE CONJUGATION IN THE OCEAN

Phase conjugation as applied to underwater acoustics
has been explored theoretically6 and demonstrated experi-
mentally in the ocean.7 Here, we describe the implementa-
tion of iterative phase conjugation using the geometry of the

TRM experiment shown schematically in Fig. 2 and then
analyze the experimental results. More details on the theory
and experiment are given in Ref. 7.

A. Experimental setup: Acoustic Ping-Pong

The April 1996 TRM experiment utilized a vertical
source–receive array~SRA! spanning 77 m of a 125-m water
column with 20 sources and receivers and a single source/
receive transponder~SRT! ~echo repeater! or probe source

FIG. 3. Experimental results from iterative time reversal received on the SRA for a simulated scatterer~SRT! located at 75 m depth and 6.24 km range from
the SRA.~a!–~c! display the pulse data received on the SRA at iterations #1, #11, and #16, respectively.~d!–~f! are the corresponding normalized spectra.
Note that four elements of the SRA were dead during the experiment. Typically, there are three spectral-noise components around 410, 460, and 510 Hz, as
shown in~d!. The dominant noise component around 370 Hz in~e! is due to a small freighter passing 1 km away from the SRA.
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~PS! collocated in range with another vertical array~VRA! of
46 elements spanning 90 m of a 145-m water column located
6.3 km away from the SRA. Phase conjugation was imple-
mented by transmitting a 50-ms pulse with center frequency
of 445 Hz from the PS to the SRA, digitizing the received
signal, and retransmitting the time-reversed signal from all
sources of the SRA. The transmitted signal was then re-
ceived at the VRA. An assortment of runs was made to ex-
amine the structure of the focal point region and the temporal
stability of the process. These results are reported in Ref. 7.

For the iterative phase conjugation experiment, the
probe source with collocated receiver~an element of the
VRA! now acts as a simulated scatterer~SRT!. The iterative
time-reversal process is initiated by transmitting a 50-ms
pulse with equal amplitudes on all elements from the SRA to
ensonify the waveguide. The transmission is captured at 75
m depth by the SRT and retransmitted~echoed! back to the
SRA. The SRA time reverses the received signal and retrans-
mits it from all the SRA sources back to the VRA. This
acoustic Ping-Pong process was repeated many times over an

FIG. 4. Experimental results from iterative time reversal received on the VRA for a simulated scatterer~SRT! located at 75 m depth and 6.24 km range from
the SRA.~a!–~c! display the pulse data received on the VRA from the time-reversed transmissions of the pulses shown in Fig. 3~a!–~c! at iterations #1, #11,
and #16, respectively.~d!–~f! are the corresponding normalized spectra.
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hour with 2 min between each round trip. Here, we report on
the experimental data obtained on JD 115~24 April 1996!
from 11:06 to 11:38Z for a total of 17 successive iterations.

B. Experimental results

Figure 3 shows the pulse data and corresponding spectra
received on the SRA for iterations #1, #11, and #16. The
simulated scatterer~SRT! was located at 75 m depth and
6.24 km range. Here, we refer to iteration #1 as the first
time-reversal operation after initial ensonification. The data
are a combination of signal and noise. A 233-ms segment of
data was digitized and time reversed for retransmission to the
VRA at each iteration. Note in the time-series displays that
the signal level increases over the iterations due to an itera-
tive loop gain being greater than 1. Also note in Fig. 3~b!
that the signal is hardly visible due to shipping noise around
370 Hz. Typically, there are three spectral-noise components
around 410, 460, and 510 Hz, as shown in Fig. 3~d!. As will
be seen, these noise components turn out to be an important
factor in the analysis of the experimental data.

Figure 4 shows the time-series data and corresponding
spectra as received on the VRA from the time-reversed trans-
mission of the pulses shown in Fig. 3. The time series are
normalized with respect to the maximum amplitude as op-
posed to Fig. 3, where no normalization has been applied.
Two observations can be made. At the first iteration shown
in Fig. 4~a!, we clearly see a vertical spatial focusing of615
m around the 75-m SRT depth as well as a temporal com-
pression to 50 ms~the original pulse length! plus the time
spread of the sound channel due to the initial ensonification
by the SRA which is not significant, as will be seen in Fig.
11~a!. Note, however, that the time series duration expands
significantly over the sequence of iterations. Expansion of
the signal duration is confirmed by the more narrow band-
width of the corresponding spectra over the sequence of it-
erations on the right side of Fig. 4. Second, Fig. 4~b! shows
very good spatial focusing in the presence of the dominant
shipping noise around 370 Hz, as shown in Fig. 3~b!.

An alternative way to display the VRA data is to plot the
energy over a 0.3-s window as a function of depth and itera-
tion. Due to the sidelobe suppression between 40–60 m
above the SRT depth of 75 m, Fig. 5 appears to indicate an
increase in focusing over the sequence of iterations. How-
ever, the iterative simulation results for a single target in Fig.
6 suggest only a minor improvement in spatial focusing. The
environmental model used for the simulations throughout
this paper is displayed in Fig. 7. Note that Fig. 6 also indi-
cates the degree to which orthogonality of the transfer func-
tions as described in Eq.~2! is satisfied.

The apparent improvement in spatial focusing is due to
the noise components observed on the SRA~especially
around 460 Hz, close to the carrier frequency of 445 Hz!. As
mentioned earlier, typically there are three noise components
around 410, 460, and 510 Hz embedded in the observed data
on the SRA. A typical noise-alone time series observed on
the SRA is shown in Fig. 8~b!, along with its corresponding
normalized spectrum in Fig. 8~d!. The result of backpropa-
gating the noise-alone time series to the VRA in simulation

FIG. 5. Acoustic Ping-Pong results between the SRA and a transponder at
75 m depth and 6.24 km range. Displayed is the energy over a 0.3-s window
on the VRA as a function of depth for iterations #1, #11, and #16. The
dashed line indicates the energy of the simulated backpropagation of the
noise shown in Fig. 8~b!.

FIG. 6. Simulation results for a single target at 75 m depth. The energy over
a 0.3-s window as a function of depth on the VRA for iterations #1 to #3
shows no significant improvement in focusing over the iteration process.
The dotted line indicates the ensonified field resulting from transmitting a
50-ms pulse with equal amplitudes on all elements of the SRA. Note that the
field decreases more rapidly towards the surface compared to the bottom,
due to the downward-refracting sound-speed profile employed in the model.

FIG. 7. Sound-speed profile used in the simulations along with the bottom
geoacoustic parameters. The depths of the SRA elements are also indicated.
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and the corresponding spectrum are displayed in Fig. 8~a!
and ~c!, respectively.

Note that the backpropagated noise contributes substan-
tially to the field between 40 and 60 m depth, as is also
shown by the dashed line in Fig. 5. At the beginning of the
iteration process, this backpropagated noise field degrades
the apparent spatial focusing significantly, as shown in Fig.
5. Over the sequence of iterations, however, the noise level
becomes negligible compared to the signal level. The signal
level increases due to the iterative loop gain being greater
than 1 ~see Fig. 3!. Thus, after a number of iterations we
attain a spatial focusing that would be similar to the spatial
focusing without noise, as shown in Fig. 6.

Aside from the noise issues, Fig. 9 shows the normalized
spectra~dB! at the target depth of 75 m for iterations #1,
#11, and #16 selected from~d!–~f! in Fig. 4. It is interesting
to note a 5-Hz shift in the center frequency from 445 to 440
Hz over the sequence of iterations as well as the more nar-
row bandwidth described earlier.

As derived in Sec. I B, the intensity of the sound field at
a single target after thenth iteration isI 1@n#5ln( f )I 1@0#,
with the initial ensonification ofI 1@0#5uAtu2uH1

TE@0#u2. The
initial input vectorE@0# is equal toS( f )I , whereS( f ) is the
source spectrum of the pulse initially transmitted from the
SRA andI is a unit vector. The expression for the eigenvalue
of the time-reversal operatorl is given by Eq.~4!, which
depends upon the SRA source transducer functionsAt( f )
and Ar( f ), the medium propagation characteristicsH1( f ),

and the target reflectivityC1 . In the experimental data, the
SRT~echo repeater! transducer was identical to those used in
the source array~SRA!. Accordingly,C1 in Eq. ~4! needs to
be multiplied by an additional factor ofAt( f ). On the other
hand, the receiver hydrophones of the SRA have an almost
flat frequency response over the frequency band involved
@i.e., Ar( f )5const].

Figure 10 compares the characteristics of the three func-
tions involved:uH( f )u, uAt( f )u, and I @0#. Note the fourth

FIG. 8. Simulated backpropagation~a! and corresponding spectrum~c! using noise-alone data observed on the SRA shown in~b!. The three noise components
are shown in~d! around 410, 460, and 510 Hz. Note that the spectral content in~c! extends only up to 480 Hz because the higher-frequency component is
attenuated substantially by the SRA transducer characteristics.

FIG. 9. Normalized spectra~dB! at the target depth of 75 m for iterations
#1, #11, and #16 from~d!–~f! in Fig. 4. Note the more narrow bandwidth
and shift in the center frequency from 445 to 440 Hz over the sequence of
iterations.
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power of uH( f )u and uAt( f )u as compared to the initial en-
sonificationI @0# to emphasize their contribution at each it-
eration. As shown by the dotted line,I @0# looks similar to
the source spectrumuS( f )u, whose center frequency is 445
Hz. The dashed line displays a source transducer function
uAt( f )u, which has a resonance at approximately 440 Hz and
a 3-dB bandwidth of approximately 40 Hz. The magnitude of
the complex transfer function vectoruH( f )u shows a band-
pass characteristic with a cutoff beyond 450 Hz. Multiplying
these transfer functions at the SRA and SRT repetitively over
the sequence of iterations results in a narrower bandwidth of
the signal as well as a-5-Hz shift in the center frequency.
This frequency shift should be distinguished from a Doppler
shift due to either source or receiver motion.

III. MULTIPLE TARGETS IN THE OCEAN

In this section, we investigate the case of multiple tar-
gets in the ocean through simulations. For simplicity, we
consider two pointlike targets at the same range~6.3 km!, but
different depths of 40 and 75 m, denoted by T1 and T2,
respectively. Without loss of generality, we assume a flat
frequency response of the transducers. Noise is not included
in this simulation.

First, consider two targets with equal strength, i.e.,C1

5C2 . As in the single-target case, we ensonify the acoustic
waveguide by transmitting 50-ms pure-tone pulse with equal
amplitude from all sources of the SRA to the VRA. Figure
11~a! shows the initial ensonified fieldI @0# at the VRA,
which is not homogeneous with depth as opposed to the
free-field case. As noted earlier, pulse spreading is not sig-
nificant mainly due to the narrow bandwidth of the pulse
employed. Note also that we have much weaker energy near
the surface due to the downward-refracting sound-speed pro-
file included in the environmental model.

Figure 11~b! and~c! show results after the first and third
iterations, respectively. Note that target T1 at the shallower
depth is barely visible after the first iteration and disappears
almost completely after the third iteration. This observation
can be explained from Eqs.~6! and ~7!. In our example, the
ratio of the ensonified fieldI 1@0#/I 2@0#>0.24 and the ratio

of eigenvaluesl1 /l25uH1u4/uH2u4>0.44 at the center fre-
quency of 445 Hz for targets with the same reflectivity. As
shown in Fig. 12, after one iteration the intensity of T1 drops
almost 7–8 dB with respect to the level of T2 when inte-
grated over the frequency band.

This example demonstrates that an iterative time-
reversal process in an underwater waveguide does not nec-
essarily focus on the most reflective target. The ‘‘effective’’
reflectivity includes the propagation effects between the tar-
gets and the SRA. The target with the largest effective re-
flectivity is the one which corresponds to the largest eigen-
value of the time-reversal operator.

The next question then is, under what condition can we
focus on the shallow target T1. Since the propagation effects
are determined by the relative position of the targets with
respect to the SRA, the target strength of T1 must be strong
enough to compensate the smalleruH1u as compared touH2u
such thatl1 /l2.1. We already have computed that the ratio

FIG. 10. The medium propagation characteristicsuH( f )u ~solid! between
the target at 75 m depth and the SRA, the source transducer characteristics
uAt( f )u ~dashed!, and the initial ensonification at the 75-m target depth
I @0#( f ) ~dotted! determined mainly by the source signal spectrumuS( f )u.

FIG. 11. Simulation results for two pointlike targets with equal reflectivities
at depths of 40 and 75 m.~a! Ensonified field on the VRA by transmitting a
50-ms pulse with equal amplitudes from all sources of the SRA.~b! Results
after the first iteration.~c! Results after the third iteration. Note that even
after the first iteration, the target T1 at shallower depth is hardly visible.
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of the eigenvalues isl1 /l2>0.44 for the same reflectivities.
Then, from Eq.~4! the target strength of T1 must be in-
creased to greater than 1/A0.44>1.5. Figure 13 shows simu-
lation results of iterative time reversal when the target
strength at s.d.540 m is twice that at s.d.575 m, i.e.,
C1 /C252. After the first iteration, the field strength at 75 m
depth is still greater than that at 40 m, as shown in Fig. 14.
However, successive iterations yields the stronger field at
s.d.540 m. By iteration 5, we clearly see that the field fo-
cuses at s.d.540 m.

IV. CONCLUSIONS

The concept of an iterative time-reversal mirror has been
extended to waveguide propagation in the ocean. For a single
target, the iterative time-reversal process results in a minor
improvement in spatial focusing. However, analysis of data
from a recent experiment in the Mediterranean Sea did illus-
trate the importance of the waveguide and source transducer
characteristics even in the single transducer case. Their com-
bined effects through repeated multiplication over the itera-
tion process resulted in narrowing of the pulse bandwidth
along with a-5-Hz shift in the center frequency.

When we have multiple targets in free space, iterative
time reversal selects out the most reflective target which cor-
responds to the largest eigenvalue of the time-reversal opera-
tor. In the waveguide case with smooth boundaries, the ei-
genvalues of the time-reversal operator are a function of the
target reflectivities as well as the complex propagation char-
acteristics of the medium. As shown in Eq.~4!, the propaga-
tion characteristics are very important in an oceanic wave-
guide. Simulations with two targets at the same range but
different depths were used to illustrate both of these effects
on focusing.
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FIG. 12. Simulation results for two targets with equal reflectivities at depths
of 40 and 75 m. The energy over a 0.3-s window as a function of depth on
the VRA is plotted for iterations 0 to 3. The dotted line indicates the initial
ensonified field.

FIG. 13. Simulation results for two pointlike targets with unequal reflectivi-
ties at depths of 40 and 75 m. The ratio of reflectivities isC1 /C252. ~a!,
~b!, and~c! are the results after iterations #1, #3, and #5, respectively. We
see two targets after the first iteration. After five iterations, T1 dominates the
field at the VRA.

FIG. 14. Simulation results for two targets with unequal reflectivities at
depths of 40 and 75 m. The energy over a 0.3-s window as a function of
depth on the VRA is plotted for iterations 0 to 3. The dotted line indicates
the initial ensonified field.
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Broadband acoustic signals were transmitted during November 1994 from a 75-Hz source
suspended near the depth of the sound-channel axis to a 700-m long vertical receiving array
approximately 3250 km distant in the eastern North Pacific Ocean. The early part of the arrival
pattern consists of raylike wave fronts that are resolvable, identifiable, and stable. The later part of
the arrival pattern does not contain identifiable raylike arrivals, due to scattering from
internal-wave-induced sound-speed fluctuations. The observed ray travel times differ from ray
predictions based on the sound-speed field constructed using nearly concurrent temperature and
salinity measurements by more thana priori variability estimates, suggesting that the equation used
to compute sound speed requires refinement. The range-averaged ocean sound speed can be
determined with an uncertainty of about 0.05 m/s from the observed ray travel times together with
the time at which the near-axial acoustic reception ends, used as a surrogate for the group delay of
adiabatic mode 1. The change in temperature over six days can be estimated with an uncertainty of
about 0.006 °C. The sensitivity of the travel times to ocean variability is concentrated near the ocean
surface and at the corresponding conjugate depths, because all of the resolved ray arrivals have
upper turning depths within a few hundred meters of the surface. ©1999 Acoustical Society of
America.@S0001-4966~99!04506-3#

PACS numbers: 43.30.Pc, 43.30.Cq@SAC-B#

INTRODUCTION

Broadband acoustic signals were transmitted during No-
vember 1994 from a 75-Hz source to a 700-m-long vertical
line array of hydrophones approximately 3250 km distant in
the eastern North Pacific Ocean as part of the Acoustic En-
gineering Test~AET! of the Acoustic Thermometry of
Ocean Climate~ATOC! project. The overall goals were (i )
to determine the accuracy with which gyre- and basin-scale
ocean temperature and heat content variability can be mea-
sured using the methods of ocean acoustic tomography, (i i )
to determine the vertical resolution that can be obtained at
multimegameter range in a single vertical slice containing an
acoustic source and receiver, and (i i i ) to understand the in-
fluences that smaller-scale processes like internal waves and
mesoscale eddies have on the signals. This paper focuses on
the accuracy and resolution with which gyre-scale tempera-
ture and heat content can be measured using acoustic meth-
ods. A companion paper by Colosiet al. ~1999! focuses on

internal-wave effects and the potential predictability of these
effects using analytic acoustic fluctuation theories based on
internal-wave dominance.

A number of previous experiments have firmly estab-
lished the accuracy and resolution with which tomographic
methods can measure ocean temperature and current at
ranges of up to about 1000 km~Munk et al., 1995!. There
have been only a few previous experiments in which broad-
band acoustic signals have been transmitted over multimega-
meter ranges, however, and these experiments have left a
number of issues unresolved, as discussed below.

In an experiment conducted intermittently from 1983-
1989, a broadband 133-Hz source mounted on the bottom at
183-m depth near Kaneohe, Hawaii, transmitted roughly 3.7
Mm to a bottom-mounted horizontal array at 1433-m depth
offshore of California@see Spiesberger and Tappert~1996!,
and the papers referenced therein#. Interpretation of the re-
ceived signals was complicated because all of the energy
reflected one or more times from the slope near Oahu before
becoming trapped in the sound channel. No individual, re-
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solved ray arrivals were observed. Rather, five distinct and
relatively stable arrivals found near the beginning of com-
plex receptions lasting several seconds were shown to be ray
arrival clusters, each containing many predicted ray arrivals.
All five ray clusters consisted of steep rays inclined at about
15° to the horizontal at the depth of the sound-channel axis.
The accuracy of the interpretation of the observed travel-time
variability of the ray clusters purely in terms of ocean tem-
perature changes is somewhat uncertain. As ocean conditions
change, the locations at which the rays interact with the bot-
tom will change. The bathymetry at the locations ensonified
by the rays is not well known, and so the extent to which
changes in path length of the bottom-reflected rays might be
contributing to the observed travel-time changes is also un-
certain.

A second experiment conducted in 1987 showed that
individual ray arrivals associated with very steep ray paths
are resolvable, identifiable, and stable at 3-4-Mm ranges,
when bottom interactions are unimportant. In this experi-
ment, transmissions from a broadband 250-Hz source
moored near the depth of the sound-channel axis in the cen-
tral North Pacific Ocean~Dushawet al., 1993! to a bottom-
mounted horizontal array in deep water about 3 Mm distant
were analyzed in detail~Spiesberger and Metzger, 1991;
Spiesbergeret al., 1994!. All of the measured arrivals for
this transmission path corresponded to rays that either re-
flected from the surface or had upper turning depths within a
few tens of meters of the surface. As a result the vertical
resolution that might have been achievable using a receiver
located closer to the depth of the sound-channel axis could
not be determined. Interpretation of the absolute travel times
in this experiment was difficult because the locations of the
source and receiver were not precisely known and because
no measurements were made of the sound-speed field be-
tween the source and receiver at the time of the experiment.

Finally, the Heard Island Feasibility Test~HIFT! in
January 1991 demonstrated that low-frequency coded trans-
missions with a center frequency of 57 Hz could be coher-
ently processed to yield adequate signal-to-noise ratios
~SNRs! at ranges of up to 18 Mm~Munk et al., 1994!. None
of the HIFT receptions yielded arrivals that were resolvable
and identifiable with specific rays or modes, even at ranges
as short as 5 Mm. Given that the previous experiments dis-
cussed above had yielded either ray clusters or individual ray
arrivals that were identifiable at 3-4-Mm ranges, the inability
to identify specific arrivals at about 5-Mm range in the HIFT
case was probably due in part to the fact that all the signals
traversed the complex oceanographic structure associated
with the Antarctic Circumpolar Front. The difficulties en-
countered in interpreting the observed receptions were exac-
erbated by the fact that the sources were suspended from a
moving ship, so that the geometry was continually changing
and the long-term stability of the transmissions could not be
determined.

The ATOC Acoustic Engineering Test differed from
these earlier experiments in a number of important ways.
Both the 75-Hz source and the receiver were located near the
depth of the sound-channel axis at deep-ocean locations to
avoid bottom interactions. The receiver was a 700-m-long

vertical line array so that the vertical structure of the received
signals could be measured. One implication is that the verti-
cal arrival angles of any raylike arrivals could be determined
and used to confirm the ray identifications. Further, the array
was designed to be able to spatially resolve the low order
acoustic modes, so that modal travel times could be mea-
sured and modal scattering studied. The locations of the
source and receiver were precisely determined using GPS
navigation, so that the absolute range is known to within a
few meters. Finally, the temperature and salinity fields along
the transmission path connecting the source and receiver
were measured during the experiment with closely spaced
expendable bathythermograph~XBT! and expendable
conductivity-temperature-depth~XCTD! casts, so that the
upper-ocean sound-speed field can be accurately computed.

We are unaware of any previous broadband measure-
ments that have been made at ranges in excess of 1000 km
with a vertical receiving array. A long vertical array was
deployed off Monterey, California, during HIFT at a range of
17 Mm to measure the modal content of the received signals,
but low SNRs precluded broadband processing~Baggeroer
et al., 1994!. Narrowband analyses showed a surprisingly
rich modal population. The experiment that most closely re-
sembles the one described here occurred during July 1989,
when broadband signals were transmitted from a moored
250-Hz source to a 3-km-long vertical receiving array 1000
km distant in the north central Pacific Ocean~Howe et al.,
1991; Dudaet al., 1992; Cornuelleet al., 1993; Worcester
et al., 1994!. This experiment showed that energy confined
near the sound-channel axis is significantly scattered by
small-scale oceanic variability, reducing the vertical resolu-
tion that can be obtained using tomographic methods~Colosi
et al., 1994!.

The ATOC Acoustic Engineering Test is described in
Sec. I of this paper. The measured broadband acoustic arrival
pattern at 3250-km range and 75-Hz center frequency is then
compared in Sec. II with the arrival pattern predicted using
the nearly concurrent temperature and salinity measure-
ments. The goal is to determine if the two are quantitatively
consistent as a function of travel time and depth to within the
uncertainty imposed by our necessarily incomplete knowl-
edge of the sound-speed field. A full and complete under-
standing of the forward problem is thesine qua nonof any
inverse problem. The observed ray travel times are found to
differ from ray predictions by more thana priori variability
estimates, suggesting that the equation used to compute
sound speed from temperature, salinity, and pressure requires
refinement. One of the key issues is the extent to which
near-axial acoustic energy is scattered by internal-wave-
induced sound-speed fluctuations. It is conceivable that
acoustic scattering from small-scale oceanic variability will
set a maximum range beyond which it is impossible to ex-
tract meaningful information on the temperature of the inter-
vening ocean from acoustic travel-time data. Linear inverse
methods are used in Sec. III to estimate the accuracy and
vertical resolution with which the sound-speed field~and
therefore temperature and heat content! in the vertical plane
containing the source and receiver can be determined at mul-
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timegameter ranges. Finally, in Sec. IV we discuss the im-
plications of these results.

I. THE EXPERIMENT

The acoustic source was suspended at 652-m depth, near
the sound-channel axis, from the floating instrument plat-
form R/P FLIP, which was moored in the eastern North Pa-
cific Ocean at 31° 2.0508N, 123° 35.4208W, in water more
than 4000 m deep~Fig. 1!. R/P FLIP was in a trimoor to
minimize source motion. The transmissions were received on
two autonomous vertical line array~AVLA ! receivers, as
well as on numerous U.S. Navy receivers in the North Pa-
cific Ocean and on a deep sonobuoy receiver near New
Zealand. The results presented here were obtained from the
AVLA moored at 20° 39.0408N, 154° 04.6408W, just east
of Hawaii, in water about 5312 m deep. The source and
receiver positions were determined to within a few meters
using differential GPS navigation. The range was 3 252 382
m ~WGS-84!. The refracted geodesic, which includes the ef-
fects of horizontal gradients in sound speed~see Munket al.,
1995!, is separated from the unrefracted geodesic by less
than 2 km along the entire path and is longer than the unre-
fracted geodesic by only about 3 m. The transmission path
does not cross any major oceanographic fronts or other fea-
tures. There are no significant bathymetric features along the
path ~Fig. 1!.

The instrumentation and signal processing are described
in detail by the ATOC Instrumentation Group~1995!. Only a
brief summary is given here.

The source transmitted a phase-modulated signal with a
center frequency of 75 Hz. The phase modulation was en-
coded using a linear maximal-length shift-register sequence
containing 1023 digits. The source transducer has less band-
width than desired but more drive capability than needed.
The input waveform used to drive the source was therefore
adjusted to give an output signal containing phase-modulated
digits with two cycles of carrier each, even though the inher-
ent bandwidth of the source was significantly narrower than
Q52 ~37.5 Hz!. Each digit was then 26.667 ms in duration,
and each sequence period was 27.2800 s long. Fifty-four
transmissions were made, consisting of a mix of 10-, 20-,
and 40-min transmissions, with 2 to 4 h between transmis-
sions. The source level was 260 W~195 dBre 1 mPa at 1 m!.

The vertical receiving array consisted of 20 hydrophones
at 35-m spacing~1.75 wavelengths at 75 Hz! between 900-
and 1600-m depth.~A second 20-hydrophone subarray, be-
tween 200- and 900-m depth, failed.! The incoming hydro-
phone signals were amplified, bandpass filtered, and sampled
using 16-bit analog-to-digital converters at a 300-Hz rate.

Transmissions were made for seven days during Novem-
ber 1994, beginning on yearday 321~17 November 1994!
and ending on yearday 327~23 November 1994!. After re-
turn to shore, the acoustic data were complex demodulated
and the phase modulation was removed. Forty periods
~1091.20 s! of the received signal were recorded for the 20-
min transmissions, but only 28 periods~763.840 s! were co-
herently processed to form the receptions shown here. The
SNR of the ray arrivals did not increase for longer averaging
times, indicating that the signal duration exceeded the signal
coherence time. Doppler processing was required owing to
the relative velocities of the moored source and receiver.
Even though the relative velocities were small~1-2 cm/s!,
the long coherent processing time made the relative motion
during transmissions significant. A standard Doppler search
was performed for each reception to determine the relative
velocity ~assumed constant! that yielded the maximum out-
put signal level.

The position of the source and the position and shape of
the AVLA were measured by long-baseline acoustic naviga-
tion systems, using acoustic transponders on the seafloor.
The source’s position was determined to within about 1 m
rms, using acoustic interrogators on the source package and
on R/P FLIP. Source displacements as large as 1500 m oc-
curred, with typical velocities of 1-2 cm/s~Fig. 2!. The ab-
solute positions of the elements in the vertical receiving ar-
ray were determined to within about 1.5-m rms, using an
acoustic interrogator at the center of the array. The naviga-
tion signals were received on six of the same hydrophones
used to receive the 75-Hz signals, distributed over the array
aperture, as well as on the interrogation transducer. The rela-
tive positions of the hydrophones were determined to within
about 0.2 m rms. Array displacements in excess of 100 m
were observed, as well as significant array curvature~Figs. 2
and 3!.

Surprisingly, the relative velocities determined from the
measured source and receiver locations did not always agree
with those determined from the Doppler processing. The dis-
crepancy is due to acoustic travel-time~phase! changes pro-

FIG. 1. Acoustic path from the 75-Hz acoustic sourceS suspended from R/P
FLIP to the vertical receiving arrayR moored east of Hawaii. The path is
superimposed on ETOPO-5 bathymetry~National Geophysical Data Center,
1988!. Neither the ETOPO-5 bathymetry nor an improved estimate of the
bathymetry using satellite altimetry data~bottom! shows significant features
along the acoustic path. The improved bathymetry was derived by combin-
ing conventional sounding data with depths estimated from the gravity
anomaly field computed from satellite altimetry data~Smith and Sandwell,
1994; Sandwell and Smith, 1997; Smith and Sandwell, 1997!.
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duced during a transmission by the change in the barotropic
tidal current along the acoustic path over the 20-min trans-
mission interval.~Constant velocities, even if range depen-
dent, do not produce a Doppler shift.! Tidally induced phase
changes can be comparable to those caused by relative mo-
tions of the source and receiver. Even if both the source and
receiver were truly fixed, a tidal correction would be re-
quired, either by Doppler processing or by a tidal prediction
which allows for the finite duration of the transmission.

The temperature and salinity fields along the acoustic
path were directly measured during the experiment. XBT
~T-7! casts to 760-m depth were made at approximately
30-km intervals. XCTD casts to 1000-m depth were made at
approximately 300-km intervals, in conjunction with every
tenth XBT cast. The XBT/XCTD survey required seven
days, from yearday 325~21 November 1994! through year-
day 331~27 November 1994!, and thus overlapped with the
end of the transmission period. The survey began at the re-
ceiver and proceeded toward the source.

II. THE FORWARD PROBLEM: PREDICTABILITY OF
ACOUSTIC PROPAGATION

The combination of a vertical receiving array, nearly
concurrent environmental measurements, and broadband sig-
nals designed to measure acoustic travel times with a preci-
sion of a few milliseconds makes it possible to test quantita-
tively whether the measured arrival pattern is consistent with

predictions to within measurement uncertainty. Plotting
acoustic intensity as a function of travel time and hydro-
phone depth clearly reveals acoustic wave fronts sweeping
across the array~Fig. 4!. Wave fronts can be seen prior to a
travel time of about 2195 s, after which the arrival pattern
becomes quite complex.

A. Sound-speed field

The depth of the sound-channel axis gradually deepens
as one proceeds from the source toward the receiving array
~Fig. 5!. Sound speeds were derived from climatological
temperature~Levitus and Boyer, 1994! and salinity~Levitus
et al., 1994! data for November extracted from the World
Ocean Atlas 1994. This climatology will be referred to here-
after as the WOA94 climatology, with the understanding that
the climatology for November is used, rather than the annual
average. Sound speeds were computed using the sound-
speed equation of Del Grosso~1974!. @Millero and Li ~1994!
provide a corrected version of the sound-speed equation of
Chen and Millero~1977! that is equivalent for the parameter
range of interest here and could equally well have been
used.# The historical sound-channel axis is at about 650-m
depth at the source and reaches about 800-m depth at the
receiver, although the minima are not sharply defined. The
source is therefore approximately on axis, and the top of the
receiving array is slightly below axial depth.

Sound speeds in the upper 760 m at the time of the
experiment were derived from the XBT and XCTD data. The

FIG. 3. Radial displacement of the Hawaii AVLA on yearday 326, 1994.
All times are UTC.

FIG. 2. North-south and east-west displacements of the sourceS ~dashed!
and of the center of the vertical receiving arrayR ~solid! versus time.

FIG. 4. Acoustic intensity as a func-
tion of travel time and hydrophone
depth for the transmission at 0400
UTC on yearday 322.
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salinity values corresponding to the XBT temperatures were
estimated using the temperature-salinity relation from the
nearest XCTD cast. Sound speeds below 760-m depth were
calculated from the WOA94 climatology, as in Fig. 5. The
upper ocean perturbations derived from the XBT/XCTD data
were smoothed into the WOA94 sound-speed field below
760-m depth using a 200-m verticale-folding scale.

A smooth, range-dependent sound-speed field was con-
structed from a combination of the XBT/XCTD measure-
ments and the historical data by objective mapping~Fig. 6!.
The objective mapping procedure provides an estimate of the
uncertainties in the smooth field due to limited coverage and
measurement noise. These uncertainties can be converted
into uncertainties for the travel-time predictions made from
the objectively mapped field by using the linearized forward
problem ~Dushawet al., 1993; Cornuelleet al., 1993!. The
objective mapping procedure also largely removes internal-
wave variability from the sound-speed maps by smoothing in
the horizontal and the vertical with scales appropriate to
ocean mesoscale variability.

To construct the maps, the sound-speed field was ex-
pressed as a range-dependent perturbation field relative to a
range-dependent reference field obtained from the WOA94
climatology. The sound-speed perturbation was assumed to

be a random variable with zero mean and a known covari-
ance, separable into an inhomogeneous vertical covariance
and a homogeneous, depth-independent horizontal covari-
ance with 70-kme-folding scale.

The sound-speed perturbation fieldDC(x,z) was dis-
cretized as a sum of products of horizontal and vertical func-
tions,

DC~x,z!5(
j 51

M

(
k51

K

ajkF j~z!Gk~x!, ~1!

whereajk are the model parameters. TheF j (z) were chosen
to be the eigenvectors of the vertical covariance of the
sound-speed perturbations as a function of depth as esti-
mated from the XBT data,

^DC~z1!DC~z2!&5(
j 51

M

F j~z1!l j
2F j~z2!, ~2!

where thel j are the eigenvalues, i.e., theF j (z) are the em-
pirical orthogonal functions~EOFs! for the XBT data set.
The first six EOFs were used, which account for 93% of the
observed XBT variance. Retaining additional EOFs only
gradually reduces the residual variance while increasing the
number of model parameters and the small-scale structure in
the mapped field.

Truncated Fourier series were used for the horizontal
parametrization. The wave number spectrum was specified to
be white for wavelengths longer than 300 km, and propor-
tional to wavelength~inverse wave number! squared for
shorter wavelengths. This spectrum gives a horizontal cova-
riancee-folding scale of 70 km but includes allowances for a
strong mean component.

Sound speeds computed from the XBT/XCTD measure-
ments,C(xi ,zi), are related to the model parameters by

DCi~xi ,zi ![C~xi ,zi !2C0~xi ,zi !

5(
j 51

M

(
k51

K

ajkF j~zi !Gk~xi !1r i , ~3!

where theDCi are the sound-speed perturbations at the mea-
surement locations relative to a reference sound-speed field
C0(xi ,zi), selected here to be the WOA94 climatology. The
measurement noiser i is due to instrument error~which var-
ies with depth and is typically correlated because of fall-rate
error! and unmodeled phenomena~model error!, including
internal waves. The coefficientsajk are computed by objec-
tive mapping, i.e., by a tapered, weighted least-squares fit
that minimizes the differences between theDCi computed
from the XBT data and those computed from the ocean
model.

The sound-speed perturbation field shows significant
eddy activity near the source, with peak perturbations of up
to about 10 m/s~Fig. 6!. The eddy activity is weaker over
most of the remaining path. A more-or-less uniform surface
mixed layer with a depth of about 100 m is present over
almost the entire path.

FIG. 5. Sound-speed profiles as a function of range between the source and
receiving array, derived from the WOA94 climatology for November. Pro-
files are plotted every 162 km, corresponding to a sound-speed offset of 10
m/s.

FIG. 6. Sound-speed perturbation in the upper 760 m computed by subtract-
ing sound speeds derived from the WOA94 climatology from objectively
mapped sound speeds derived from the XBT/XCTD data. The contour in-
terval is 2 m/s. The sourceS is on the left and the receiverR is on the right.
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B. Geometric optics and ray identification

Raylike arrivals, in the form of wave fronts sweeping
across the array, are clearly evident in the measured data
prior to a travel time of about 2195 s, as noted above. These
arrivals are both resolvable and stable over the duration of
the experiment. It will be shown in this section (i ) that these
arrivals can be unambiguously identified with specific acous-
tic rays using any of several ocean climatologies, without the
need to use the XBT/XCTD data, and (i i ) that the measured
travel times are offset from the travel times predicted using
the sound-speed field constructed from the XBT/XCTD mea-
surements by a surprisingly large amount.

Using the sound-speed field constructed from the
WOA94 climatology, range-dependent ray tracing over the
measured range between the source and receiver gives pre-
dicted wave fronts that match those observed~Fig. 7!. The
range-dependent ray code used is that of Colosi; the pre-
dicted travel times have been checked against those from
RAY ~Bowlin et al., 1993!. The ray tracing was done in
Cartesian coordinates, after appropriately transforming the
depth coordinate and sound-speed profiles from spherical co-
ordinates~Munk et al., 1995!. The radius of curvature to be
used in the transformation is not obvious, as the true radius
of curvature is a function of position on a spheroidal earth.
Changing the assumed radius of curvature by up to 50 km
changes the computed travel times for the geometry of this
experiment by less than 3 ms, however, so the precise choice
of the radius of curvature is not critical.

The measured and predicted travel times do not agree

exactly, of course, at least in part because the ocean sound-
speed field at the time of the acoustic transmissions is not the
same as that computed from the WOA94 climatology. The
predicted travel times shown in Fig. 7 have been delayed by
0.15 s to approximately align the measured and predicted
arrival patterns. The similarity of the measured and predicted
arrival patterns makes the identification of the measured
wave fronts with particular ray paths straightforward. At
least in this case climatological data are adequate for ray
identification. The essential information to be used in the
inversions in Sec. III is the slight mismatch between the
measured and predicted travel times. The significance of the
overall shift between the two patterns will be discussed at
length in that section.

The identification can be confirmed by comparing the
measured and predicted vertical arrival angles of the rays
~Fig. 8!. The measured arrival angles were estimated from
the data with a conventional plane-wave beamformer, using
the entire 700-m array aperture. The predicted arrival angles
were obtained from the same range-dependent ray trace used
to construct Fig. 7. After shifting the predicted travel times
0.15 s later, as in Fig. 7, the agreement between the mea-
sured and predicted ray arrival times and angles is excellent.
Each wave front can therefore be labeled with an identifier
6n, where1 ~2! indicates a ray that initially travels up-
ward~downward! at the source and has a total ofn upper and
lower turning points between the source and receiver. None
of the identified rays interacts with the seafloor.

Given the large number of resolved wave fronts in the

FIG. 7. ~Top! Measured daily average acoustic intensity as a function of travel time and hydrophone depth. The measured pattern is an incoherent average of
all of the receptions on yearday 326, 1994. Acoustic intensity relative to the peak intensity in the daily average is plotted in decibels.~Bottom! Predicted travel
times versus hydrophone depth computed using a range-dependent ray tracing algorithm and the sound-speed field derived from the WOA94 climatology.
Only the wave fronts predicted by ray theory prior to about 2196 s are shown. The predicted travel times have been delayed by 0.15 s to align the measured
and predicted arrival patterns.
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measured arrival pattern, with similar vertical arrival angles,
the ray identification might appear to be ambiguous. To test
whether this is indeed the case, the rms difference between
the measured and predicted travel-time patterns was com-
puted as a function of the time shift applied to the predicted
travel-time pattern~Fig. 9!. To make this calculation, time
series of the measured travel times for each ray arrival were
constructed from the beamformer output~Fig. 10!. The time-
means of these series were then used to compute the rms
travel-time difference. The rms difference has a clear global
minimum for a time shift of 0.15 s, indicating that the mea-
sured and predicted time-mean patterns are most closely
aligned when the predicted pattern is shifted later by this
amount.~This is the shift used to align the measured and
predicted arrival patterns in Figs. 7 and 8.! Sound speeds
from the WOA94 climatology were used to construct Fig. 9.
Similar results~Table I! were obtained using sound speeds
computed from the earlier 1982 Levitus climatology~Levi-
tus, 1982! and a climatology recently developed by Men-

emenliset al. ~1997!. In all cases, the minimum is unique, so
the ray identification is unambiguous.

The structure of the rms time difference as a function of
time shift can be understood by noting that both the mea-
sured and predicted arrivals come in groups of four, as is
evident in Fig. 7~see, e.g., Munket al., 1995!. Any ambigu-
ity will therefore be in associating measured and predicted
groups of four arrivals. The secondary minima in Fig. 9 oc-
cur when groups of four in the predicted pattern are associ-
ated with incorrect groups of four in the measured pattern.

Given an unambiguous ray identification, the discrep-

FIG. 8. Measured~ellipses! and predicted~crosses! vertical arrival angles
versus travel time for the raylike arrivals. The ellipses are centered on the
time-mean travel times of the ray arrivals for the entire experiment. The
sizes of the ellipses show the rms variations in angle and time about the
means. The predicted arrivals were computed using the WOA94 climatol-
ogy and were delayed by 0.15 s to align the measured and predicted arrival
patterns, as in Fig. 7. The arrivals are labeled with their ray identifiers.

FIG. 9. The rms difference between the time means of the measured travel
times for each ray arrival, as determined from the beamformer output, and
the predicted travel times, versus the time shift applied to the predicted
travel times to align the two patterns. The rms travel-time difference is
normalized by the number of identified rays. The predicted arrivals were
computed using the WOA94 climatology, as in Figs. 7 and 8. A positive
time shift means that the predicted travel times are less than the measured
travel times.

FIG. 10. Acoustic travel times for the raylike arrivals, as determined from
the plane-wave beamformer output, versus yearday. The beamformer output
is for an effective depth of 1268 m, the midpoint of the nominal array
location. The travel times have been corrected for motion of the source and
receiving array, as well as for clock drifts in the receiver. The source clock
was synchronized to UTC using a GPS receiver. Ray identifiers are given on
the right. Ray identifiers in italics indicate rays for which the ray trace code
used did not succeed in locating the eigenray due to computational difficul-
ties, although the identifications are nonetheless unambiguous.
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ancy between the measured and predicted ray arrival times
can be quantified. Figure 11 shows the travel-time perturba-
tion Dt computed by subtracting the predicted travel times
from the time-mean measured travel times, as derived from
the plane-wave beamformer output. Predictions were made
using both the sound-speed field derived from the WOA94
climatology and the objectively mapped sound-speed field
derived from the XBT/XCTD data. The travel-time perturba-
tions are plotted as a function of the minimum upper and
maximum lower turning point depths.~The upper and lower
turning point depths are functions of position for range-
dependent propagation.! This choice of ordinate aids in in-
terpreting the data, because the rays are most sensitive to the
ocean at the turning point depths. Figure 11 shows that the
measured travel times are greater than the predicted travel
times computed using the WOA94 climatology by about
0.15 s on average, which is why delaying the predicted travel
times by this amount in Figs. 7 and 8 approximately aligns
the two patterns. Positive travel-time perturbations for all

rays that turn in a particular depth range suggest that sound
speeds in that depth range are lower than those used to make
the predictions. Because each ray turns above and below the
sound-channel axis at depths with equal sound speeds~con-
jugate depths!, the location of the sound-speed perturbation
responsible for the travel-time perturbation is fundamentally
ambiguous~Munk and Wunsch, 1982!.

Using the time-mean travel times for the comparison
assumes that, aside from internal waves and tides, changes in
the sound-speed field over the duration of the experiment are
small. The six-day period during which acoustic data were
collected is short compared to the several-week periods typi-
cal of mesoscale variability, so this assumption is plausible.
The acoustic travel times show a small, but nonzero, trend
over the duration of the experiment~Fig. 10!, supporting the
assumption of a largely unchanging subinertial sound-speed
field, at least for the purpose of identifying the ray arrivals.

Explicit error bars can be computed for the travel-time
offsets relative to predictions made using the XBT/XCTD
data. The error bars are a combination of the uncertainties in
the measured and predicted travel times.

The computed uncertainty in the predicted travel times
arises from uncertainties in the objectively mapped sound-
speed field used to make the predictions~owing to the im-
perfect sampling of the field!, to the uncertainty in the equa-
tion used to compute sound speed from temperature and
salinity (60.05 m/s rms!, and to the uncertainty in source-
receiver range. The precision with which the source~1 m
rms! and receiver~1.5 m rms! locations were determined
using differential GPS navigation leaves an uncertainty of
only about 2 m rms in the range, which is negligible com-
pared to the other sources of uncertainty. The uncertainties in
the predicted travel times were calculated using the output
error covariance provided by the mapping procedure and the
linearized forward problem matrix, which converts ocean pa-
rameters to travel-time perturbations. Because the objective
map covered only the upper ocean, uncertainties in the deep
sound-speed field were estimated from historical data.

The uncertainties in the time-mean measured travel
times are a combination of the error in determining the peak
arrival time due to ambient noise, internal-wave-induced
travel-time fluctuations, tidally induced travel-time fluctua-
tions, and the small travel-time trend observed over the
course of the acoustic measurements. Travel-time fluctua-
tions at tidal frequencies were fit and removed prior to form-
ing the mean. After energy at tidal frequencies is removed,
the remaining high-frequency travel-time fluctuations about
a linear trend are found to be 11-19 ms rms, due primarily to
internal waves.@See Colosiet al. ~1999! for a comparison of
the observed travel-time variances to predictions made as-
suming that the fluctuations are due to internal-wave-induced
scattering.# These high-frequency travel-time fluctuations are
suppressed in the mean. The trend will be discussed further
in Sec. III. In this case the dominant sources of error are the
travel-time trend and the uncertainty in the predicted travel
times.

Surprisingly, the measured travel times are significantly
offset from predictions made using the XBT/XCTD data
~Fig. 11!. The average time shift required to align the arrival

TABLE I. Comparison of the ray travel times predicted for various sound-
speed fields with the time means of the measured travel times for each ray
arrival, as determined from the beamformer output. The time shift that gives
the best alignment between the predicted and measured travel times, the rms
difference between the two for this time shift~normalized by the number of
identified rays!, and the number of identified rays are given. A positive time
shift means that the measured travel times are greater than the predicted
travel times.

Time shift, ~s! rms, ~s!
No. of

identified rays

Levitus ~1982! 0.01 0.0067 48
WOA94 0.15 0.0063 47
Menemenlis 0.01 0.0114 52
WOA941XBT 0.22 0.0049 49

FIG. 11. Travel-time perturbations computed by subtracting the predicted
travel times from the time-mean measured travel times, as derived from the
beamformer output, plotted as a function of minimum upper turning depth
~top! and maximum lower turning depth~bottom!. The predictions were
made using the sound-speed field derived from the WOA94 climatology
~left! and the objectively mapped sound-speed field derived from the XBT/
XCTD data combined with the WOA94 climatology~right!.
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pattern predicted using the XBT/XCTD data and the mea-
sured arrival pattern is 0.22 s, which is significantly larger
than the 0.15 s needed to align the predictions made using
the WOA94 climatology with the measurements~Table I!.
The offset is about three times the expected rms uncertainty
due to mapping errors and climatological uncertainties, al-
though the expected rms variability of range-averaged tem-
perature and salinity below 760-m depth is difficult to quan-
tify. The rms difference between the measured and predicted
arrival times for the optimum time shift is smaller when
using the XBT/XCTD data, however, which means that the
relative spacing within the arrival pattern is better predicted
using the nearly concurrent environmental data~Table I!.
This improvement is reflected in Fig. 11, in that the travel-
time offsets computed using the XBT/XCTD data are rela-
tively independent of ray turning depth. We will return to
this issue in Sec. III.

C. Surface interactions

The discussion to this point has focused on a comparison
of the ray arrivals observed prior to a travel time of about
2195 s to predictions made using geometric optics. In this
section, predictions made using geometric optics are com-
pared with predictions made using a broadband adiabatic
mode code to assess the adequacy of the geometric optics
approximation at the long ranges and low frequencies of in-
terest. The adiabatic mode approximation includes more
complete physics than geometric optics and thus should
more faithfully model reality, at least in cases for which the
adiabatic approximation is valid. Bodenet al. ~1991! made
similar comparisons and reported the ray approximation to
be adequate for estimating travel times out to 4000-km range
for frequencies above 100 Hz.

Predictions were made for a source depth of 700 m, a
range of 3000 km, and a range-independent sound-speed pro-
file typical of that found in the northeast Pacific Ocean~Co-
losi et al., 1994!. The adiabatic predictions were made for
120 modes, using the code of Dzieciuch~1993!. Frequency
domain predictions for a center frequency of 75 Hz and a
23-dB full bandwidth of 30 Hz were Fourier synthesized to
form broadband arrival patterns in the time domain.

Comparison of calculated ray travel times with those
derived from the adiabatic prediction shows that the two
agree within a few milliseconds~at 3000-km range! for rays
that reflect off the surface and for rays with upper turning
depths well below the surface~Fig. 12!. Rays with upper
turning depths within a few wavelengths of the surface (l
520 m at 75 Hz! arrive up to 40 ms earlier in the geometric
optics approximation than in the adiabatic mode approxima-
tion, however. Rays refracting near the surface, but that do
not actually reflect off it, are unaffected by its presence.
Modes, however, have evanescent tails that are affected by
the presence of the pressure-release boundary condition at
the surface, even when the modal turning depth is below the
surface, slightly reducing the group speeds.

This effect is somewhat larger than the precision with
which travel times can be measured, and therefore consti-
tutes a potentially important bias for ray travel-time inver-
sions at long ranges. For the simple range-independent ge-

ometry for which the test calculations were made, the rays
turning within a few wavelengths of the surface have ap-
proximately 50 upper turning points, so the bias is roughly 1
ms per surface interaction.

The effect is expected to be relatively small for the mea-
surements described here, however, compared to travel-time
uncertainty. Surface interactions for the observed rays are
confined to approximately the first 500 km of the path, be-
cause the depth of the sound-channel axis increases from the
source toward the receiver, giving at most 12 surface inter-
actions per ray, or about 12 ms bias. This small bias will be
neglected when the travel times are used to estimate the
sound-speed field in Sec. III. In addition, few rays have mini-
mum upper turning depths in the upper 50 m, where the
effect is most significant~Fig. 11!.

This effect is not new~Murphy and Davis, 1974!, but
has not previously been accounted for in long-range acoustic
thermometry. Bodenet al. ~1991! comment that although
they found the mean differences between the ray and normal
mode travel times to be small, this was not entirely due to the
goodness of fit between the ray and normal-mode solutions.
Their ray travel times were consistently greater than their
normal-mode travel times for surface-reflected rays
(613.5° to 616.5°!, but the ray travel times were consis-
tently less than the normal-mode travel times for near-
surface (611.5° to613.5°! refracted arrivals. The sign of
the difference for the near-surface refracted arrivals is con-
sistent with that found here and suggests that this effect may
have been important in their simulations as well, although
they did not discuss it.

FIG. 12. Travel-time bias due to nongeometric effects for rays turning near
the surface. Ray travel times minus adiabatic-mode travel times are plotted
as a function of ray upper turning depth. To estimate the bias the predictions
were made for a source depth of 700 m and a range of 3000 km, using a
range-independent profile typical of the northeast Pacific Ocean.
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D. Internal-wave scattering and the pulse termination

Discreet ray arrivals are no longer evident in the mea-
sured arrival pattern for travel times greater than about 2195
s ~Figs. 4 and 7!. This behavior is similar to that previously
observed at 1000-km range and 250-Hz center frequency
~Worcesteret al., 1994!. In that case Colosiet al. ~1994!
used broadband parabolic equation simulations to show that
the observed scattering of the near-axial acoustic energy was
consistent with what would be expected for propagation
through an internal-wave field containing approximately
one-half the energy in the standard Garrett–Munk internal-
wave spectrum.

Similar broadband parabolic-equation simulations were
made for the geometry of this experiment. Frequency domain
predictions for a center frequency of 75 Hz and a23-dB full
bandwidth of 30 Hz were Fourier synthesized to form broad-
band arrival patterns in the time domain, as in the previous
section. Predictions made for the sound-speed field con-
structed using the XBT/XCTD data~Fig. 6! give pulse ter-
minations ~i.e., the times at which the acoustic reception
ends! much earlier than observed for hydrophones well be-
low the sound-channel axis~Fig. 13!. Adding a simulated
internal-wave field with the standard Garrett–Munk internal-
wave energy level gives a predicted arrival pattern that does
not contain discreet ray arrivals after a travel time of about
2195 s and that has pulse terminations nearly independent of

depth over the 900- to 1600-m-deep array aperture, as ob-
served. Modal decompositions of similar parabolic-equation
simulations at multimegameter ranges show that the propa-
gation of the near-axial acoustic energy is generally not adia-
batic, but rather that there is strong modal coupling due to
the presence of internal waves~Colosi and Flatte´, 1996; Co-
losi, 1997!.

The strong scattering of near-axial energy by internal
waves makes it difficult to extract useful observables for the
energy arriving after about 2195 s. Rays can no longer be
separated from one another, even using the vertical array to
provide resolution in both time and angle. Although modal
arrivals can be separated using the vertical array, internal-
wave-induced modal coupling means that energy contained
in a given mode at the receiver has propagated in a variety of
modes, at a variety of group velocities, en route from the
source to the receiver, making the interpretation of the ob-
served group delays fundamentally ambiguous. Further, the
scattered modes show significantly more time spread at the
receiver than would be expected considering only modal fre-
quency dispersion across the band of interest in the absence
of internal-wave scattering, making accurate determination
of the group delays difficult.

The lowest-order modes are found in the numerical
simulations to be more nearly adiabatic than higher-order
modes~Colosi and Flatte´, 1996!, however, suggesting that

FIG. 13. Acoustic intensity as a function of travel time and hydrophone depth for one transmission~top! compared to broadband parabolic equation
predictions with~middle! and without ~bottom! simulated internal waves. Acoustic intensity relative to the peak intensity is plotted in decibels. The
background range-dependent sound-speed field used in the simulations is shown in Fig. 6.
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their group delays~travel times! might be useful in inver-
sions to determine the sound-speed field, increasing the ver-
tical resolution of the resulting estimates.

The data from the vertical array can be used to estimate
the amplitude of mode 1 as a function of time using least-
squares techniques, even though the array aperture is at best
marginal for mode isolation using conventional spatial filter-
ing techniques~Suttonet al., 1994!. Unfortunately, the time
history of even the lowest-order mode amplitude estimated
by least squares is quite complex. Using the peak of the
mode 1 amplitude to define the modal group delay gives an
rms variation about the mean of 178 ms, which is much
greater than the rms of about 20 ms for the observed ray
travel times. This large rms variation suggests either that
mode coupling due to small-scale ocean structure is more
important than the simulations might suggest, or that the en-
ergy from other modes is leaking into the solution for the
mode 1 amplitude because of the suboptimum array geom-
etry. The group delay of mode 1 is thus difficult to deter-
mine.

The pulse termination at the most axial hydrophone is
relatively unambiguous, however, and might be viewed as a
surrogate for the group delay of adiabatic mode 1. The rms
variation about a linear trend fit to the pulse termination
times is 22.9 ms, which is much less than the rms variation
of mode 1 as determined above and is comparable to the rms
variation of the observed ray travel times.@See Colosiet al.
~1999! for a comparison of the observed travel-time variance
to a prediction made assuming that the fluctuations are due to
internal-wave-induced scattering.# Even in the presence of
mode coupling, no energy can travel more slowly than the
energy that propagates the entire distance between source
and receiver in mode 1. To the extent that any acoustic en-
ergy remains in mode 1 over the entire path, the pulse ter-
mination will reflect the travel time of that energy.

The time-mean measured travel time of the pulse termi-
nation is 398 ms greater than predicted using the WOA94
climatology, but only 75 ms greater than predicted using the
objectively mapped XBT/XCTD data. Surprisingly, the use
of the nearly concurrent XBT/XCTD data improves the
agreement between the measured and predicted group delay
for mode 1 much more significantly than their use improved
the agreement between measured and predicted ray travel
times, as discussed in Sec. II B. This is presumably due to a
combination of effects. The midpoint of the acoustic mea-
surements occurred on yearday 324, while the midpoint of
the XBT/XCTD survey occurred four days later on yearday
328. The upper ocean can change much more rapidly than
the deeper ocean, so the XBT/XCTD data can be expected to
represent the state of the near-axial ocean somewhat more
accurately than the state of the upper ocean at the time of the
acoustic measurements. Further, and probably more impor-
tant, mode 1 is sensitive to the error in near-axial sound
speed integrated over the entire range. This error is reduced
using the XBT/XCTD data. In contrast, the rays are sensitive
both to the upper-ocean sound-speed field sampled by the
XBT/XCTD measurements and to the deep sound-speed field
about which the XBT/XCTD data provide no information.

III. THE INVERSE PROBLEM

In this section both the time mean and the trend in the
sound-speed field between the source and receiver are esti-
mated. The range-independent perturbation needed to bring
the measured and predicted travel times into consistency is
estimated first, using least squares inverse methods similar to
those used to map the sound-speed field in Sec. II. The data
consist of the time-mean travel times of the resolved rays
and of the pulse termination at the most axial hydrophone,
used as a surrogate for the group delay of mode 1. The linear
trends in sound speed, temperature, and heat content over the
six-day experiment are estimated next, using as data the lin-
ear trends in the travel times of the resolved rays and the
pulse termination.

A. Inverting for the mean state

As was noted in Sec. II, the time-mean travel times are
significantly offset from predictions based on the range-
dependent sound-speed field constructed using the XBT/
XCTD measurements. It is in principle impossible to con-
struct a consistent inverse estimate for the sound-speed field
between the source and receiver without increasing one or
more of thea priori uncertainties assumed in Sec. II. The
inverse estimates presented here assume a greater uncertainty
in the sound-speed field below 1000-m depth than was pre-
viously estimated from historical temperature and salinity
data. The notion is not that the range-averaged deep ocean
temperature and salinity fields differ substantially from his-
torically observed values, but that the equation used to com-
pute sound speed from temperature and salinity may require
further refinement at high pressure. Unfortunately, no direct
measurements of the deep temperature and salinity fields
were made along the acoustic path at the time of the acoustic
transmissions. The estimated sound-speed perturbation be-
low 1000-m depth therefore represents a combination of a
correction to the sound-speed equation, real temperature and,
to a much lesser extent, salinity perturbations, and the pos-
sible effects of travel-time biases.

To first order, the ray travel-time perturbationsDt i are
weighted averages of the sound-speed perturbationsDC(z)
integrated along the unperturbed ray pathsG i :

Dt i52E
G i

ds

C0
2~x,z!

DC~z!, ~4!

where ocean currents have been neglected andC0(x,z) is the
selected reference sound-speed field. The corresponding sen-
sitivity of the group delay of adiabatic mode 1 to the sound-
speed perturbation was derived numerically.

1. Reference state

The range-dependent sound-speed fieldC0(x,z) con-
structed in Sec. II A by combining the XBT/XCTD data
with the WOA94 climatology was used as the reference state
~Fig. 6!.
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2. Sound-speed perturbation model

The sound-speed perturbation fieldDC(z) was dis-
cretized~‘‘modeled’’! as a sum of range-independent vertical
functions~‘‘modes’’!:

DC~z!5(
j 51

M

ajF j
C~z!, ~5!

whereaj are the model parameters, which were assumed to
be uncorrelated. In anticipation of the next section, the ver-
tical sound-speed modes were derived by first representing
the temperature perturbation field as a sum of range-
independent vertical functions

DT~z!5(
j 51

M

ajF j
T~z!. ~6!

The XBT EOFs used previously are not expected to repre-
sent arbitrary range-averaged offsets, and thus are not a good
choice for upper ocean functions in this application. The his-
torical data base is too limited a sample to provide reliable
estimates of the vertical covariance function expected for
range-averaged temperature perturbations. Instead, linear
splines~piecewise linear segments! were used, with the knot
spacing adjusted in accord with rough estimates of the ver-
tical length scales,

F j
T~z!50, z,zj 21 ,

F j
T~z!5

~z2zj 21!

~zj2zj 21!
, zj 21<z<zj ,

~7!

F j
T~z!5

~zj 112z!

~zj 112zj !
, zj,z<zj 11 ,

F j
T~z!50, zj 11,z.

Forty-eight vertical functions were used, with vertex spac-
ings that increase with increasing depth, reflecting our preju-
dice that vertical scales become larger at greater depths
~Table II!. A range-independent model was used in this case
in part because little range-dependent information is ex-
pected from the travel times and in part for simplicity.

Sound-speed and heat-content modes were constructed
for each temperature mode by treating the temperature
modes as perturbations to a reference temperature profile
constructed by averaging the WOA94 climatology along the
acoustic path. Each temperature perturbation~with a maxi-
mum amplitude of 0.1 °C for linearity! was added to the
reference temperature profile, and sound speed and heat con-
tent were calculated for the perturbed profile using the range-
averaged salinity from the WOA94 climatology. Heat con-

tent was integrated upward from 4200-m depth, which was
chosen because this depth is below the deepest ray turning
point,

H~z!5rCpE
2D

z

T~z8!dz8, ~8!

whereH has units of energy per unit area,r51024 kg/m3 is
the density of seawater,Cp53996 J/~kg °C! is the specific
heat of seawater,T(z) is the range-averaged temperature
profile, andD54200 m. The reference sound speed or heat
content was then subtracted from the perturbed profile, as
appropriate, and the resultant perturbation used as the sound
speed or heat content analog of the vertical temperature
mode.

Only the sound-speed perturbation was computed for the
mean state, so this rather elaborate procedure was not neces-
sary. But sound-speed, temperature, and heat content pertur-
bations will be computed in the next section for the trend.
This procedure uses a single set of model parameters to pro-
vide consistent estimates for all three perturbations, assum-
ing no salinity perturbations.

Finally, the expected range-average temperature vari-
ability as a function of depth, relative to the reference state
constructed using the XBT/XCTD data, is estimated to be
0.12 °C rms at the surface, decreasing nearly linearly to
0.05 °C rms at 1000-m depth. The variability was assumed to
remain constant at 0.05 °C rms below 1000 m. A number of
considerations went into this estimate.

Above 760-m depth the dominant source of temperature
uncertainty in the range-average field is the four-day separa-
tion between the midpoint of the acoustic measurements and
the midpoint of the XBT/XCTD measurements. A rough
guess at the possible magnitude of the temperature change
was made by assuming that the range-averaged temperature
could change 1 °C in 30 days~consistent with possible me-
soscale variability!, giving a change of 0.12 °C in the 3.6
days between the midpoints of the acoustic and XBT/XCTD
measurements. The XBT/XCTD measurements themselves
provide a rather tight constraint on the quasi-instantaneous
range-average field. The combination of measurement error
and internal-wave-induced temperature fluctuations is esti-
mated to give a rms temperature uncertainty of about 0.1 °C
for a single measurement. In the range average over 111
profiles this uncertainty is reduced by a factor of approxi-
mately 10 to about 0.010 °C. The bias of the XBT tempera-
tures is not expected to exceed 0.020 °C.

At depths below those for which there are XBT/XCTD
data, the rms temperature uncertainty in the range average
deduced from historical data is rather small. At 3000-m
depth, for example, the rms temperature variability is about
0.025 °C. If one assumes a horizontal scale of 100 km, the
uncertainty in the range average over the 3250-km-long path
is then only about 0.004 °C. The estimated rms uncertainty
in the equation used to convert temperature and salinity to
sound speed is 0.05 m/s~Del Grosso, 1974; Spiesberger,
1993; Dushawet al., 1993; Meinen and Watts, 1997!, corre-
sponding to a rms temperature uncertainty of about
0.011 °C. Because the separation between the source and
receiver was not measured nearly as precisely in previous

TABLE II. Vertex locations for the vertical parametrization used in the
inversions.

Depth range~m! Vertex spacing~m!

0–200 20
200–600 40
600–1400 80

1400–4000 200
4000–6000 500
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field tests of the sound-speed equation as in this experiment,
however, it is possible that an error in the sound-speed equa-
tion was previously incorrectly attributed to an error in the
range. The best previous field test of the sound-speed equa-
tion had range uncertainties of about 70 m, for example
~Dushawet al., 1993!. To account for the uncertainty in the
sound-speed equation, thea priori rms temperature uncer-
tainty was increased to 0.05 °C below 1000-m depth, which
allowed consistent inverse estimates.

3. Data

The data are the travel-time perturbationsDt i computed
by subtracting the travel times predicted using the XBT/
XCTD data from the time-mean measured travel times~Fig.
11!. The travel-time uncertainties are a combination of mea-
surement error due to ambient noise, internal-wave-induced
travel-time fluctuations, and travel-time fluctuations due to
mesoscale variability unresolved by the XBT/XCTD data.
The high-frequency travel-time fluctuations about linear
trends fit to the ray data are 11-19 ms rms~Colosi et al.,
1999!. The uncertainty in the time-mean ray travel times is
then about 3 ms rms. More significant is the travel-time un-
certainty associated with mesoscale range dependence that is
not resolved by the XBT/XCTD data and not included in the
sound-speed perturbation model. If we assume that travel-
time variability between rays with nearly the same lower
turning points must be due to unresolved horizontal variabil-
ity, Fig. 11 suggests that mesoscale-induced travel-time fluc-
tuations are less than 20 ms rms. The uncertainty in the time-
mean ray travel times was therefore rather conservatively
taken to be 20 ms rms. Finally, the uncertainty in the mean
pulse termination travel time is taken to be 100 ms rms,
considerably larger than the measured variability of about 23
ms rms, to reflect the uncertainty in interpreting the pulse
termination as a surrogate for adiabatic mode 1 and to allow
for any internal-wave-induced group delay bias.

Any travel-time biases have been ignored in the inver-
sions, other than to increase the travel-time uncertainties. As-
suming a standard Garrett–Munk internal-wave spectrum
Colosi and Flatte´ ~1996! found biases of about210 ms at
3-Mm range from their simulations for a case similar, but not
identical, to the one examined here. A negative bias means
that the ray is predicted to arrive earlier~have a shorter travel
time! in the presence of internal waves than in their absence.
Negative biases would slightly increase the discrepancy in
Fig. 11 because the predictions would have even shorter
travel times, making the measured minus predicted travel
times more positive. Colosiet al. ~1999! find that the ob-
served travel-time variances for the experiment described
here are consistent with predictions assuming that the
internal-wave field has one-half of the standard Garrett–
Munk energy level. Using this energy level would reduce the
biases in the simulations from210 to 25 ms. Further, the
observed pulse spreads are only 0–5 ms~Colosiet al., 1999!.
The pulse spread and bias are expected to be of the same
order, and so this result is consistent with the biases found in
the simulations. The biases of the rays are therefore compa-
rable to or less than the assumed random errors. Nonetheless,

the biases may still affect the inverse estimates if all of the
ray travel times have similar, systematic biases.

The group delays of the lowest-order normal modes are
found to be more biased by internal-wave-induced scattering
than are the travel times of the steep rays. Colosi and Flatte´
~1996! found from their simulations that the bias for acoustic
mode 1 grows as the square of the range and is about
245 ms at 3-Mm range for the sound-speed profile they used
and for the standard Garrett–Munk internal-wave energy
level. Using one-half of the standard Garrett–Munk energy
level in the simulations would reduce the bias from245 to
222.5 ms. This bias is substantially smaller than the group
delay uncertainty of 100 ms assumed here.

4. Results

Finally, inverting the time-mean travel-time perturba-
tions in Fig. 11 for theaj gives the mean sound-speed per-
turbation profile shown in Fig. 14. The linear travel-time
residuals are consistent with thea priori assumptions~Table
III !. Retracing rays through the perturbed sound-speed field
C0(x,z)1DC(z) gives travel times consistent with the mea-
surements, indicating that the reference state selected is suf-
ficiently close to the true state for the inversions to be linear.
No iterations of the inverse were done.

The estimated sound-speed perturbations are small
above about 1000-m depth, reflecting the constraints im-
posed by the XBT/XCTD data. The estimated perturbation is

FIG. 14. Range-independent sound-speed perturbation and the associated
rms uncertainty as a function of depth.

TABLE III. Unweighted travel-time perturbations~rms! for the rays and
acoustic modes 1–20 before~data! and after~residuals! inversion. The data
are travel-time perturbations relative to the reference state. The residuals are
linear estimates of the travel-time perturbations relative to the perturbed
sound-speed profile. The values for acoustic mode 1 are shown separately.
Only mode 1 was used in the inversion.

Data ~s! Residuals~s!

Ray travel times~rms! 0.226 0.028
Modal group delays~rms! 0.283 0.228
Mode 1 group delay 0.075 20.020
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largest, about20.260.05 m/s, between 2000 and 4000 m. If
the sound-speed perturbation were due entirely to an error in
the sound-speed equation, the correction would be three to
four times thea priori uncertainty in the equation.~Theoret-
ical corrections to the sound-speed equation due to variations
in the relative composition of salts in the ocean and due to
the dependence of sound speed on acoustic frequency are
smaller than 0.05 m/s~Dushawet al., 1993!!. If the sound-
speed perturbation were entirely due to temperature, the cor-
responding temperature perturbation would be20.044
60.011 °C, which is 10-11 times thea priori range-average
temperature uncertainty. Both effects may well be important,
although it seems probable that the dominant effect is an
error in the sound-speed equation. Accurate deep hydro-
graphic data taken during the time of the acoustic transmis-
sions would be needed to resolve definitively the issue.

One important conclusion from these results is that once
the sound-speed equation is better determined, the absolute
range-average temperature at depth can be determined acous-
tically with an estimated uncertainty of about 10 millide-
grees, neglecting any effects due to salinity.

B. Inverting for the trend

In the application to climate studies, the important con-
sideration is the precision with which temperaturechanges,
rather than the absolute temperature, can be measured. The
measured travel times of both the ray wave fronts and the
pulse termination slowly decreased over the six days of the
experiment~Fig. 15!.

To first order, the time derivative of the travel-time per-
turbation for rayi is

d

dt
~Dt i !52E

G i

ds

C0
2~x,z!

d

dt
@DC~z!#. ~9!

The sensitivity of the time derivatives of the travel-time per-
turbations to the time derivatives of the sound-speed pertur-
bations is identical to that of the travel-time perturbations
themselves to the sound-speed perturbations.

1. Reference state

The range-dependent, time-independent, sound-speed
field C0(x,z) constructed by combining the XBT/XCTD
data with the WOA94 climatology was the reference state, as
in the preceding section.

2. Sound-speed trend perturbation model

The time derivative of the sound-speed perturbation field
d@DC(z)#/dt was modeled as a sum of the same range-
independent vertical modes as in the preceding section, so
the vertical modes used previously now represent the time
rate of change of the field,

d

dt
@DT~z!#5(

j 51

M

bjF j
T~z!, ~10!

and

d

dt
@DC~z!#5(

j 51

M

bjF j
C~z!, ~11!

wherebj are the model parameters.
The rms variability in the temperature trend was taken

very arbitrarily to be 0.030 °C/day at the surface, corre-
sponding to a trend of 1 °C/month, dropping nearly linearly
to 0.002 °C/day rms at 1000-m depth and 0.001 °C/day rms
at 6000-m depth.

3. Data

The data were the linear travel-time trendsd(Dt i)/dt
computed from least-squares fits to the travel-time series
~Fig. 15!. The ray-mean travel times of all of the resolved ray
arrivals decreased by 4.4 ms/day, with a rms variation of 5.9
ms rms about the linear trend. The trends from separate lin-
ear fits to each ray-travel-time series were used as data in the
inverse. The travel time of the pulse termination decreased
somewhat more rapidly, by 7.1 ms/day, with a rms variation
of 22.9 ms about the linear trend, as reported previously. The
uncertainty in the individual linear trends was taken to be 3
ms/day rms, independent of ray path, due to the observed
scatter around the individual trends.

4. Results

Finally, inverting the travel-time trends for thebj gives
the sound-speed perturbation trend shown in Fig. 16. The
temperature and heat-content perturbation trends are com-
puted from the samebj because of the way in which the
sound-speed perturbation trend model was developed. Sound
speed, temperature, and heat content are all increasing, lead-
ing to shorter travel times. The sound-speed and temperature
trends both show positive perturbations above 1000-m depth
and between 2000- and 4000-m depth. The uncertainty in the
temperature estimate is approximately 0.001 °C/day below
1000-m depth, increasing to about 0.030 °C/day at the sur-
face ~i.e., the original uncertainty at the surface!. The total
temperature change over the six-day period can therefore be
estimated with an uncertainty of about 0.006 °C below
1000-m depth, corresponding to a sound-speed uncertainty
of about 0.03 m/s. Not unexpectedly, the total sound-speed

FIG. 15. Travel-time perturbations computed by subtracting the predicted
travel times for the WOA94 climatology from the measured travel times, as
derived from the pulse termination~top! and the beamformer output for the
identified ray wave fronts~bottom!. The lower curve is an average over all
of the identified wave fronts. A straight-line fit gives a trend of27.1 ms/day
for the pulse termination and24.4 ms/day for the ray front average.
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change over the six days can be estimated with an uncer-
tainty roughly comparable to that with which the absolute
sound-speed change could be determined in the previous sec-
tion.

The correlated perturbations near the surface and be-
tween 2000 and 4000 m are a reflection of up–down ambi-
guity ~Munk and Wunsch, 1982!. Sound-speed perturbations
above and below the sound-channel axis affect the ray travel
times similarly, so the inverse estimate distributes the total
variance over depth in accord with thea priori sound-speed
trend uncertainty profile. This effect was less evident in the
estimate of the mean perturbation because the XBT/XCTD
data constrained the inverse estimate above the axis. There is
no similar constraint on the trend. The inverse estimate un-
certainty above and below the axis is correlated, however, so

the uncertainty in the depth integral of heat content is less.
The reduction in the uncertainty of the heat content trend just
beneath the surface, with a minimum at about 100-m depth,
occurs where the integral includes both the upper and lower
turning points of most of the ray paths.

IV. DISCUSSION

The ATOC Acoustic Engineering Test provides a strin-
gent test of our ability to predict absolute travel times be-
cause the XBT/XCTD data constrain the sound-speed field in
the upper ocean, where maximum variability is expected,
and because the range between the source and receiver is
known to within a few meters. Somewhat surprisingly, the
measured and predicted absolute travel times are found to be

FIG. 16. Rate of change of sound speed, temperature,
and heat content and the associated rms uncertainties as
a function of depth over the duration of the experiment,
as inferred from the linear trends shown in Fig. 15.
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offset by more than is consistent witha priori ocean vari-
ability estimates derived from climatology. The discrepancy
is probably due to an error in the sound-speed equation at
high pressures, as simulations and observations of pulse time
spread,t0 , strongly suggest that the biases in the measured
travel times are minimal. The absolute ray arrival travel
times can be inverted to give estimates of sound speed with
an uncertainty of about 0.05 m/s below the sound-channel
axis, which is about 20% of thea priori variability. The
uncertainty in the equation used to convert temperature and
salinity to sound speed makes conversion of these absolute
sound-speed estimates to temperature uncertain. More im-
portant, the trend in temperature with time can be estimated
with an uncertainty of about 0.001 °C/day below the sound-
channel axis, which is about one-half of thea priori variabil-
ity of 0.002 °C/day.

The vertical resolution of the estimates is limited by
internal-wave-induced scattering for this acoustic path. Ray
arrivals from paths with minimum upper turning depths
above about 200 m were resolvable, identifiable, and stable.
Rays with upper turning depths deeper than about 200 m
were scattered by internal-wave-induced sound-speed fluc-
tuations. Inversions using ray travel times together with the
time of the near-axial pulse termination as a surrogate for the
group delay of adiabatic mode 1 therefore have limited ver-
tical resolution, with information from the ray arrivals con-
centrated above 200-m depth and at the corresponding con-
jugate depths of 2000 to 4000 m and information from the
pulse termination concentrated near axial depth. Other data
suggest that this result is strongly dependent on the sound-
speed profile, however, and that measurements in other geo-
graphic regions can be expected to have different resolution
properties. Acoustic receptions at about 1000-km range in
the northwestern Atlantic Ocean~Spiesbergeret al., 1980!,
for example, contain resolvable, identifiable, and stable ray
arrivals with a much wider range of upper turning point
depths than are observed at similar range in the northeastern
Pacific Ocean~Dushawet al., 1993; Worcesteret al., 1994!.

Our conclusion is that it is feasible to use acoustic trans-
missions to at least 3-Mm range to make high-precision mea-
surements of range-averaged profiles of ocean sound speed
and of changes in ocean temperature and heat content. Sub-
sequent to the ATOC Acoustic Engineering Test, the ATOC
project has in fact used acoustic sources and receivers in the
Northeast Pacific Ocean to obtain travel-time data for many
ray paths. These data have been combined with satellite al-
timeter measurements and a numerical ocean general circu-
lation model using data assimilation methods to produce im-
proved estimates of the ocean state, including heat content
and fluxes~ATOC Consortium, 1998!.
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During the Acoustic Engineering Test~AET! of the Acoustic Thermometry of Ocean Climate
~ATOC! program, acoustic signals were transmitted from a broadband source with 75-Hz center
frequency to a 700-m-long vertical array of 20 hydrophones at a distance of 3252 km; receptions
occurred over a period of six days. Each received pulse showed early identifiable timefronts,
followed by about 2 s of highly variable energy. For the identifiable timefronts, observations of
travel-time variance, average pulse shape, and the probability density function~PDF! of intensity are
presented, and calculations of internal-wave contributions to those fluctuations are compared to the
observations. Individual timefronts have rms travel time fluctuations of 11 to 19 ms, with time scales
of less than 2 h. The pulse time spreads are between 0 and 5.3 ms rms, which suggest that
internal-wave-induced travel-time biases are of the same magnitude. The PDFs of intensity for
individual ray arrivals are compared to log-normal and exponential distributions. The observed
PDFs are closer to the log-normal distribution, and variances of log intensity are between (3.1 dB)2

~with a scintillation index of 0.74! for late-arriving timefronts and (2.0 dB)2 ~with a scintillation
index of 0.2! for the earliest timefronts. Fluctuations of the pulse termination time of the
transmissions are observed to be 22 ms rms. The intensity PDF of nonidentified peaks in the pulse
crescendo are closer to a log-normal distribution than an exponential distribution, but a
Kolmogorov–Smirnov test rejects both distributions. The variance of the nonidentified peaks is
(3.5 dB)2 and the scintillation index is 0.92. As a group, the observations suggest that the
propagation is on the border of the unsaturated and partially saturated regimes. After improving the
specification of the ray weighting function, predictions of travel-time variance using the Garrett–
Munk ~GM! internal-wave spectrum at one-half the reference energy are in good agreement with the
observations, and the one-half GM energy level compares well with XBT data taken along the
transmission path. Predictions of pulse spread and wave propagation regime are in strong
disagreement with the observations. Pulse time spread estimates are nearly two orders of magnitude
too large, andL–F methods for predicting the wave propagation regime predict full saturation.
© 1999 Acoustical Society of America.@S0001-4966~99!04606-8#

PACS numbers: 43.30.Re, 43.30.Cq, 43.30.Qd@SAC-B#

INTRODUCTION

For a week in November of 1994 an Acoustic Engineer-
ing Test~AET! for the Acoustic Thermometry of Ocean Cli-
mate~ATOC! program was carried out to establish the pre-
cision with which basin-scale ocean temperatures can be
measured, to determine what vertical resolution might be ob-
tained in a single vertical slice connecting the source and the

receiver, and to understand the influences smaller scale pro-
cesses like internal waves and mesoscale eddies may have on
the signals~see the preceding article1!. In this paper the focus
is on internal-wave effects and the potential predictability of
these effects using analytic acoustic fluctuation theories
based on internal-wave dominance.

The theory of wave propagation in random media
~WPRM! for weak fluctuations was summarized in the 1960s
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in the monograph by Tatarskii2 on optical wave-propagation
through homogeneous isotropic turbulence. Much of the
early work in ocean acoustics involved unsuccessful efforts
to graft the Tatarskii theory, with its assumptions of homo-
geneous isotropic fluctuations, into the ocean environment.
With the realization in the early 1970s that the fluctuations in
ocean sound speed were dominated by internal waves which
were neither homogeneous nor isotropic3,4 a significant step
forward was made in predicting acoustic fluctuations. Munk
and Zachariasen’s predictions of the variances of acoustic
phase and log intensity from weak fluctuation theory were
within a factor of 2 of the observations.4 In addition to the
improvement in understanding the ocean sound-speed fluc-
tuation field, a key theoretical breakthrough was the applica-
tion of path integral techniques pioneered by Dashen, Flatte´,
and co-workers5–9 which led to the formulation of analytical
expressions for quantities like pulse spread, travel-time bias,
and coherences as a function of vertical, temporal, and hori-
zontal separations. Much of this early work is summarized in
a monograph by Flatte´ et al.10 and later in a review article by
Flatté.11

Comparisons of measurements with the theory of Flatte´,
Dashen, and co-workers have been made mostly for short-
range and high-acoustic frequency and in general reasonable
agreement has been shown.7,10,12–16 However, due to the
short ranges of these experiments, the internal wave effect
was generally small and difficult to quantify. We present
observations and predictions for the 3250-km AET transmis-
sion experiment in the Eastern North Pacific. The AET data
serves as a good testing ground for the Flatte´ and Dashen
theory; a vertical array was used so that wavefronts could be
unambiguously identified with specific ray paths and mea-
surements of travel-time fluctuations and pulse spread were
made. One drawback to the dataset is the low pulse transmis-
sion rate which was as low as one transmission every 4 h and
as rapid as one every 2 h. However, 47 pulses were recorded
on two vertical line arrays~VLAs!, one 3250 km away from
the source off the island of Hawaii and a second located 80
km distant. Low-frequency basin-scale transmissions, like
those of the AET, represent a regime in wave propagation
where the Flatte´ and Dashen theory has not been tested.

An important WPRM issue is to delineate the general
regimes of acoustic wave propagation in the ocean as de-
scribed by fully saturated, partially saturated, and unsatur-
ated propagation.10,17,18This has been done using the phase
variance calculated in weak fluctuations,F2, and the diffrac-
tion parameter,L, which is the mean square value of the
ratio of the first vertical Fresnel zone radius to the vertical
correlation length of sound-speed fluctuations.2,10 But the
calculation ofL is fundamentally single-frequency because
of its use of the Fresnel radius, and the AET transmitted
pulses with a 75-Hz center frequency and a 37.5-Hz~3-dB!
bandwidth. The AET observations indicate that the propaga-
tion is in the unsaturated or barely partially saturated regime,
while predictions ofL and F suggest full saturation. This
result suggests that a fully broadband theory for acoustic
fluctuations is needed.

The observation of nearly unsaturated propagation has
important implications for ocean acoustic tomography~see

the preceding article in this issue1!. First, unsaturated propa-
gation implies that sound travels very close to the geometri-
cal optics ray paths, and ray theory is the basis of the tomog-
raphic inverse problem. Second, unsaturated propagation
implies that travel-time biases from internal waves are small.
In fact, the observation of pulse time spreads between 0 and
5.3 ms rms suggests that the bias is of the same order of
magnitude.

A second critical issue in WPRM theory is the specifi-
cation of the effective correlation length (Lp) of the sound-
speed fluctuations along a geometrical optics ray path.10 The
quantity Lp gives the sensitivity of the sound field to the
sound speed fluctuations as a function of position along a ray
path. The quantityLp is also important for stochastic tomog-
raphy of the sound-speed fluctuation field. In this paper a
direct numerical approach is taken which shows thatLp is
not as strong a function of ray angle as previous expressions
had indicated.10 Calculations of travel-time variance for
identified rays using the direct numerical approach forLp

and utilizing the Garrett–Munk~GM! internal wave model at
one-half the reference energy are in excellent agreement with
the observations. The one-half GM level is also consistent
with expendable bathythermograph~XBT! data from the ex-
periment, but it must be emphasized that this is not an in-
verse for the GM energy level.

The general outline of this paper is as follows. In Sec. I
we describe the AET conductivity–temperature-depth~CTD!
and XBT data which give a rough idea of the depth distribu-
tion of internal-wave energy during the experiment. In Sec. I
we also present the main acoustical observations of travel-
time variance, pulse spread, and intensity probability density
function~PDF!. In Sec. II we describe our new calculation of
Lp and the important acoustic fluctuation quantities. A brief
review of relevant acoustic fluctuation theory is also given in
Sec. II. In Sec. III we present the comparisons between ob-
servations and theory. Section IV has discussion.

I. AET DATA

A detailed summary of the AET experiment is given by
Worcesteret al.1 and a short review is given here.

A. Experimental review

The ATOC Acoustic Engineering Test~AET! was car-
ried out for a 7-day duration from 17 November to 23 No-
vember of 1994. Signals with a center frequency of 75 Hz
and bandwidth of 37.5 Hz~3 dB point! were transmitted
from a source suspended at 650-m depth from R/P FLIP at a
position of 31.03417 °N, 123.59033 °W near Jasper Sea-
mount~see Fig. 1!. The transmission schedule for the AET is
described by Worcesteret al.1 The signals were received on
two vertical line arrays~VLAs!, one located at 20.65066 °N,
154.00773 °W off the Island of Hawaii and another VLA
located at 30.24663 °N, 123.60817 °W near Jasper Sea-
mount. The VLAs and the source positions were monitored
using a long baseline navigation system described by the
ATOC Instrumentation Group19 giving a nominal position
accuracy of 1 to 2 m. The signals were also received by
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several Navy SOSUS arrays located throughout the North
Pacific. The focus of this paper will be on the data obtained
from the two VLAs at 3252.382 km~Hawaii Island! and
87.325 km~Jasper Seamount! from the source. Both VLAs
had 20 hydrophone elements; the Hawaii VLA spanned a
depth range of approximately 935 to 1600 m and the Jasper
VLA spanned a depth range of approximately 920 to 1585
m. A detailed description of the ATOC instrumentation has
been given by the ATOC Instrumentation Group.19

B. Environmental data

Direct measurements of the buoyancy frequency,N(z),
@N2(z)52(g/r0)(dr/dz)p where subscriptp denotes poten-
tial gradient; i.e., total gradient minus the adiabatic gradient#
and the potential sound-speed gradient (dc/dz)p are impor-
tant for characterizing the sound-speed fluctuation fields for
the experiment. Sound-speed fluctuations in the deep ocean
can be expressed in terms of the potential sound-speed gra-
dient and the internal-wave vertical displacementz

^~dc!2&5S dc

dzD
p

2

^z2&5S dc

dzD
p

2

z0
2N0 /N~z!, ~1!

where Wentzel–Kramers–Brillouin~WKB! depth scaling
has been used for the internal-wave displacement in the final
equation which gives a rms displacementz0 at N5N0 .

Figure 2 shows profiles of buoyancy-frequency and po-
tential sound-speed gradient calculated from CTDs taken at
the Jasper Seamount VLA and the Hawaii VLA at the time
of VLA recovery. The Hawaii CTD was taken on 14 Febru-
ary 1995 and the Jasper CTD was taken on 13 January 1995.
While there is a 2 to 3month lag between the CTDs and the
transmissions we consider the CTD data to be the best char-
acterization of the buoyancy-frequency and potential sound-
speed gradient profiles. These profiles are interpolated in
range~some examples are the dashed curves in Fig. 2! for
use in the calculation of acoustic fluctuations. Also in Fig. 2
are profiles of^(dc)2& calculated using Eq.~1! and the
buoyancy-frequency and potential-sound-speed-gradient pro-
files in Fig. 2.

From XBT data taken during the experiment~see Ref. 1!
at approximately 30-km range increments between the Jasper
Seamount source and the Hawaii VLA, internal displace-
ments have been estimated relative to the Levitus 1994 cli-
matology as

zxbt~x,z!5
„Uxbt~x,z!2U lev94~x,z!…

~dU lev94/dz!p~x,z!
, ~2!

whereU is temperature. To calculate internal-wave displace-
ment variance as a function of depth the range average ofz at
each depth is removed and the variance and 30-km range
lagged covariance of the demeaned data are calculated. The
difference between the zero lag~variance! and the 30-km
lagged covariance is a measure of the fluctuations inz which
are incoherent at 30-km separation; this is the contribution
from internal waves. Figure 3 shows the rms internal-wave
displacement fluctuations derived from the XBT data and for
comparison the WKB depth-scaled displacements from the
Garrett–Munk reference level ofz057.3 m atN053 cph and
the buoyancy-frequency profile at the center of the transmis-
sion path~see Fig. 2!. Below 200-m depth the XBT displace-
ments are between 0.4 and 1.0 times the WKB scaled GM
level. In the upper ocean the XBT displacements are signifi-

FIG. 1. Geometry of the AET transmissions. The acoustic source~S! sus-
pended from R/P FLIP transmitted to the receiver~R!, as well as a second
receiver~not shown! only 80 km distant.

FIG. 2. Profiles of sound speed variance~top!, potential sound speed gradi-
ent~middle!, and buoyancy frequency~bottom! for the Jasper Seamount and
the Hawaii VLA. The profiles were derived fron CTD casts obtained during
VLA recoveries at Jasper Seamount and Hawaii. The dashed curves are
interpolated profiles at the range half-way between the source and the re-
ceiver. These interpolated profiles are used in the range-dependent calcula-
tion of internal-wave fluctuations.
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cantly larger than the GM level. The large peak at about
120-m depth corresponds roughly to the bottom of the sea-
sonal mixed layer. The displacement calculations are of
questionable validity near the mixed layer due to the rapid
changes in the temperature gradient near the mixed-layer in-
terface.

C. Acoustic data

Figures 4 and 5 show time fronts measured by the Ha-
waii and Jasper Seamount VLAs. For this paper our primary
focus will be on the Hawaii VLA data. The data from the
Jasper Seamount VLA will be used to give an estimate of the
transmitted pulse shape.

Figure 4 shows the now familiar long-range arrival pat-
tern where early arriving wave fronts are seen sweeping by
the receiver array followed by a finale in which no wave

fronts are evident due to internal-wave smearing.20–23 An
analysis of the wave front portion of the recorded signals and
the pulse termination time is presented in this paper. We also
analyze the complex finale region by calculating the PDF of
nonidentified peaks with the understanding that the scintilla-
tions in this region give us important information concerning
acoustic scattering. The late, highly variable finale arrival
energy can be understood in terms of acoustic normal
modes21 or in terms of rays,24,25 but we do not make an
explicit connection to either picture in the data analysis. In
Sec. I C 6 a discussion of the late-arriving energy is given in
terms of the pulse termination time of the transmissions and
the intensity PDF of peaks in the pulse crescendo.

1. Arrival selection and identification

The arrival identification has been described by Worces-
ter et al.1 and is summarized here. Individual wave front seg-
ments~see Fig. 4! can be unambiguously identified with spe-
cific geometrical optics ray paths from any of a number of
oceanographic data bases. Therefore we label each wave
front with an ID where abs a~ID! is the number of ray
turning points and positive/negative IDs are initially pointing
towards/away from the ocean surface.

The acoustic arrival times were corrected for source and
receiver motion as described by Worcesteret al.1 Wave front
arrival times for the data were obtained using a geometrical
optics wave front prediction as a template which was manu-
ally offset to account for a mean travel-time difference and
travel-time changes mostly caused by the barotropic tides.
Intensity peaks within653 ms of the geometrical optics
wave front were sorted according to the quality function,

Q„peak~ t !…5uC~r ,t !u2 cos„p~ t2tp!/W…, ~3!

where uC(r ,t)u2 is the peak intensity,t is the time of the
candidate peak,tp is the template ray arrival time, andW is
the window size, 106 ms. This algorithm considers both the
intensity of the peak and the distance of the peak from the
template, thereby giving more weight to high intensity peaks
and peaks closer to the template. For each wave front at time
t and for every ID and depthz the peak with the highest Q

FIG. 4. A measured time front at the AET Hawaii VLA from the transmission started at yearday 326 22:00 h. The gray-scale indicates acoustic amplitude
level.

FIG. 3. Profiles of rms vertical displacement derived from the XBT data and
Levitus climatology~solid!, and calculated using WKB depth scaling at 0.5,
1.0, and 2.0 of the GM reference level~dashed! for the buoyancy profile
half-way between the source and receiver~see Fig. 2!.
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was selected to determine the travel time. Figure 6 shows the
geometrical optics template and the picked peaks for one of
the AET transmissions. After the initial peak picking the
peaks were further edited so that peaks which were attributed
to more than one ID, usually near crossing zones or caustics,
were rejected, and peaks with SNR less than 12 dB were also
rejected. The noise level for each transmission was deter-
mined by taking the median value of the amplitude over the
entire 27-s arrival record. A median value approach was cho-
sen over a mean value because the median value is much less
sensitive to outliers which do not fit a Gaussian noise
model.26 For a Gaussian distribution the median intensity
differs from the mean square value by a factor of ln(2). The
12-dB threshold severely reduces the number of usable peaks
for the early arriving wave fronts. ID1126 has the least
number of points, 135 out of a possible 940~20
hydrophones347 transmissions5940!, while ID2138 has
the most with 708 points~see Table I!.

2. Extraction of wave front fluctuations

The method of Dudaet al.22 is used to define the distinct
components of the travel time, decomposing the observed
travel time for each wave front ID, depthz, and geophysical
time t into

T~ t,z,ID!5T̄~z,ID!1T8~ t,z,ID!1Tt~ t !, ~4!

where the termT̄(z,ID) is the mean pulse,T8(t,z,ID) is the
wave front fluctuation that is sought, andTt(t) is any wave
front fluctuation that is common to all of the IDs and depths.
The estimation ofTt(t) is, by a double average over wave
front ID and depth,

Tt~ t !5
1

NID
(
ID

1

J~ ID! (j
T~ t,zj ,ID!, ~5!

whereNID526 is the number of IDs andJ(ID) is the number
of depth points having all of the time points for a given ID
~15 out of 20 on average without the 12-dB threshold!. The
mean value ofTt(t) is of no importance in this paper and is
removed.T̄(z,ID) is estimated by

T̄~z,ID!5(
i

L
T~ t i ,z,ID!

L~z,ID!
, ~6!

whereL is the number of elements in the sum over time at
each depth and for each wave front ID, and the sum is re-
stricted to depth points and IDs which have all of the time
points. The fluctuations,T8(t,z,ID), have their common mo-
tion removed and have a zero time mean.

FIG. 5. A measured time front at the AET Jasper Seamount VLA from the transmission started at yearday 324 20:00 h. The earliest arrival in this pattern was
used to estimate the transmitted source shape. The gray-scale indicates acoustic amplitude level.

FIG. 6. A measured time front at the Hawaii VLA from the transmission started at yearday 321 00:00 h. Shown with the time front data are the geometrical
optics template~sloped vertical lines! and the picked peaks~1!.
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Figure 7 shows the estimate of the mean pulseT̄(z,ID),
and the mean pulse time historyTt(t). The trend inTt(t) is
consistent with the changes underway in the mesoscale
sound-speed field,1 and the high-frequency variations in
Tt(t) appear to be partially accounted for by the barotropic
tides @the correlation coefficient between the tide prediction
in Fig. 7 and the detrendedTt(t) series is 0.23#. The series
Tt(t) may have a significant contribution from the baroclinic

tides since they are predominantly low-mode internal waves,
and the acoustic sampling properties of the identified rays are
very similar ~see Fig. 11!. The seriesTt(t) may also have a
contribution from residual mooring or source motion. Figure
8 shows time series of the travel-time fluctuationsT8 for
hydrophone 10 at a depth of 1270 m. Figure 9 shows the
depth variability for some of the observed fluctuations for
wave front ID2138. The fluctuations are piecewise continu-
ous, with wave front breaks occurring where there are strong
multiple arrivals.

3. Travel-time fluctuations

An important issue in determining internal-wave-
induced acoustic fluctuations is the time scale of the variabil-
ity. Coherence times for internal waves are on the order of

TABLE I. Average signal to noise ratios~SNR!, rms intensity fluctuation, and number of selected peaks for
each ID after editing. A total of 940 peaks are possible for the identified wave fronts and 47 peaks are possible
for the pulse termination.

~ID!
Average SNR

~dB!
rms intensity fluctuation

~dB! No. of peaks

~126/2126! ~13.4/13.2! ~1.6/1.3! ~135/156!
~127/2127! ~14.0/14.3! ~1.7/1.8! ~206/224!
~128/2128! ~14.2/13.9! ~1.9/1.5! ~247/247!
~129/2129! ~14.6/14.5! ~2.0/1.7! ~222/439!
~130/2130! ~14.8/15.0! ~2.1/2.0! ~419/358!
~131/2131! ~14.1/15.1! ~1.6/2.6! ~327/526!
~132/2132! ~14.9/15.1! ~2.2/2.5! ~463/454!
~133/2133! ~14.7/14.8! ~2.5/2.2! ~444/564!
~134/2134! ~15.4/15.3! ~2.6/2.4! ~534/588!
~135/2135! ~15.7/15.7! ~2.8/2.6! ~548/665!
~136/2136! ~15.7/16.5! ~2.4/2.9! ~597/646!
~137/2137! ~16.5/16.2! ~2.9/2.8! ~652/623!
~138/2138! ~16.9/17.5! ~2.9/3.1! ~662/708!
~139/2139! ~18.3/17.1! ~3.1/3.1! ~507/506!

2256 ~pulse termination! ¯ ¯ 47

FIG. 7. Upper: Mean pulseT̄(z,ID) calculated from the AET data~circles!
and a ray prediction~solid lines!. Lower: The mean pulse time seriesTt

~solid! and a barotropic tide prediction~dash!.
FIG. 8. Travel-time fluctuationsT8 for the resolved time fronts for hydro-
phone 10 at a depth of 1270 m. The timeseries have been offset by 0.2 s.
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hours while for megameter, low-frequency acoustic propaga-
tion through internal waves the acoustic coherence times are
on the order of tens of minutes.9 A calculation of the time-
lagged autocovariance functions for each identified wave
front and for each depth has been done; an example is shown
in Fig. 10 for ID2138 at hydrophone 10. It is found that for
all IDs the travel-time fluctuations show no significant time
coherence past the first lag~2 h!, so the variance can be
considered a good measure of the internal-wave effect with
little contamination by baroclinic tides.

Figure 11 shows the travel-time variance,t2, for the
identified wave fronts plotted as a function of average upper
turning point ~UTP! depth, where the average UTP depth
was determined from the identified ray path. The identified
rays have very similar travel-time variances. The spread of
ray UTP depths is only 120 m. There is not much difference
in how the identified rays have sampled the ocean. Variance
estimates for each ID were calculated at the hydrophones and

then averaged over hydrophones to give a single variance
estimate. The uncertainty estimate on the variance was de-
termined from the spread of variance estimates at each hy-
drophone and assuming independent estimates of variance at
each depth.

4. Pulse shapes

The average pulse shape is calculated by aligning the
peaks of individual arrivals and summing over hydrophone
number and time, with the restriction that the SNR of the
peak exceeds 12 dB,

^I ~ t,ID!&5
1

Nz
(
j 51

20
1

Nt
(
i 51

47

I i , j„ t̃ 2T~ t i ,zj ,ID!…, ~7!

whereNz is the number of depth points,Nt is the number of
time points, andT is the travel time of the arrival. The trans-
mitted pulse shape is estimated using the first time front
arrival from the Jasper Seamount VLA data~see Fig. 5!. This
first arrival at the Jasper VLA has an ID of23. Figure 12
compares the average pulse shapes for the 26 identified time
fronts at the Hawaii VLA with the pulse shape at the Jasper
Seamount VLA.

The pulse spread,t0 , can be defined in terms of the
mutual coherence function for frequency separations,Ds,

^c* ~Ds!c~0!&5expF2
~Ds!2

2
~a21t0

2!G , ~8!

wherea is the transmitted pulse width andt0 is the pulse
spread. From the Fourier transform of Eq.~8!, we call the
e20.5 point of the pulse envelope,g, whose value in terms of
a and t0 is g56Aa21t0

2. For the average AET arrival
~upper panel of Fig. 12! g59.75 ms whilea59.2 ms. The
quadrature difference of these values gives an estimate of 3.2
ms for t0 . Figure 13 shows the pulse spread,t0 , for all

FIG. 9. Travel-time fluctuationsT8 for timefront ID2138 at all hydro-
phones for the first ten transmissions. The fronts have have been offset by
0.1 s.

FIG. 10. Time lagged covariance function for wave front ID2138 at hy-
drophone number 10 (depth51270 m).

FIG. 11. Travel-time variance for identified wave fronts and the final arrival
are shown with error bars~solid circles!. Variance estimates using the new
calculation ofLp are displayed with stars and variance estimates using the
old evaluation ofLp with the parabolic-turning-point correction are dis-
played with open circles. The predictions are calculated using one-half the
standard GM internal-wave energy.
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identified arrivals as a function of average UTP. Rays with
deeper UTP have more spread than shallower UTP rays, and
it is evident that the pulse spreadt0

2 is much smaller than the
travel-time variancet2.

5. Probability density function for intensity

Peak intensities for the identified time fronts are used to
calculate the cumulative probability distributions~CPFs! of

intensity for each ID; Fig. 14 shows the observed CPFs for
ID2138 compared to CPFs for log-normal and exponential
probability density functions~PDFs!. The CPF is generated
for each ID using data from all hydrophones and all times
subject to the restriction that the SNR is above 12 dB. There-
fore the computed CPFs from the data should be considered
conditional CPFs. For the earliest arrivals the 12 dB thresh-
old severely reduces the data available for a CPF calculation,
but for the later arrivals like ID2138 there is very little
reduction~see Table I!. Figure 14 shows that the intensity
variations are closer to a log-normal distribution than to an
exponential distribution. The Kolmogorov–Smirnov test27

for D, the maximum value of the difference between the
cumulative distributions of the data and the model distribu-
tions, was performed. For the exponential distributionD has
a value of 0.1768 and the probability of rejecting the null
hypothesis is essentially zero~i.e., very low probability that
the measurements were drawn from the exponential distribu-
tion!. For the log-normal distributionD has a much smaller
value of 0.040 48, and the probability of rejecting the null
hypothesis is 0.19~i.e., a suggestive but not conclusive prob-
ability that the measurements were drawn from a log-normal
distribution!. The variance of log-intensity for ID2138 is
~3.1 dB!2 and the scintillation index (SI5^I 2&/^I &221), is
0.74. Other IDs show the near log-normal CPF, but the total
variance decreases for the earlier arrivals, due to the 12-dB
threshold.

6. The transmission finale

The pulse termination time of the arrival pattern at the
Hawaii VLA has been used as a pseudo-adiabatic mode 1
arrival time by Worcesteret al.1 in ocean acoustic tomogra-
phy inversions, and so the travel-time fluctuations of this
quantity are of interest. The pulse termination time was de-
termined by averaging the intensities of the shallowest eight
hydrophones to create a time record of intensity for each
transmission, which was then convolved with a step function
to locate the edge of the cutoff. Figure 15 shows the time
series of pulse termination times at the Hawaii VLA after
correcting for the common-motion offsetTt and after remov-
ing a linear trend. The autocovariance of this time series is
also shown in Fig. 15. Some low-frequency variability is still
evident; recall that the autocovariance for identified rays
~Fig. 10! showed no variance at time scales greater than 2 h.
The difference between the zeroth lag covariance and the
first lag covariance is used to estimate the internal-wave-
induced travel-time variance giving 455 ms2. This variance is
greater than that for any of the identified wave front fluctua-
tions ~see Fig. 11!.

The intensity fluctuations in the last 2 s of thearrival
where there are no identifiable wave fronts are also of inter-
est, since the scintillation behavior is closely linked to the
scattering physics. A search for peaks with travel times
greater than 2195.75 s and with SNR greater than 14 dB over
20 hydrophones and 47 transmissions yielded a total of
23 474 peaks. The intensity CPF of these peaks is shown in
Fig. 16. As was the case for the the identified wave fronts,
the PDF is closer to log-normal than to exponential; how-

FIG. 12. Lower: Average pulse shapes for 26 identified wave fronts~solid!
are shown with the pulse shape observed at the near VLA~dash!. Upper:
Average pulse shape over all 26 IDs~solid! is shown with the near VLA
pulse shape~dash!.

FIG. 13. Predicted~star! and observed~circle! pulse spread,t0 for the
identified wave fronts. The predictions are calculated using half the refer-
ence GM internal-wave energy level.
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ever, the Kolmogorov–Smirnov test27 for D rejects both dis-
tributions. The variance of log intensity is~3.5 dB!2, and the
scintillation index is 0.92.

II. CALCULATION OF ACOUSTIC FLUCTUATIONS

A. Phase fluctuation variance

The strength parameter,F, which is the rms acoustic
phase variability in the geometrical optics approximation, is
calculated for a given eigenray pathG5zr(x) and is given
by

F25s2E
G
ds

^m2~zr !&Lp~zr !

c2 , ~9!

where^m2(zr)& is the fractional sound-speed variance from
internal waves, andLp(zr) is an effective internal-wave cor-
relation length along a ray path.

The original method of calculatingLp for internal
waves, which involved approximating the ray by a straight
line that is tangent to the ray, has recently been shown to be
inaccurate in many situations.28 An analytic improvement
has been used that compares well with numerical simulations
of the SLICE89 experiment. The analytic improvement in-
volves approximating the ray as a parabola that is locally
tangent to the ray. In this section a different approach is
taken which is numerical in nature and makes fewer approxi-
mations than the analytic approach of Flatte´ and Rovner.28

Neglecting the effect of internal-wave currents, which
have been shown to be a small effect,10 the phase difference
between signals which have traversed fluctuating and non-
fluctuating oceans can be written for geometrical optics as

df5sF E
G

ds

c~z!1dc~r !
2E

G0

ds

c~z!G.sE
G0

ds
dc~r !

c2~z!
,

~10!

where it is assumed thatdc!c(z) and, as a consequence of
Fermat’s principle, to a good approximation the pathG in the
presence of fluctuations is the same as the ray pathG0 for the
case of no fluctuations.17 The strength parameter is given by
F25^(df)2&, so using the expressiondc5(dc/dz)pz,
wherez is the internal-wave displacement and (dc/dz)p is
the potential sound-speed gradient, the internal-wave corre-
lation length along a ray,Lp , can be written as

Lp~s1!5
1

^m2~s1!& F S dc

dzD
p
G

1

E
G0

ds2F 1

c2 S dc

dzD
p
G

2

3r~Dx,Dz; z̄!, ~11!

wherer(Dx,Dz; z̄)5^z(s1)z(s2)& is the correlation function
of internal-wave displacements. This approach has been
taken by Henyey18 in examining the validity of the Markov
approximation which is used in the ray-tangent approxima-
tion for Lp .

Numerical solution of Eq.~11! for Lp(s1) can be carried
out efficiently because the integrand is concentrated around
s25s1 . In practice it has been found that precision inLp(s1)
to five decimal places can be obtained by calculating thes2

integral in the following way:

Lp~s1!5
1

^m2~s1!& F S dc

dzD
p
G

1

E
x12D

x11D

dx2 secu2F 1

c2 S dc

dzD
p
G

2

3r~Dx,Dz; z̄!, ~12!

whereD5300 km.

FIG. 14. Observed~solid! and model
~dashdot! cumulative probability func-
tions ~CPF! for intensity ~upper! and
log-intensity ~lower!. In the upper
panel we compare the observations to
a CPF based on an exponential inten-
sity PDF. In the lower panel we com-
pare the observations to a CPF based
on a normal distribution of log-
intensity. Observation are for wave
front ID2138.
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The correlation functionr is calculated using the
internal-wave spectrum,Sz( j ,kx ; z̄),

r~Dx,Dz; z̄!5(
j 51

j max

cos„kz~ j ; z̄!Dz…

3E
2`

`

Sz~ j ,kx ; z̄! cos~kxDx! dkx , ~13!

wherej is the internal-wave vertical mode number,kz( j ; z̄) is
the internal-wave vertical wave number, andkx is the
internal-wave horizontal wave number along one of the hori-
zontal axes. The Garrett–Munk internal-wave spectrum in
terms of vertical mode number,j, andkx is given by3,10,29

Sz~ j ,kx ; z̄!5E
2`

`

dky Fz~ j ,kx ,ky ; z̄!

5
2z0

2

p2M j

N0

N~ z̄!

G~ j ,kx!

j 21 j
*
2 , ~14!

G~ j ,kx!5
kj

kx
21kj

2 1
1

2

kx
2

~kx
21kj

2!3/2 lnS Akx
21kj

21kj

Akx
21kj

22kj
D ,

~15!

with kj5p f j /N0B, M j5S j 51
` ( j 21 j

*
2 )21, and

N0B5E
0

zb
N~z!dz, N~z!. f , ~16!

wherezb is the ocean depth. In the GM modelN(z) is the
buoyancy frequency,f 52V sin ~latitude! is the local vertical
component of the earth’s rotation~V is the angular velocity
of the earth!, and parameters of the GM model arej * 53,
N053 cph, andz057.3 m. In the evaluation of Eq.~13!, to
an excellent approximation the second term in Eq.~15! can
be ignored, the spectrum renormalized, and thekx integral
done analytically, which yields

r~Dx,Dz; z̄!5
r0

M j
(
j 51

j max cos„kz~ z̄!Dz…

j 21 j
*
2 e2kjDx, ~17!

where the use of the normalization factorr0

5z0
2N0 /AN(z1)N(z2) is a crude attempt to account for the

depth nonstationarity of the internal-wave displacement vari-
ance. For the calculation ofr the WKB approximation for
the vertical wave number is used,kz( j ; z̄)5p jN( z̄)/N0B,
and j max5100. The values ofN0B at the Jasper and Hawaii
sites derived from the CTD data are 8.28 and 9.74 rad m/s
~see Table II!.

It must be emphasized here that our use of WKB results
is consistent with our use of the GM internal-wave
spectrum.29 The GM model is clearly not an upper ocean
model even though we are applying it to the entire water
column. We choose the GM model for lack of another model
which might describe the upper ocean.

Figure 17 shows the correlation function at the depth
whereN53 cph for the Hawaii and Jasper seamount sites as
calculated using Eq.~17!. A direct calculation of the corre-
lation function using Eq.~13! and the full expression for the
GM spectrum shows that Eq.~17! differs from the exact
result at the 1% level. The correlation functions from Eqs.
~13! and~17! have nonzero values out to quite large separa-
tions, because they have contributions from internal waves
with large vertical wavelengths. Our numerical approxima-
tion is to truncate the correlation function at the first zero
crossing, as shown in Fig. 17. Internal-wave correlation
lengths are defined by doing integrals of the correlation func-
tions;

Lx5
1

r0
E

0

`

r~Dx,Dz50!dDx, ~18!

Lz5
1

r0
E

0

`

r~Dx50,Dz!dDz. ~19!

Table II shows the values ofN0B, Lx , andLz at values of
N51, 3, and 5 cph for the Jasper Seamount and Hawaii VLA
sites. Larger values ofLz occur whereN is small, as can be
seen from Eq.~17! and the WKB expression forkz . The
correlation lengths at the Hawaii VLA are larger than the
values at Jasper seamount due toN0B having a larger value
at the Hawaii VLA site. The truncation of the correlation
function allows for the correlation lengths to be evaluated
easily, and it also provides a convenient way of evaluating
$kv

2%5Lz
22 which appears in the formulas in the following

sections~see Sec. II C!.
Figure 18 shows the weighting function,^m2&Lp /c2, for

ray ID2133 near the Jasper Seamount source calculated
from Eq.~11!. The weighting function is largest near the ray

FIG. 15. Upper panel: Time series of the pulse termination time determined
from the shallowest eight hydrophones. Lower panel: Autocovariance of the
final arrival time series.
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UTP, but has a double peak slightly off the ray apex; this is
because of the anisotropy of internal waves, whose vertical
correlation length is an order of magnitude less than the hori-
zontal correlation length~see Table II!. As discussed in the
Appendix, Eq.~11! does not concentrate the internal-wave
effect as strongly at the UTP as previous approximations.4,10

A new analytical approach by Flatte´28 which takes into ac-
count the curvature of the ray and the depth variability of
^(dc)2& gives results for̂ m2&Lp /c2 which are qualitatively
similar to the direct calculation.

B. Ensemble-averaged pulse

The average pulse shape is an important measure of
acoustic fluctuations, since sound-speed variations can dis-
tort the pulse in the saturated and partially saturated regimes.
The Fourier transform of the mutual coherence function of
frequency combined with the appropriate source transfer
function,P(Ds), gives the ensemble-averaged pulse~EAP!,

^I ~ t !&5E
2`

`

dDsP~Ds!^c* ~Ds!c~0!&eiDst. ~20!

Following Dashen and Flatte´,5,9 in the case of full saturation
the mutual coherence function for small frequency separa-
tions Ds can be written as

^c* ~Ds!c~0!&.expF2
~Ds!2

2
~t21t0

2!G•exp~ iDst1!

~21!

with

t25F2/s2, ~22!

FIG. 16. Observed~solid! and model
~dashdot! cumulative probability func-
tions ~CPF! for intensity ~upper! and
log-intensity ~lower!. In the upper
panel we compare the observations to
a CPF based on an exponential inten-
sity PDF. In the lower panel we com-
pare the observations to a CPF based
on a normal distribution of log-
intensity. Observation are for the wave
front finale region.

FIG. 17. Internal wave displacement correlation functions at the depth
whereN(z)53 cph at Jasper Seamount~solid! and the Hawaii VLA~dash!.

TABLE II. Internal wave correlation lengths.

Location
N0B

~rad m/s!
Lx ~km!

(N53 cph)
Lz ~m!

(N55/3/1 cph)

Jasper VLA 8.28 14.4 75/123/385
Hawaii VLA 9.74 25.7 88/145/454
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t0
25S ln ~F!

2c0
D 2E

G
dŝ m2~zr !&Lp~zr !$kv

2%

3E
G
ds8^m2~zr8!&Lp~zr8!$kv

2%@g~x,x8!#2, ~23!

t15
ln ~F!

2c0
E

G
dŝ m2~zr !&Lp~zr !$kv

2%g~x,x!. ~24!

The parameterst, t0 , andt1 can be interpreted as fol-
lows. The quantitiest2 andt0

2 combine in quadature to give
the width of the pulse whilet1 represents a shift of the mean
pulse arrival time~i.e., a travel-time bias!. The quantityt2

represents the travel-time variance that one would measure in
the unsaturated region. The quantityt0

2 represents the effect
of pulse spreading due to loss of coherence between frequen-
cies. Physically this coherence loss can be understood as a
result of the interference of many uncorrelated microrays. In
practice the magnitude oft1 is very close to the magnitude
to t0 , that is to say, in the saturated region the bias and
spread come hand-in-hand.10

C. Calculation of L

The diffraction parameter,L, is the weighted average
along a ray of (Rf

2$kv
2%)/(2p) where Rf(x) is the first

Fresnel zone radius and$kv
2% is the spectrum-weighted aver-

age value of the square of the vertical wave number of inter-
nal waves. Thus

L5F22s2E
G
ds

^m2~zr !&Lp~zr !

c2

$kv
2%Rf

2

2p
, ~25!

whereRf
2(x)5lug(x,x)u, l is the acoustic wavelength, and

the Green’s function11 g(x,x8) gives the vertical distance
from a ray to a nearby ‘‘broken’’ ray having unit slope dis-
continuity atx5x8. In the unsaturated regime the diffraction
parameter,L, tells us about the variance of log-amplitude10

(^x2&); that is forL!1, ^x2&5( 1
4)LF2.

The parametersL and F are defined for single-
frequency propagation. Because the AET experiment trans-
mitted pulses, the definitions of these parameters are not pre-
cise. In particular, theL parameter is ambiguous to a large
degree because the concept of a Fresnel zone is inherently a
single-frequency idea. Nonetheless, we calculateF so that
we can compare to the travel time variance@using Eq.~22!#,
and we calculateL so that together withF we can predict
the wave propagation regime.10 This has been the standard
procedure for all broadband experiments.10,17

III. AET PREDICTIONS

Acoustic fluctuation predictions were made using range-
dependent sound-speed profiles derived from 110 XBT pro-
files taken along the Hawaii VLA acoustic path that were
merged onto the Levitus94 climatological profiles for No-
vember~see Ref. 1!. Two buoyancy-frequency and potential
sound-speed gradient profiles obtained from CTD casts at
Jasper Seamount and the Hawaii VLA~Fig. 2! were used to
characterize the internal-wave fluctuation field~see Sec.
IV B !. These profiles were interpolated in range along the
acoustic path using a triangular interpolation scheme which
connects the maximum value of the Jasper profile with the
maximum value of the Hawaii profile.

In the calculations of acoustic fluctuations, eigenray
paths are generated between the source and the center of the
Hawaii VLA (depth51270 m) using the range-dependent
sound-speed profiles. These are the same eigenray paths dis-
cussed by Worcesteret al.1 For predictions of the pulse ter-
mination time the eigenray with the longest travel time is
found using a receiver depth of 900 m. Equations~9!, ~24!,
and~25! are integrated in range using the range-interpolated
buoyancy-frequency and potential sound speed gradient pro-
files and the exact expression forLp given by Eq.~11!. For
comparison Eq.~9! is integrated in range using the standard
formulas for Lp ~see the Appendix! with the parabolic-
turning-point correction. The results of these calculations are
described next.

A. Travel-time fluctuations

Predictions oft2 calculated from the old and new ex-
pressions forLp for one-half the GM reference level are
shown in Fig. 11. The old expression underestimates the
value oft2 by about a factor of 3. Estimates oft2 based on
the new expression forLp are in excellent agreement with
the observations with the biggest disagreement for rays with
the shallowest UTPs. These are the rays which interact most
with the highly variable upper-ocean internal-wave field,
which is not described by the GM correlation function. The
one-half GM energy level is also consistent with the XBT
displacement data~see Fig. 3 and Sec I B!.

FIG. 18. Ray weighting function,̂m2&Lp /c2, calculated using the new
expression forLp , for ray ID2133, for the first two UTPs is shown in the
upper panel. The ray path is shown in the lower panel.
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B. Pulse shape

Predictions of pulse spread,t0
2, calculated using Eq.

~24! ~we assume thatt0.t1!9,10 at one-half the GM refer-
ence energy level are shown in Fig. 13 together with the
observations. The predictions fort0 are 40–1000 times
larger than the observations! This result differs from previ-
ous results due to the use of the exact expression forLp ,
which does not concentrate the weighting along the ray at the
ray UTP whereg(x,x) is close to zero. As will be shown in
Sec. III C, g(x,x), which is closely linked to the Fresnel
zone~see Fig. 20!, achieves very large values for long-range

propagation. In addition the predictions show that pulse
spread should increase with decreasing ray UTP depth
whereas the observations show pulse spread decreasing with
decreasing ray UTP depth.

C. Wave propagation regime: L vs F

Figure 19 shows theL–F diagram for the identified
rays and the pulse termination. The calculated and observed
values ofF are larger than 2p, but theL values are predicted
to be very large in this case, which forces the predictions into
the fully saturated regime. On average the Fresnel zone is
spread over roughly 60 vertical correlation lengths of the
internal-wave field! Figure 20 shows the calculated Fresnel
zone for one of the ray IDs and it is clear that the Fresnel
zone is comparable in size to the scale of the wave guide.
This can be understood qualitatively in terms of the constant-
sound-speed Fresnel zone,

Rf
2~x!5lx~R2x!/R, ~26!

where for x5R/2, R53000 km, and l520 m; Rf

53870 m. For the case of a sound channel or wave guide the
envelope ofRf

2 is close to the parabolic shape of Eq.~26!,
but Rf

2 oscillates between zero at the ray turning points and
its maximum value somewhere in between.11 Use of the new
formula forLp dramatically increases the calculated value of
L becauseLp is not so strongly peaked at the UTPs whereRf

is close to zero.
All of the arrivals for theL–F calculation are predicted

to fall well within the saturated region of the diagram, where
the pulse is expected to be a complex interference pattern of
many uncorrelated microrays. In full saturation the travel-
time variance,t, is expected to be much smaller than the
pulse spread,t0 , and the intensity PDF is expected to be

FIG. 19. TheL–F diagram for identified wave fronts~open circles! and the
pulse termination~* !. Calculations are for one-half of the GM reference
energy.

FIG. 20. Calculated Fresnel zone ra-
dius for wave front ID2133 ~solid!
and for the case of no sound channel
~dash!. The lower panel is a blowup of
the center region of the upper panel.
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close to exponential. The intensity variance for the exponen-
tial distribution is ~5.6 dB!2 and the scintillation index is
unity.

Figures 14 and 16 show that the observed PDFs are
closer to log-normal than exponential. Further, as noted
above, the observed pulse spread,t0 , is much less than the
travel-time variance,t. On the other hand, for the late arriv-
als and the peaks in the pulse crescendo,SI50.74 and 0.92,
respectively, and these are well above the weak fluctuation
limit of 0.3. The conclusion is that the propagation is not in
the weak fluctuation limit. Yet collectively these results im-
ply that the propagation is most likely in the partially satu-
rated or unsaturated regimes rather than saturated.

IV. DISCUSSION

A. Ray weighting function for internal waves

Previous analytical approximations to the ray weighting
function for sound propagation through internal waves are
clearly inaccurate as the Appendix shows~see Fig. 18!. Fur-
thermore, the exact evaluation ofLp dramatically changes
the acoustic fluctuation predictions for quantities liket0 , t1 ,
and L. New and better approximations need to be made to
improve the estimates of the ray weighting function without
resorting to solving the full integral of Eq.~11!. The new
method outlined by Flatte´ and Rovner28 shows some promise
in gaining a better analytical hold on this problem.

B. Travel-time variance

Predictions of travel-time variance from Eq.~9! with the
exact expression forLp and for one-half the GM reference
energy are in good agreement with the observations for most
of the identified arrivals and the pulse termination. The one-
half GM level is also consistent with the XBT observations.
The biggest discrepancy exists for the shallowest rays, which
are preferentially sampling the non-GM internal-wave field
near the ocean surface. Differences between acoustic fluctua-
tion predictions made using the GM model and observations
of acoustic energy which has sampled the upper ocean have
been documented by Colosi23 for the SLICE89 experiment.
The rise in observed travel-time variance for turning depths
above 200 m could also be related to the rise in the observed
displacement variance derived from the XBTs above 200 m
which is shown in Fig. 3. The predictions oft do not show
this rise, nor do the WKB-scaled displacements which were
used in the calculation oft.

C. Wave propagation regime: Intensity PDF and pulse
spread

We arrive at the very surprising result that the AET
experiment is observed to behave as though it were near the
boundary of the weak-fluctuation and medium-fluctuation re-
gimes. This is a very different result than other experiments
which were conducted at higher frequencies and shorter
range.7,10,12,14–16

The observed scintillation indices in the AET experi-
ment are between 0.74 and 0.92; these are well above weak-
fluctuation values. Since the PDFs are closer to log-normal

rather than exponential, the transmissions appear to be not
far from the weak-fluctuation regime, if analogies with opti-
cal propagation through turbulence are any guide.30

The observed pulse spread,t0 , is smaller than the rms
travel-time variance by a factor of 3. This is again consistent
with unsaturated or partially saturated behavior. Predictions
of t0 are off by two orders of magnitude and the variability
of t0 as a function of ray UTP is incorrect. In addition the
observation of smallt0 suggests that the biast1 is also
small. This is an important result for ocean acoustic tomog-
raphy since a change in travel time bias cannot be distin-
guished from a change in heat content.

In comparing PDFs the log-normal~unsaturated! and the
exponential~full saturation! PDFs are the only models we
have used though other models exist. Ewart31 proposes the
use of the generalized Gamma distribution, which has the
log-normal and exponential PDFs as limiting cases. Flatte´
et al.30 have suggested a log-normal convolved with an ex-
ponential distribution, which was developed and tested for
optical propagation in the atmosphere. The AET data are
consistent with the log-normal distribution and probably can-
not distinguish between more complicated distributions.

These results show the dramatic limitations of the CW
theory of acoustic fluctuations, and they illustrate the need
for a fully broadband fluctuation theory.

D. Transmission finale

The observed log-normal distribution for the crescendo
peaks~Fig. 16! is again a surprise since the present under-
standing of this region, in ray language, is that the wave field
is a complex interference of many deterministic as well as
stochastic rays.24 At the same time, numerical simulations of
acoustic propagation through internal waves by Colosi and
Flatté,21 and analytical work by Dozier and Tappert,32,33 in-
dicate that acoustic normal mode intensities, in this region of
strong mode coupling, should obey an exponential PDF. The
exact connection between the normal mode PDF and the
full-field PDF observed here is unclear.
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APPENDIX: CALCULATION OF L p

The calculation ofLp , the correlation length of internal
waves along a ray tangent, is well described in the literature
~see Ref. 4, 10, or 34!, but the ray-tangent approximation is
clearly inaccurate near the ray turning depth. In this section a
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discussion of some analytical modifications to the evaluation
of the functionLp that make the calculation more accurate
near ray turning points will be given. The functionLp is
conventionally evaluated by approximating the ray as a
straight-line segment over distances on the order of the cor-
relation length of internal waves. That is,

Lp~u,z!5
1

^m2~z!& E2`

`

dur„s1 ,s11~u,u tanu!…, ~A1!

wherer is the correlation function of sound speed fluctua-
tions, s15(x,z) of the ray, andu is the slope of the ray.
Away from ray turning points the straight-line approximation
can be used, but it clearly fails at the ray apex whereu50.
Therefore a limiting value ofLp will be derived based upon
the curvature of the ray at the upper apex.

The correlation functionr can be expressed in terms of
the internal-wave displacement spectrumSz(k,z) as

FIG. A1. Ray weighting function
^m2&Lp /c2 along ray ID2133 with
~solid! and without ~dash! the
parabolic-turning-point correction. For
this example the profiles of sound
speed, buoyancy frequency, and poten-
tial sound-speed gradient were inde-
pendent of range and were taken from
the midpoint of the transmission path.

FIG. A2. Upper panel: Ray weighting functions
^m2&Lp /c2 using the parabolic-turning-point correction
calculation ofLp ~dash! and the new calculation ofLp

~solid! along ray ID2133. Middle panel: Ray slope.
Lower panel: Ray trajectory. For this example the pro-
files of sound speed, buoyancy frequency, and potential
sound-speed gradient were independent of range and
were taken from the midpoint of the transmission path.
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r~s1 ,s2!5ReF E dvE d3kSz~k,z!ei ~kxDx1kyDy1kzDz!G .
~A2!

For a parabolic turning point,Dz5au2 with a5(0.5/c)
3(dc/dz), and assumingDy50,

r„s1 ,s11~u,au2!…5ReF E dvE dkzE kdkE
0

2p df

2gp

3Sze
i „k cos~f!u1kzau2

…G . ~A3!

ThenLp is given by

Lp~a,z!5
1

^m2~z!& E dvE dkzE kdkSz Re@ I ~a,k,kz!#,

~A4!

where

I ~a,k,kz!5E
2`

`

du eikzau2E
0

2p df

2p
eik cos~f!u. ~A5!

The angular integral can be done to yield a Bessel function,
J0 , and theu integral has a closed form solution35 resulting
in

Re@ I #54pFA p

kza
cos„k2/~8kza!2p/4…J0„k

2/~8kza!…G .
~A6!

Using the WKB internal-wave dispersion relation,v2

5N2k2/kz
21 f 2, the WKB vertical wave number relation,

kz5pN j /N0B, and the internal-wave spectrum in terms of
vertical mode numberj and internal-wave frequencyv,

Sz5^m2&Nv f
Av22 f 2

v3

Nj

j 21 j
*
2 , ~A7!

the result is

Lp~a,z!52p fAN0B

aN (
j 51

`
H~ j !

Aj
E

f

N

dv
Av22 f 2

v3

3cos„b j~v22 f 2!2p/4…J0„b j~v22 f 2!… ~A8!

with b j5p j /(8aN0BN). For small j (1< j .30), the
J0„b j (v

22 f 2)… term and the cos„b j (v
22 f 2)2p/4… term

can be approximated with thev5 f values because the inte-
gral is highly peaked forv. f . For j .30 the weighting of
the spectrum is small so to a good approximation the result is

Lp~a,z!5
p2

2
A N0B

aN~z!
^ j 21/2&. ~A9!

This can be compared to the straight-line case where

Lp~u,z!5
p2

8
f N0B^ j 21&Mv

21 ~A10!

and

Mv
215E

vL

N dv

v3 S v22 f 2

v22vL
2D 1/2

, ~A11!

wherevL
25 f 21N2 tan2(u).

We adopt the rule in calculating the quantityLp along
the ray path thatLp5min„Lp(u,z),Lp(a,z)…. Figure A1
shows the ray weighting function̂m2&Lp /c2 with and with-
out the parabolic-turning-point correction for one of the ray
arrivals. It is clear that the vertical correlation length of in-
ternal waves limits the growth of the weighting function.

Figure A2 shows a comparison between the modified
weighting function^m2&Lp /c2 using the parabolic-turning-
point correction and the calculation from Eq.~11! which uses
fewer assumptions. The influence of the internal-wave field
on the acoustic wave propagation is not as strongly concen-
trated at the UTP as has been previously assumed.4,10,9
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28S. M. Flattéand G. Rovner, ‘‘Path-integral expressions for fluctuations in

acoustic transmission in the ocean waveguide,’’ in Proceedings of the
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Geoacoustic inversion via local, global, and hybrid algorithms
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In this paper, local, global, and hybrid inversion algorithms are developed and applied to the
problem of determining geoacoustic properties by minimizing the mismatch between measured and
modeled acoustic fields. Local inversion methods are sensitive to gradients in the mismatch and
move effectively downhill, but generally become trapped in local minima and must be initiated from
a large number of starting points. Global inversion methods use a directed random process to search
the parameter space for the optimal solution. They include the ability to escape from local minima,
but as no gradient information is used, the search can be relatively inefficient. Hybrid inversion
methods combine local and global approaches to produce a more efficient and effective algorithm.
Here, downhill simplex~local! and simulated annealing~global! methods are developed individually
and combined to produce a hybrid simplex simulated annealing algorithm. The hybrid inversion is
found to be faster by more than an order of magnitude for a benchmark testcase in which the form
of the geoacoustic model is known. The hybrid inversion algorithm is also applied to a testcase
consisting of an unknown number of layers representing a general geoacoustic profile. Since the
form of the model is not known, an underparameterized approach is employed to determine a
minimum-structure solution. ©1999 Acoustical Society of America.@S0001-4966~99!01606-9#

PACS numbers: 43.30.Pc, 43.60.Pt@DLB#

INTRODUCTION

The problem of determining ocean-bottom properties
from measurements of ocean acoustic fields has received
considerable attention in recent years~e.g., Refs. 1–10!.
Geoacoustic inversion is representative of a class of nonlin-
ear geophysical inverse problems for which a direct solution
is not available. These problems can be formulated by as-
suming a discrete form of the model of unknown parameters
m5$mi ,i 51, . . . ,M %, and defining an objective or cost
function E(m) which represents the mismatch between the
measured data and replica data computed for a particular
realization of the model. The goal of the inversion is to de-
termine the set of model parameters that minimizes the mis-
match. This can be a challenging problem due to the size of
the parameter space, which increases geometrically with the
number of parameters, and the presence of local minima due
to the nonlinearity of the inverse problem. Local, global, and
~recently! hybrid inversion methods have been applied to
geophysical inverse problems. The goal of this paper is to
consider each of these approaches in order to develop an
efficient and effective algorithm for geoacoustic inversion.

Local inversion methods are based on iteratively im-
proving a starting model by moving down the local gradient
of the objective function. Since gradient information is uti-
lized, these methods move efficiently downhill, but typically
become trapped in the local minimum closest to the starting
model. Hence, the results of local methods can be strongly
dependent on the starting model. A variety of local inversion
methods exist and the computational effort associated with
individual iterations of these methods can differ substan-
tially. For example, each iteration of the Gauss–Newton

method requires the inversion of a matrix formed from the
Jacobian and Hessian matrices of first and second partial
derivatives of the objective function. Somewhat simpler ap-
proaches, such as the conjugate gradient method, do not re-
quire computation of the Hessian or matrix inversion. Sim-
pler still, the downhill simplex~DHS! method is based on an
intuitive geometric scheme of moving a simplex ofM11
models downhill without any actual gradient calculations.
Rajanet al.1 and Zala and Ozard8 have successfully applied
local methods to geoacoustic inversion.

Global inversion methods are designed to widely search
the parameter space by using a random process to repeatedly
perturb the model, and include the ability to move uphill in
the objective function in order to escape from local minima.
Global methods require only computation of the objective
function, not its derivatives, and are relatively insensitive to
the starting model. However, since the model perturbations
are computed randomly~without gradient information!, glo-
bal methods are inefficient at moving downhill and can be
computationally expensive. The two most widely used global
inversion methods are simulated annealing~SA! and genetic
algorithms ~GA!, which are both based on analogies with
natural optimization processes~crystal growth by thermody-
namic annealing and genetic evolution, respectively!. SA
randomly perturbs the model, and accepts all steps which
lower the objective function~referred to as energy! while
probabilistically accepting some uphill steps. The probability
of accepting uphill steps is decreased as the inversion
progresses, eventually leading to convergence to a minimum
in the parameter space. GA are based on simulating the evo-
lution of a population of models through random processes
that mimic genetic crossover~recombinations of existing
models! and mutation~random variations! in a manner thata!Electronic mail: sdosso@uvic.ca
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favors models with a low mismatch~or conversely, a high
match, referred to as fitness!. Both SA and GA have been
applied to geoacoustic inversion by a number of authors.2–7,9

The relative efficiency of the algorithms has been debated,
but SA is certainly the simpler of two.

Whether a local or global method is best suited to a
particular inverse problem depends on the topology of the
multi-dimensional parameter space.7 If the space includes a
relatively small number of local minima, a local method ini-
tiated from a number of random starting models is more
efficient than global inversion. However, for parameter
spaces with a large number of minima, this approach be-
comes impractical, and global inversion is the method of
choice. Unfortunately, for a given inverse problem, it can be
difficult to assess the topology of the parameter space and
determinea priori which approach is more applicable. How-
ever, this issue would seem to have been precluded by the
recent development of hybrid inversion methods for geo-
physical inverse problems.

Hybrid inversion methods combine local and global in-
versions in an attempt to retain the advantages of each while
overcoming their respective weaknesses. Hybrid methods
have the potential to move effectively downhill, yet avoid
becoming trapped in local minima, and lead to a solution that
is independent of the starting model. Hybrid inversions typi-
cally use a local method to replace or improve some or all of
the random steps of a global inversion algorithm. This can be
accomplished in a variety of ways. For instance, Gerstoft7

used several Gauss–Newton iterations to improve each
newly generated model in the population of a GA inversion,
and applied this approach to the geoacoustic inverse prob-
lem. Chunduruet al.11 used a conjugate gradient method to
improve the models obtained at various stages of a SA in-
version for geo-electrical resistivity models~a number of
variations of the algorithm were considered!. Liu et al.12

used a weighted combination of DHS and random steps
within a SA algorithm. At early stages of the inversion, the
random steps were weighted more heavily; near conver-
gence, the DHS steps were favored. The algorithm was ap-
plied to seismic waveform inversion and residual statics cor-
rections. Each of these hybrid methods combine, in some
manner, a deterministic local step down the gradient with an
independent random step. Presset al.13 suggested a some-
what different approach based on incorporating a random
component directly into the local inversion at every step in a
hybrid inversion based on DHS and SA.

The hybrid geoacoustic inversion developed in this pa-
per represents a variation of the method of Presset al.13 This
approach was chosen for a number of reasons. Foremost is
the inherent simplicity of the DHS and SA methods com-
pared to other local and global inversion methods. Second is
the efficiency of individual DHS iterations, which provide a
local downhill step without computing partial derivatives or
solving systems of equations. Individual DHS iterations may
not step down the gradient as effectively as more sophisti-
cated local methods, but as a random component to the
model perturbations is required in SA, precise downhill steps
are not needed and may result in unnecessary computational
expense. Finally, as DHS operates on a simplex ofM11

models rather than a single model, the method effectively
retains a memory of good regions of the parameter space as
the inversion proceeds, a feature notably lacking in SA~al-
though present in GA!.

In this paper, local and global geoacoustic inversions
based on DHS and SA are developed in Secs. I and II, re-
spectively, leading to a hybrid inversion algorithm, referred
to as simplex simulated annealing, in Sec. III. For compari-
son, each of the inversions are applied to a benchmark
testcase developed at the 1997 Matched-field Workshop.10

This testcase involves nine unknown geoacoustic and geo-
metric parameters; however, the form of the model is exactly
known~i.e., a single sediment layer over a basement!. In Sec.
IV, the hybrid inversion is applied to a more practical and
challenging benchmark testcase in which the form of the
model is not known~i.e., a general sediment profile! and
must be included as part of the inversion. The Appendix
presents a further comparison of the three methods for a
known multimodal function.

I. LOCAL INVERSION: THE DOWNHILL SIMPLEX
METHOD

The DHS method13,14 is a local inversion technique
based on an intuitive geometric scheme for moving downhill
in parameter space. Although DHS is not necessarily the
most efficient method for finding local minima, individual
iterations are both efficient and simple, which are important
properties for the approach to hybrid inversion developed in
Sec. III. The DHS method operates on a simplex ofM11
models in anM-dimensional space@e.g., Fig. 1~a!, for M
53#. The simplex undergoes a series of transformations in
order to work its way downhill. Each model is ranked ac-

FIG. 1. Types of steps attempted by the DHS algorithm in three dimensions
~after Presset al., Ref. 12!.
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cording to its mismatchE. The algorithm initially attempts to
improve the model with the highest mismatch by reflecting it
through the face of the simplex@Fig. 1~b!#. If this new model
has the lowest mismatch in the simplex, an extension by a
factor of 2 in the same direction is attempted@Fig. 1~c!#. If
the model obtained by the reflection still has the highest
mismatch, the reflection is rejected and a contraction by a
factor of 2 towards the lowest-mismatch model is attempted
@Fig. 1~d!#. If none of these steps decreaseE, then a multiple
contraction by a factor of 2 in all dimensions toward the
lowest-mismatch model is performed@Fig. 1~e!#. If any of
these steps result in parameter values outside the given
search bound, the parameters are set to the bound. The above
series of steps is repeated until the difference between the
highest- and lowest-mismatch values relative to their average
is less than some tolerancee, i.e.,

Ehigh2Elow

~Ehigh1Elow!/2
,e, ~1!

or until a maximum number of iterations is reached. The
DHS method moves progressively downhill, but as it has no
mechanism to move uphill, it is prone to becoming trapped
in local minima. Therefore, to improve the chances of find-
ing a good approximation to the global minimum, it is nec-
essary to initiate the DHS method from a number of starting
models. The model solution with the lowest mismatch is

taken as the best estimate of the true parameter values.
The DHS inversion algorithm described above was ap-

plied to a benchmark testcase developed at the 1997
Matched-field Workshop.10 This testcase involved determin-
ing the geoacoustic and geometric properties for the environ-
ment shown in Fig. 2. In this testcase, the form of the geoa-
coustic model is known to consist of a single sediment layer
over a semi-infinite basement. There are nine unknown pa-
rameters including the water depth,D, source range and
depth,r andz, sediment thickness,h, compressional speeds
at the top and bottom of the sediment layer,c0 andc1 ~linear
gradient assumed!, compressional speed of the basement,c2 ,
and the densities of the sediment and basement,r1 andr2 ,
respectively. The true parameter values and the assumed
lower and upper parameter bounds,mi

2 andmi
1 , are given

in Table I. The data consist of acoustic field measurements at
a frequency of 100 Hz on a vertical array of 20 hydrophones
evenly spaced over the water column. The benchmark data
were produced using the full-wave numerical propagation
model SAFARI.15 The replica fields are computed using the
normal mode modelORCA,16 which provides an efficient far-
field solution to the~elastic! wave equation. The measure of
mismatch adopted in this paper is based on the~normalized!
Bartlett correlator at a single frequency or averaged incoher-
ently over multiple frequencies:

E~m!512
1

F (
i 51

F up~ f i !•p* ~m, f i !u2

up~ f i !u2up~m, f i !u2 , ~2!

whereF>1 is the number of frequencies,p is the acoustic
field measured at the array of sensors, andp~m! is the replica
field computed for modelm. For this testcase, the mismatch
between theSAFARI- andORCA-generated fields whenm was
taken to be the true geoacoustic model wasE51.031026.
This model-based mismatch places a lower limit on the use-
ful range of inversion mismatch values~i.e., it is not mean-
ingful to invert the data toE&1026!. Figures 3 and 4 show
one-dimensional~1-D! and 2-D cross sections of the param-
eter space for this testcase. For each figure, the parameters
that are not varied are held fixed at their true value. These
figures clearly illustrate three features that make geoacoustic
inversion a challenging problem: a large number of local
minima, correlations between parameters~resulting in nar-
row oblique valleys in the parameter space!, and a wide
range of parameter sensitivities.

FIG. 2. Schematic diagram of the ocean environment for the first testcase.
The unknown parameters are described in the text.

TABLE I. The true parameter values, lower and upper bounds~mi
2 andmi

1!, and inversion results for the first testcase. CPU indicates the computation time
for the inversion. The parameter symbols are defined in the text and shown in Fig. 2.

Case
h

~m!
c0

~m/s!
c1

~m/s!
c2

~m/s!
r1

~g/cm3!
r2

~g/cm3!
D

~m!
r

~km!
z

~m! E
CPU
~h!

True 27.08 1516 1573 1751 1.54 1.85 115.33 1.22 26.40
mi

2 10 1500 1550 1600 1.4 1.6 100 1.0 10
mi

1 50 1600 1750 1800 1.85 2.0 120 1.4 30

DHS 27.06 1516 1574 1751 1.54 1.88 115.33 1.22 26.42 2.63 1026 30
SA 27.50 1518 1572 1761 1.52 1.71 115.42 1.22 26.44 1.43 1024 12
SSA 27.09 1517 1573 1751 1.54 1.81 115.35 1.22 26.42 3.03 1026 1
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Figure 5 shows a compilation of the final model param-
eters obtained by initiating the DHS algorithm from 250 ran-
domly chosen starting simplexes~i.e., 2500 random starting
models, since there are 10 models in each simplex!. The
tolerance used for convergence according to Eq.~1! was e
51023 and a maximum of 1000 iterations were allowed

which lead to all but 3 of the cases running to convergence.
The inversion required;30 h of computation time on a 200-
MHz Pentium PC. The algorithm frequently obtained models
with relatively low mismatch, with 40% of the solutions
achieving mismatches ofE,1022 and 20% obtainingE

FIG. 3. 1-D cross sections of the pa-
rameter space for the first workshop
testcase. The dotted lines represent the
true parameter values.

FIG. 4. 2-D cross sections of the parameter space for the first workshop
testcase selected to illustrate local minima and correlations between param-
eters. The dark areas represent low mismatches.

FIG. 5. Results for 250 independent DHS inversions for the first testcase.
The dotted lines represent the true parameter values, and the range of ab-
scissa values indicates the parameter search interval.

3222 3222J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 M. R. Fallat and S. E. Dosso: Geoacoustic inversion



,1023. The plots in Fig. 5 show the mismatch as a function
of model parameter values. The range of abscissa values in-
dicate the parameter search interval and the true parameter
values are given by the dotted line. The geometric param-
etersD, h, r, andz are generally well determined, with rea-
sonable estimates obtained forE&1022. The compressional
speedsc0 , c1 , and c2 are fairly well determined forE
&1023. However, the densitiesr1 and r2 are generally
poorly determined: even withE,1024 good estimates forr2

are not always obtained. It is apparent that the acoustic fields
are relatively insensitive to the densities, since the measured
fields can be matched to a high precision despite significant
discrepancies in these parameters. The set of model param-
eters which achieved the smallest mismatch (E52.6
31026) is given in Table I, and represents excellent esti-
mates for all parameters. Note that this mismatch approaches
the level of model-based mismatch.

II. GLOBAL INVERSION: SIMULATED ANNEALING

Local inversion methods, such as DHS, move directly
downhill, becoming trapped in local minima, and must be
initiated from a number of starting models. Global inversion
methods, such as SA, have the ability to avoid local minima
and more effectively search the space, albeit in a somewhat
inefficient manner. In this section, a fast SA algorithm is
described and applied to the geoacoustic inversion bench-
mark testcase.9

The SA algorithm consists of a series of iterations in-
volving random perturbations of the unknown parameters.
After each iteration, a control parameter, the temperatureT,
is decreased slightly. Perturbations which decreaseE are al-
ways accepted; perturbations which increaseE are accepted
conditionally, with a probabilityP that decreases withT ac-
cording to the Boltzmann distribution

P~DE!5exp~2DE/T!. ~3!

Accepting some perturbations which increaseE allows the
algorithm to escape from local minima in search of a better
solution. At early iterations~high T!, the algorithm searches
the parameter space in an essentially random manner. AsT
decreases, accepting increases inE becomes increasingly im-
probable, and the algorithm spends more time searching re-
gions of low E, eventually converging to a solution which
should approximate the global minimum. The starting tem-
perature, rate of reducingT, and the number and type of
perturbations define the annealing schedule. Adopting an an-
nealing schedule that is too fast~i.e., decreasesT too quickly
or allows too few perturbations! can lead to sub-optimal so-
lutions. Alternatively, adopting an annealing schedule that is
overly cautious wastes computation time. SA is a heuristic
search technique, and there are a variety of approaches to
defining the annealing schedule. An appropriate annealing
schedule is generally problem specific and requires some ex-
perimentation and familiarity with the inverse problem.

In this paper, a variation of fast simulated annealing,17

as implemented by Liuet al.12 and Lane,18 is employed. Fast
SA is based on using a temperature-dependent Cauchy dis-
tribution to generate the parameter perturbations, and reduc-
ing the temperature in a geometric manner. The Cauchy dis-

tribution has the desirable properties of a Gaussian-like peak
and Lorentzian tails which provide concentrated local sam-
pling of the parameter space while allowing occasional large
perturbations. The perturbations are implemented in the fol-
lowing manner. Each model parametermi is perturbed ac-
cording to

mi5mi81jD i , ~4!

wheremi8 is the value of the model parameter prior to the
perturbation,D i is a random variable uniformly distributed
on the interval@2Dmi ,Dmi #, whereDmi5mi

12mi
2 , and

the quantityj is a Cauchy-distributed random variable com-
puted as

j5@Tj /T0#1/2 tan@p~h21/2!#. ~5!

In Eq. ~5!, h is a uniform random variable on@0, 1#, andTj

is the temperature at thejth step. The size of the perturba-
tions decreases with the square root of the temperature~this
is somewhat more conservative than the approach in Ref. 17
in which j depended directly onT!. Thus at high tempera-
tures, large perturbations search the entire parameter space,
while at low temperatures a more local search is performed.
However, because of the long tails of the Cauchy distribu-
tion, large perturbations are possible at any temperature.
Each parameter is perturbed individually a predetermined
number of times according to Eq.~4! at each temperature
step. After each perturbation, the change in the objective
function is examined to determine if the new parameter is
accepted or rejected. After the set of perturbations is com-
plete, the temperature is reduced according to

Tj5b jT0 , ~6!

whereb is a constant less than one. An appropriate value for
the starting temperatureT0 can be determined by requiring
that at least 90% of all perturbations are accepted initially.
Appropriate values forb and the number of perturbations per
temperature step depend on the difficulty of the inversion
and require some experimentation. Once the desired number
of iterations is completed, a process known as ‘‘quenching’’
is carried out to move to the bottom of the closest minimum.
In quenching, the size of the model perturbations are held
fixed and the temperature is set to zero for a preset number of
iterations~this removes the possibility of taking uphill steps!.

The SA inversion algorithm described above was ap-
plied to the same geoacoustic testcase considered in Sec. I
~Fig. 2!. The annealing schedule was initiated at a tempera-
ture of T050.3 and involved 2500 iterations~temperature
steps! with 5 perturbations of each parameter at each itera-
tion, and a temperature reduction factor ofb50.995. This
inversion required;12 h of computation time. The results of
the inversion are displayed in Fig. 6 and summarized in
Table I. Figure 6~a! shows that the mismatchE decreases
steadily~although not monotonically! with temperature to a
small final value ofE51.431024. Figure 6~b!–~j! shows
the convergence of the geoacoustic parameters. Good esti-
mates of the true values are found for all parameters, with the
exception of the basement densityr2 . However, it is inter-
esting to note from Table I that for this example, the local
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DHS method produced a substantially better result than SA
in approximately twice the computation time.

III. HYBRID INVERSION: SIMPLEX SIMULATED
ANNEALING

SA has been successfully applied to geoacoustic inver-
sions by a number of authors~e.g., Refs. 2–4, 6, 9!. How-
ever, the method has several shortcomings. For instance, it is
relatively inefficient near convergence and in cases where
correlated parameters produce narrow valleys in the param-
eter space that are not aligned with the parameter axes. To
address the latter problem, Collins and Fishman6 suggested
using the covariance matrix of the objective function gradi-
ent ~sampled over the parameter space! to rotate the param-
eter space, searching for the optimal solution in the new
space, then rotating back to the original parameters~this ap-
proach applies to parameter spaces containing a small num-
ber of local minima with prominent features oriented in one
direction7!. Another shortcoming of SA is its lack of any
form of memory: A particularly good model may be dis-
carded at an early stage and never revisited. To address this,
Lindsay and Chapman4 devised an adaptive SA algorithm
that accumulated information about the topography of the
parameter space as the search progressed, and adaptively
guided the search to preferred regions of the parameter

space. In this section, a hybrid inversion based on SA and
DHS is developed which overcomes each of these shortcom-
ings in a natural manner.

The hybrid inversion, referred to as simplex simulated
annealing~SSA!, incorporates the local DHS method de-
scribed in Sec. I into the global SA search described in Sec.
II. In particular, unlike standard SA, the SSA inversion op-
erates on a simplex of models rather than on a single model,
and instead of employing purely random model perturba-
tions, DHS steps with a random component are applied to
perturb the model. The procedure developed here to intro-
duce the random component into the DHS steps is somewhat
subtle, but has proven to be highly effective. The DHS steps
are not computed directly from the current simplex of mod-
els, but rather from a secondary simplex which is formed by
applying random perturbations to all the model parameters
and mismatches associated with the current simplex. The
perturbations to the model parameters of the current simplex
are computed using the temperature-dependent Cauchy dis-
tribution, given by Eqs.~4! and ~5!. The perturbation to the
mismatch associated with each model in the simplex is com-
puted according to

E5E81jĒ, ~7!

where j is given by Eq.~5!, E8 is the current mismatch

FIG. 6. Convergence of the mismatchE and the model parameters for the SA inversion of the first testcase. The dotted line represents the true parameter
value, and the range of ordinate values indicates the parameter search interval.
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corresponding to that model, andĒ represents the mean mis-
match of the current simplex. The random component intro-
duced by computing the DHS steps from a secondary~per-
turbed! simplex means that the steps are not always
downhill, but may be uphill as well. Each proposed DHS
step is evaluated for acceptance using the standard probabi-
listic criterion of SA, providing a mechanism for accepting
uphill steps and escaping from local minima. The accepted
steps are used to update the current simplex. After each DHS
step~accepted or rejected! a new secondary simplex is com-
puted. As in SA, the form of the parameter search of the SSA
algorithm is controlled by the temperature. At high tempera-
tures, the random component of the DHS steps dominates
and the probability of accepting uphill steps is high, resulting
in an essentially random search. At low temperatures, the
random component and probability of accepting uphill steps
is small, and the search approximates the local DHS method,
which moves efficiently downhill. At intermediate tempera-
tures, the algorithm makes a smooth transition from a ran-
dom search to the DHS method. In practice, once the tem-
perature has been reduced to a sufficiently low value, it is
often effective to quench the inversion by setting the tem-
perature to zero and using the DHS method to move directly
to the bottom of the closest minimum. A block diagram il-
lustrating the basic SSA algorithm is given in Fig. 7.

One final note on the SSA algorithm has to do with
efficiency. The multiple-contraction step of the DHS method
@e.g., Fig. 1~e!# is the most time consuming since it requires
the evaluation of the mismatch for all but one model of the
simplex. At early~random-search! stages of the inversion,
the additional computational expense of performing multiple
contractions is generally wasted. Therefore, the efficiency of
the SSA algorithm can be improved by introducing a simple
procedure which allows only some fraction of the multiple
contractions to be performed. At high temperatures, this frac-
tion can be small~or zero!; the fraction is increased as the
temperature decreases, to a final value of unity near conver-
gence.

The hybrid SSA approach addresses the shortcomings
associated with standard implementations of SA. Since DHS
steps adjust all parameters at once according to the local
gradient, the algorithm moves effectively down narrow ob-
lique valleys in parameter space. Also, near convergence
~low T!, the algorithm more and more closely approximates
the DHS algorithm and moves efficiently downhill. An addi-
tional feature of SSA is that the current best model is always
retained in the simplex, effectively providing the method
with a form memory. As a result of these factors, we have
found that the SSA algorithm can achieve substantially better
results with a much faster annealing schedule than SA.

The SSA algorithm was applied to invert data from the
testcase described in Fig. 2. The annealing schedule was ini-
tiated at a temperature ofT050.3 and involved 800 tempera-
ture steps with 3 DHS steps at each iteration and a tempera-
ture reduction factor ofb50.985. The inversion required;1
h of computation time. The results of the inversion are
shown in Fig. 8 and summarized in Table I. Figure 8~a!
shows the mismatchE of all models in the simplex through-
out the inversion. The final mismatch for the inversion is
exceedingly low (E53.031026) and approaches the level
of model-based mismatch. Figure 8~b!–~j! shows the conver-
gence of the geoacoustic parameters for all models in the
simplex. The SSA inversion produced excellent estimates of
the true values for all of the unknown parameters, including
the basement density. To asses the reliability of the SSA
algorithm, the inversion was repeated from ten different ran-
dom initializations. In each case the results were similar to
those described here. In fact, one case obtained a mismatch
of E,1026, which is below the level of model-based mis-
match. The results in Table I indicate that the SSA inversion
is substantially more efficient than either DHS and SA. In the
Appendix, a further comparison of SSA to DHS and SA is
considered using a known multimodal function.

IV. GEOACOUSTIC PROFILE INVERSION

The testcase considered in developing the DHS, SA, and
SSA inversions in Secs. I–III assumed that the form of the
geoacoustic model was exactly known~i.e., a single sedi-
ment layer over a semi-infinite basement!. In many practical
cases, however, the form of the model is not well known,
and must be included as part of the inversion. This section
considers applying the SSA algorithm to a second testcase
from the Matched-field Workshop,10 which consists of in-
verting data generated for an unknown~large! number of
sediment layers, representing a general geoacoustic profile.
In cases where the form of the model is not known, it is well
advised to seek as simple a solution as possible~i.e., a
minimum-structure model!. There are two general ap-
proaches to accomplish this. One approach is to control the
amount of structure by the parameterization of the model. A
typical application of this approach begins by inverting for a
purposely underparameterized model, and successively re-
peats the inversion as the number of model parameters is
increased until a point is reached where further increases in
parameters lead to negligible decreases in mismatch. Beyond
this point, including more parameters allows more model
structure; however, this structure is clearly not required by

FIG. 7. Simplified block diagram illustrating the SSA algorithm.
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the data. A second approach is to overparameterize the
model, but include an explicit penalty for model structure
along with the data mismatch in the objective function being
minimized ~i.e., regularize the inversion by minimizing
model structure!. A well-developed theory for this approach
exists for local inverse methods;19 however, applications to
global inversion to date are somewhat ad hoc.20

Here, an underparameterized approach is applied to
geoacoustic-profile inversion. The testcase consists of invert-
ing acoustic data at two frequencies~40 and 120 Hz! for
compressional-speed and density profiles; geometric param-
eters are considered known and the properties of the water
column and sensor array are identical to the previous
testcase. Figure 9~a! shows mismatches obtained via SSA
inversion when the geoacoustic model consisted of one to
nine layers. The parameters included in the inversion were
the compressional speed and density of each layer, and the
thickness of each layer except the basement. Hence, for a
model withN layers, a total of 3N-1 parameters are included
in the inversion. The mismatch in Fig. 9~a! decreases signifi-
cantly as the number of layers increases from one to five;
beyond five layers the mismatch increases slightly. This
slight increase is likely due to the fact that as the number of

FIG. 8. Convergence of the mismatchE and the model parameters for the SSA inversion of the first testcase~all models in the simplex are shown!. The dotted
line represents the true parameter value, and the range of ordinate values indicates the parameter search interval.

FIG. 9. The mismatch, for the second testcase, as a function of the number
of layers included in the inversion is shown in~a!. The L1 norm of the
variation of the compressional speedcp and densityr is indicated by the
solid and dotted lines, respectively, in~b!.
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model layers increases beyond the number that are well re-
solved by the data, the number of local minima in the param-
eter space increases greatly, and the SSA inversion algorithm
has increasing difficulty finding a good approximation to the
global minimum. Adding more layers allows the amount of
model structure to increase. The structure of a geoacoustic
model profile can quantified by theL1 norm of the variation:

V5 (
i 51

N21

uqi 112qi u, ~8!

whereq can represent either the compressional speedcp or
densityr. Figure 9~b! shows the variation of the compres-
sional speed and density as a function of the number of lay-
ers included in the inversion. The variation increases as the
number of layers is increased from one to four. For four to
seven layers the variation remains approximately constant;
for more than seven layers the variation again increases with
the number of layers. This increase in variation is illustrated
in Fig. 10 which shows examples of compressional-speed
and density profiles obtained by the SSA inversion for mod-
els with two, five, and nine layers. In each case the dotted
line indicates the inversion result, and the solid line indicates
the true profile. The two-layer model@Fig. 10~a!, ~b!# repre-
sents a reasonable, if somewhat simplified, approximation to
the true profiles. A good approximation to the true profiles is
obtained from the inversion that included five layers in the
model@Fig. 10~c!, ~d!#. The nine-layer case produced a rea-
sonable estimate of the compressional-speed profile@Fig.
10~e!#, but produced a relatively poor estimate of the density
profile @Fig. 10~f!#. Also, the nine-layer case clearly contains
extra structure~compared to the five-layer case!, in the form
of thin low-speed and/or high- and low-density layers.

According to Figs. 9 and 10, a five-layer model would
seem to represent the best trade-off between a low mismatch
and a small amount of structure, and hence is the preferred

interpretation. To investigate the range of possible five-layer
solutions, the SSA inversion was carried out ten times initi-
ated from different starting points. Figure 11 shows the re-
sults of these inversions. The inversions produced consis-
tently good estimates for the compressional-speed profile
@Fig. 11~a!#, with a tight envelope closely following the true
profile. Since the acoustic-field data are relatively insensitive
to the sediment density, the density profile is not as well
constrained@Fig. 11~b!#; however, the underlying trend of
density increasing with depth is clearly evident.

V. SUMMARY

In this paper, local, global, and hybrid inversion algo-
rithms were developed and applied to the problem of deter-
mining geoacoustic properties by minimizing the mismatch
between measured and modeled acoustic fields. Local inver-
sion methods are sensitive to local gradients in the mismatch
and move effectively downhill, but typically become trapped
in local minima. Hence, a large number of starting points
may be required for nonlinear problems. Global inversion
methods use directed random processes to widely search the
parameter space and include the ability to move uphill to
escape from local minima. However, as gradient information
is not employed, the search can be relatively inefficient. Hy-
brid inversion methods combine local and global approaches
in an attempt to retain the advantages of each and produce a
more efficient and effective inversion algorithm. Here, local
and global inversion algorithms based on the downhill sim-
plex method and simulated annealing, respectively, were
considered individually and combined to produce a hybrid
simplex simulated annealing algorithm for geoacoustic in-
version. DHS is based on an intuitive geometric scheme for
moving downhill in parameter space without computing par-
tial derivatives or solving systems of equations. SA uses an
analogy to the physical process of annealing to search the

FIG. 10. Compressional-speed and density profiles, for the second testcase,
obtained by SSA inversion. The inversion results for two, five and nine
layers are shown by the dotted lines in~a, b!, ~c, d!, and~e, f!, respectively.
The solid lines indicates the true compressional-speed and density profiles.

FIG. 11. Results of ten SSA inversions, for the second testcase, showing~a!
compressional-speed profiles, and~b! density profiles. The dotted lines are
the inversions results, and solid line indicates true profile.
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parameter space. The hybrid SSA algorithm consists of local
DHS steps incorporated into the SA global search. DHS and
SA were chosen for the hybrid inversion algorithm because
of their inherent simplicity and efficiency, and because the
resulting algorithm retains a memory of good regions of the
parameter space.

All three algorithms were evaluated using a benchmark
testcase developed for the 1997 Matched-field Workshop.
The testcase involved inverting noise-free acoustic fields for
nine unknown geoacoustic and geometric parameters in a
case where the form of the model was exactly known~i.e., a
single sediment layer over a semi-infinite basement!. The
multi-start DHS algorithm produced an excellent result, but
was computationally expensive, requiring approximately 30
h of computation time. SA produced a somewhat less precise
result in about one-third the time. The hybrid SSA inversion
proved to be the most efficient by far, producing an excellent
result in 1 h of computation time.

SSA was also applied to a more practical testcase which
consisted of inverting for an unknown~large! number of
sediment layers representing a general geoacoustic profile. In
this case the form of the model was not known, and had to be
included as part of the inversion. To this end, an underpa-
rameterized approach was employed to determine the model
which achieved the best trade-off between low mismatch and
a simple structure. The inversion was successively repeated
as increasing numbers of layers were included in the geoa-
coustic model. The relationship between the mismatch and
the amount of model structure~measured by theL1 norm of
the model variation! as a function of the number of layers
was then examined to determine the preferred model repre-
sentation. For this testcase, SSA produced a good, if some-
what simplified, approximation to the true geoacoustic
model. Finally, the SSA algorithm developed in this paper
has also been applied to other geoacoustic testcases from the
workshop~not shown here!, to a known mulitmodal function
~see the Appendix!, and to an unrelated inverse problem,21

with the same result as obtained here: i.e., the hybrid inver-
sion was much more efficient then either local or global
methods.
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APPENDIX: MINIMIZATION OF A MULTIMODAL
FUNCTION

This Appendix compares the local, global, and hybrids
methods developed in this paper for a known multimodal
function. The function considered is a version of that used by
Musil22 extended to higher dimensions:

E~x1 ,x2 ,x3 ,x4 ,x5 ,x6!

54.81x1
215x2

210.1x3
210.05x4

21x5
21x6

2

20.3 cos 4p~x12x2!21.4 cos 4p~x11x2!

20.5 cos 10p~0.05x420.1x3!

21.0 cos 10p~0.05x410.1x3!20.25 cos 5p~x52x6!

21.35 cos 5p~x51x6!. ~A1!

Function~A1! has three important features: a large number
of local minima, correlations between some parameters, and

FIG. A1. 1-D and 2-D cross sections of function~A1!. In each case, the
parameters that are not varied are held at their value at the global minimum
(xi50).

FIG. A2. The results of 5000 independent DHS runs. The point atE
51025 represents all results that achievedE<1025 ~48 results!.
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a range of parameter sensitivities. Figure A1 shows the func-
tion in one and two dimensions. The global minima of the
function isE(xi)50 which occurs at the origin~i.e., xi50,
i 51,...,6!. Two criteria are adopted to define a successful
inversion. The first criterion is that the model parameters
closely approximate their values at the global minima~i.e.,
xi<1023, i 51,...,6!. The second criterion is that a low func-
tion value is obtained~i.e., E<1025!.

As DHS is a local method that frequently becomes
trapped in local minima, it must be started from a large num-
ber of points for a nonlinear problem. Figure A2 shows the
results of the 5000 independent runs of DHS with 8% of the
parameter values withinxi<1023 and 1% of the solutions

achievingE<1025. SA and SSA avoid local minima; how-
ever, to assess their effectiveness for this example, they were
each initiated from 100 random starting points. The anneal-
ing schedule for SA consisted of 5000 temperature steps,
with 10 perturbations per temperature step, and a tempera-
ture reduction factor ofb50.995. Figure A3 shows the re-
sults of the 100 SA inversions with 79% of the parameter
values withinxi<1023 and 44% of the solutions achieving
E<1025. A similar annealing schedule was employed for
SSA except that the inversion was quenched after 4000 tem-
perature steps~even with similar annealing schedules, SSA
required far fewer function evaluations since it perturbs all
parameters at once!. Figure A4 shows the results of the 100
different SSA inversions with 98% of the parameter values
within xi<1023 and 93% of the solutions achievingE
<1025.

The above results indicate that all three methods are
capable of good results for a multimodal function. The DHS
method frequently became trapped in local minima but did
obtain some good results. SA is more effective~although not
foolproof! at obtaining the global minimum, but was not par-
ticularly effective at moving downhill within this minimum.
In this example, SSA achieved solutions deep in the global
minimum virtually every time. Of the three methods, SSA
also required an order of magnitude fewer function evalua-
tions.
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Data from a pulse-propagation experiment are analyzed to quantify fluctuations in the transmitted
acoustic signal. In the experiment a bottom-moored, broadband source having a 460-Hz center
frequency transmitted 273 km away to a bottom-moored, vertical hydrophone array spanning 180 m
of the water column. Pulses were transmitted every 12 min for a total duration of nearly 100 h.
Because the minimal hydrophone separation at the receiving array was less than 2 m, vertical
behavior on small scales could be observed. Furthermore, the vertical position of the receiving array
enabled an examination of the near-caustic portion of wavefronts, and in some cases, the caustics
themselves. Unfortunately, because instrument motion measurements were unsuccessful,relative
rather thanabsolutesignal fluctuations were the principal observable in this analysis. ©1999
Acoustical Society of America.@S0001-4966~99!01706-3#

PACS numbers: 43.30.Re, 43.30.Zk@DLB#

INTRODUCTION

Although ocean acoustical experiments1–3 have satisfac-
torily tested proposedinversemethods4,5 to determine me-
soscale soundspeed or current fields, theforward problem of
understanding the effect of the dynamical ocean on acoustic
propagation still warrants attention. Of particular interest, the
detailed behavior that an acoustic wavefront~or its associ-
ated timefront! exhibits as it travels through the ocean me-
dium, especially over long ranges, is still not completely
understood.

For two-dimensional sound propagation in an ocean
whose soundspeed is dependent only on depth, the initial
circular wavefront resulting from an impulse at a point
source refracts and folds into a sawtooth shape as it propa-
gates along the ocean sound channel.5–8 The dependence of
this folded geometry on propagation distance and sound-
speed profile is well understood. In the real ocean, however,
in addition to this average sound channel there are other
range, depth, and time dependent soundspeed structures,
arising from ocean fronts, mesoscale eddies, tides, internal
waves, and fine structure processes. These further fold and
deform, usually on smaller spatial scales, the otherwise
smooth segments that comprise the already folded wave-
front. Because of the temporal dependence of the ocean pro-
cesses, wavefronts propagated at different times, but out to
the same range, will exhibit deformations that depend not
only on position along the wavefront but also on time. The
ultimate goal is to understand the nature and magnitude of
these wavefront deformations or fluctuations, as a function of
acoustic frequency and propagation range. Theoretical ef-
forts, often relying on numerical simulation, have addressed
various aspects of this problem, such as the effect of internal
waves on wavefront fluctuations,9–12 and the relation be-
tween mode coupling13 or chaotic rays14–16 and these fluc-
tuations.

Early pulse propagation experiments6,17,18–21 showed

that arrivals of separate wavefront folds were distinguishable
if the width of the acoustic pulse was sufficiently small. Al-
though in these experiments wavefront arrival time was usu-
ally identified over several days of pulse transmissions, with
few exceptions was it ever studied as a function of depth,
owing to limited hydrophone coverage in the vertical. With a
vertical continuum of hydrophones one could, in principal,
measure the global variability of the wavefront~or timefront!
geometry, distinguishing fluctuations that are extremely local
from those that are more global along the wavefront. There
have been only a few experimental efforts8,22–24 that, by
monitoring fluctuations as a function of depth, have ad-
dressed the global behavior.

Recently, Dudaet al.8 reported on the fluctuations of a
wavefront that propagated a distance of 1000 km. In that
experiment the receiver consisted of 50 hydrophones span-
ning 3 km so that fluctuations in the vertical with scales
greater than 60 m were discernible. The fastest pulse trans-
mission rate was 6 pulses every hour, so that the temporal
resolution was a fraction of an hour. The dominant fluctua-
tion of wavefront arrival time that was observed, having a
variance of about 40 ms2, was termedbroadbandbecause it
was uncorrelated over the sampling scales of 10 min and 60
m in the vertical. Although it was speculated that this broad-
band fluctuation might reflect folding or wiggling of the
wavefront on small scales, the character of this fluctuation
was never determined because of the lack of information
between receiver hydrophones.

The experiment described here provided for an addi-
tional examination of the nature of arrival time fluctuations,
in this case for a wavefront that propagated out to a shorter
range of 273 km. Because the minimal hydrophone separa-
tion at the receiving array was only 1.64 m, vertical behavior
on smaller scales could be observed. Unfortunately, because
instrument motion measurements were unsuccessful, and the
contributions to arrival time fluctuations of these motions
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were not negligible, fluctuations inrelative arrival time, ab-
sent of the major effects of instrument motion, became the
principal observable in this analysis.

I. DESCRIPTION OF EXPERIMENT

A vertical array of 64 hydrophones was deployed at
27° 35.428 N, 75° 15.388 W, a distance of 272.3 km to the
northwest of a broadband source deployed at 25° 24.178 N,
74° 1.468 W. The source and receiver were both bottom
moored in water having an approximate depth of 4.8 km.
The source’s depth~estimated at deployment near 1050 m!
and the depth of the receiver’s top hydrophone~estimateda
posteriori to wander near 800–900 m! were not known ac-
curately both at deployment, due to a malfunctioning preci-
sion depth recorder, and afterward, because instrument mo-
tion measurements were unsuccessful.

Eight conductivity-temperature-depth~CTD! casts were
made along a line from the source to the receiver during the
instrument deployment cruise. Similarly, on recovery of the
moorings ~approximately three weeks after deployment!
there were an additional four CTD casts, showing a slightly

colder upper ocean. A range independent reference sound-
speed profile,C0(z), was constructed by averaging initial
CTD casts~Fig. 1!. The minimal soundspeed occurs at 1300
m, noticeably deeper than the depth of the deployed source
and receiver hydrophones.

The receiving array, whose geometry is presented in Fig.
2, consisted of four groups of 16 hydrophones that together
spanned a length of 180 m. A large, very buoyant, syntactic
foam buoy at the top held the array approximately vertical;
however, up–down and horizontal motion due to local cur-
rents could not be neglected. A motion measurement system
was in place at the receiver, but not enough data were re-
corded to accurately track array movement.

Starting on 6 April 1990, pulses were transmitted every
12.0 min for a total of 494 successful transmissions. The
resulting duration of the acoustic experiment was nearly 100
h. The approximate source level was 180 dBre: 1 mPa at 1
m, and to help simulate a single narrow pulse each transmis-
sion actually consisted of repetitions of an amplitude modu-
lated sequence, 127 digits long, 4 cycles per digit, at a carrier

FIG. 1. Soundspeed profiles. The solid curve is the reference soundspeed
profile C0(z) constructed by averaging profiles taken during the instrument
deployment cruise. The dashed curve is the average of profiles taken during
the recovery cruise.

FIG. 2. Hydrophone array geometry. The array consisted of four sections of
16 hydrophones. For a straight array the centers of adjacent sections were
separated by 26.23, 76.63, and 53.09 m.
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frequency,f 0 , of 459.5588 Hz. At each array hydrophone
the received signal yielded, after processing, 508 complex
demodulates per pulse transmission. Each set of 508 com-
plex demodulates spanned a period of 1.1054 s. Rubidium
clocks on both moorings provided excellent timing.

II. PREDICTED AVERAGE BEHAVIOR

For the averaged soundspeed profile,C0(z), the pre-
dicted arrival pattern of a transmitted pulse, based on geo-
metrical acoustics and the estimated source depth at deploy-
ment, is presented in Fig. 3. The foldedtimefrontshows the
expected arrival time of a pulse as a function of depth after
traveling a fixed horizontal distance of 272.3 km, and it con-
firms that from a single pulse transmission several signals
separated in time can arrive at the same depth. The time-
front’s construction consisted of incrementing~uniformly!
the ray launch angle at the source, and plotting for each such
angle the travel time and depth of the corresponding ray as it
traversed the range of the receiver. Because for this particu-
lar soundspeed profile all rays that reflect from the surface
are also bottom bounced, points resulting from steep positive
and negative launch angles that correspond to any reflection
are omitted in Fig. 3. The correspondingwavefront for a
pulse 181.8 s after transmission is also shown in Fig. 3.

Away from caustics, the distance between neighboring
points on the wavefront is approximately inversely propor-
tional to the local intensity.

The cusped points at the top and bottom of the timefront
are caustics, subdividing the continuous timefront into
smooth segments. Since ~for simple range dependent sce-
narios! all the rays that make up a particular segment depart
the source in the same direction and have the same total
number of turning points, any segment is uniquely identifi-
able by an integer describing these common ray characteris-
tics. For example,110 and 210 are identifiers for those
segments whose rays have 10 turning points and a launch
angle that is initially upward and downward, respectively.

In light of the short length and~estimated! shallow depth
of the hydrophone array, the timefront geometry in Fig. 3
suggests that if the averaged soundspeed profile predicts
typical acoustic behavior, then signals received by the array
should correspond to the uppermost~near-caustic! portion of
timefront segments, and in some cases, even the caustics
themselves. In fact, the two upper caustics joining segment
211 with 212 and segment112 with 113 should fall
within the receiver coverage, while segments corresponding
to arrivals after113 should be too deep to be detected~al-
though a nongeometric arrival on the shadow zone side of a
caustic may be detectable!. Verifying that the vertical cover-
age was indeed in the near-caustic region, Fig. 4 reveals an
upper swath of a timefront as detected by the hydrophone
array for a typical pulse transmission. And in Fig. 5 plots of
signal amplitude for late arrivals~corresponding to arrivals C
in Fig. 4! are consistent with the amplitude pattern expected
for the neighboring caustics joining segment211 with 212
and segment112 with 113. The 15-ms arrival time lag
predicted in Fig. 6 for these caustics shows fair agreement
~considering the uncertain source depth! with the 10-ms

FIG. 3. ~A! The geometrical opticstimefrontcalculated using the reference
soundspeed profileC0(z), a source depth of 1050 m, and a range of 272.3
km. Points on the curve correspond to uniformly incremented ray launch
angles at the source. The integers shown are the segment identifiers.~B! The
correspondingwavefrontafter a travel time of 181.8 s.

FIG. 4. The recorded intensity as a function of hydrophone position and
~relative! arrival time for the 290th pulse transmission. The arrivals of sepa-
rate wavefront segments are evident. Points A and B mark positions near the
crossing of segments18 and28 and the crossing of segments110 and
210, respectively. Point C locates the two upper caustics joining segment
211 with 212 and segment112 with 113. The two blank horizontal strips
correspond to depths where there was no hydrophone coverage.
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separation between the twin peaks in Fig. 5. In Fig. 5~A!
basic features of the amplitude pattern below the caustics can
be explained as interference between four closely separated
geometric arrivals~Fig. 6!, each having a pulse duration of
about 9 ms.

III. DATA ANALYSIS

One of the principal goals of this analysis was to extract
the temporal and vertical behavior of timefront fluctuations
resulting from ocean internal waves. Since the magnitude of
these fluctuations was expected to be on the order of the
arrival time measurement error at a single hydrophone, an
averaging orbeamformingover several hydrophones was
performed to improve signal-to-noise and consequently ar-
rival time accuracy. Unfortunately, averaging over hydro-
phones eliminates small-scale vertical behavior. In order to
examine small vertical scales, some arrival times were also
identified for eachindividual hydrophone of a selected set.

A. Precision of arrival time measurement

An estimate of the arrival time measurement error at a
single hydrophone was a necessary prerequisite to the analy-
sis. The best estimate of this error was based on a simple

peak-picking simulation. For each hydrophone and transmis-
sion, a theoretical Gaussian pulse of the form
Ae2(t2tc)2/s2

e22p i f 0(t2tc) was superimposed on the recorded
noise that immediately followed the arrival of a selected
wavefront segment. For each transmission the parameterA
was chosen to match the measured amplitude of the selected
wavefront segment. The peak positiontc , placed in a region
of noise, varied linearly with hydrophone position so as to
mimic a planar wavefront whose slope locally matched that
of the selected segment. The parameters was fixed to make
the Gaussian pulsewidth resemble the actual pulsewidth.
Then for each hydrophone and transmission, the known po-
sition of the Gaussian peak was compared to that of the
amplitude’s peak determined after the Gaussian signal was
discretized in time, added to the~already discretized! re-
corded noise, and interpolated~using the same method em-
ployed in the data analysis!. The precision of arrival time,
after simulations for several selected wavefront segments
and different regions of noise, was consistently estimated at
0.4-ms rms. This compared favorably with both a slightly
higher estimate based instead on the measured high fre-
quency variance of arrival time between adjacent hydro-
phones, and a theoretical estimate using the average mea-
sured signal-to-noise ratio of 23 dB which predicted a lower
bound of 0.3-ms rms.

B. Beamforming

For each of the four sections orsetsof 16 hydrophones
that comprised the array~Fig. 2!, the complex demodulated
data were locally beamformed to produce time series of both
travel time and arrival angle for each identifiable wavefront
segment. Each array section was assumed linear over its
length of 24.6 m, and all of its~15 or 16! functioning hydro-
phones were used in the beamforming. Beamform processing
is coherent averaging developed for an arriving wavefront

FIG. 6. The geometric optics prediction of arrival time for the upper sec-
tions of segments211, 212, 112, and113 based on a source depth of
1050 m. For purposes of comparison, the horizontal and vertical axes have
the same length as in Fig. 5~A!.

FIG. 5. ~A! A close-in view for the 191st pulse transmission showing signal
amplitude as a function of arrival time and vertical position along the array.
The horizontal and vertical axes span 107 ms and 180 m, respectively. The
two ~adjacent! highest peaks correspond to the two caustics joining segment
211 with 212 and segment112 with 113. ~B! An analagous view for the
292nd pulse transmission. For pulse 292, after the array drifted upward, the
coverage was just above the peaks, whereas for pulse 191 the receiver cov-
erage was just below the caustic peaks.
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that locally, over the set of relevant hydrophones, is planar.
Then, a wavefront propagating at an angleu to the array will
produce a time delay at hydrophonej given by Dt j

5Dzj sinu/C0, whereDzj is the distance of thejth hydro-
phone from some reference point~usually the center of the
hydrophone set! andC0 is the local soundspeed.

For manyu the complex demodulated time series,sj (t),
were coherently averaged overN hydrophones by

S~ t,u!5
1

N (
j 51

N

sj~ t1Dt j !e
22p i f 0Dt j ,

where f 0 was the carrier frequency andN was either 15 or
16. Spline interpolation provided values forsj (t) at all nec-
essary times. With the exception of false peaks that resulted
from side lobes in the beamforming, local maxima of
uS(t,u)u in the t2u plane corresponded to the arrival of
best-fit planar wavefronts at that time and angle. Angle in-
formation was useful for identifying the wavefront segment
that equated to an arrival.25 ~Negative and positiveu corre-
spond to wavefronts that propagated with a downward and
upward component along the array, respectively.! Figure 7
displays the beam~amplitude! pattern expected for 16 colin-
ear hydrophones spaced at 1.64 m and an incoming plane
wave of frequencyf 0 ; the central lobe has its first zeros near
67°, and the first side lobe peaks occur about 10° on either
side of center. In Fig. 8 a sampleuS(t,u)u, after beamform-
ing with hydrophones 33–48, is shown for 1° increments of
u. A wide central lobe and first side lobes are evident at the
arrivals of several wavefront segments.

With consideration for false peaks arising from side
lobes, arrival time and angle were identified, when possible,
for each pulse transmission, each hydrophoneset, and wave-
front segments27, 68, 69, 610, and111. Arrival infor-
mation for a particular hydrophone set corresponded to the
depth given by the center of the set. The resultant time series
were very complete for segments29, 610, and111, con-
taining on average 480 points out of the 494 pulse transmis-
sions; the other 4 segments had intermittent data,19 being
especially deficient. Because of potential interference, adja-

cent peaks closer than 4 ms and suspected of side lobe inter-
ference were rejected. The precision of beamformed arrival
time was estimated at 0.15-ms rms, based on an estimated
precision of 0.4-ms rms for arrival time at a single hydro-
phone and a measured 9-dB gain after beamforming. The
arrival angle error, based on the high frequency variance of
the difference in arrival angle between the two closest hy-
drophone sets~separated by 26.2 m!, was estimated to be
less than 0.3° rms.

In Fig. 9 the arrival time and angle are plotted as func-
tions of real time for one particular wavefront segment and
hydrophone set. This example is typical of all wavefront seg-
ments in that as the experiment proceeded there was a
gradual trend in the measured arrival time and angle which
dominated the smaller fluctuations. Unfortunately, this
trend’s underlying cause, as well as the primary contributor
to time dependence of the measured quantities, was instru-
ment motion. For example, the majority of the;0.2-s differ-
ence in travel time between the earliest and latest arriving
pulses presented in Fig. 9 is explained by a change of
roughly 300 m in the relative horizontal distance between the
source and receiver.

IV. INSTRUMENT MOTION

In this experiment, as in a similar acoustical
experiment26 in the same ocean region, instrument vertical
drift, horizontal drift between the source and receiving array,
and array tilt were on the order of tens of meters, a few

FIG. 7. The theoretical beam~amplitude! pattern for a 16 hydrophone sec-
tion and an incoming plane wave of 459.5588 Hz and 0° arrival angle.
Secondary lobe peaks occur at610.4°.

FIG. 8. The beamformed signaluS(t,u)u for the 290th pulse transmission
~Fig. 4! and hydrophones 33–48. The dependence onu is only shown for 1°
increments. Most outstanding are the arrivals of segments28 and18 ~at
left!, segments29,210,110, and111 ~near the middle!, and the two upper
caustics formed by segments211,212,112, and113 ~at the center right!.
The 14° span of the central lobe is evident in each of the arrivals.
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hundred meters, and several degrees, respectively. Instru-
ment motions of this size have a profound influence on the
measured fluctuations of arrival time and angle. Since instru-
ment tracking was unsuccessful in this experiment, indirect
differencingmethods were used to separate the fluctuations
due to mooring motion from those due to sound transmission
through a changing ocean. Clearly, the fidelity of such indi-
rect methods relies on understanding the nature and magni-
tude of the effects of instrument motion on the acoustical
measurements.

Instrument motion had four primary components, each
having a different effect on fluctuations of arrival time and
angle:~A! the tilting motion of each hydrophone set, where
each set of 16 hydrophones was believed to be aligned lin-
early; ~B! the vertical movement of the source;~C! the ver-
tical movement of each hydrophone set’s center; and~D! the
relative horizontal drift between the source and the center of
each hydrophone set.~Here tilt means the included angle
between the vertical and the projection of the hydrophone set
onto the plane defined by the source–receiver and vertical
directions.! The motions of the four hydrophone sets could
differ since contiguous sets were either separated by a sub-
stantial distance or by a large, heavy package~Fig. 2! poten-
tially altering the motion. Because all hydrophones were
connected, significant correlation of tilting, up–down, and
horizontal motions of hydrophone sets was expected.

The effect of array tilt on arrival time and angle was
simple to predict; the effects of vertical and horizontal instru-
ment motion were estimated to lowest order by ignoring
ocean fluctuations and assuming that the averaged soundpeed
profile governed the acoustics.

A. Array tilt

For any hydrophone set, a change of tilt results in a
change of equal magnitude in the measured wavefront arrival
angle. A positive tilting~the top hydrophone moves away
from the source, relative to the bottom hydrophone! in-
creases the measured arrival angle, and a negative tilting
decreases it. The arrival time and thedifferencein arrival
angle between any two wavefront segments are indifferent to
tilt changes, as long as the center of the tilting set is station-
ary.

Figure 10 shows the tilt as a function of geo-time for
each hydrophone set. The tilt was not measured directly but
inferred from symmetry: In the neighborhood of an upper
caustic, where the pair of joining wavefront segments has
bilateral symmetry about a nearly vertical axis, theaverage
of the measured arrival angles for the joining segments
closely approximates the local array tilt. Differences between
the figure’s four time series suggest that the hydrophone ar-
ray was not linear but ratherpiecewiselinear, the top 16
hydrophones, the next 2 sets of 16 hydrophones~and the
connector between them!, and the bottom 16 hydrophones
forming 3 separate linear pieces. The means of the time se-
ries are, from top to bottom, 2.12, 2.71, 2.73, and 3.99°,
indicating that the two bends were small: the angle between
the first and second linear sections was only 0.6° on the
average, while the angle between the second and third sec-

FIG. 9. The arrival angle and arrival time as functions of pulse time for
segment29 and the bottom set of 16 hydrophones. The large-scale fluctua-
tions are attributable to instrument motion.

FIG. 10. Array tilt as a function of real time for all four hydrophone sets.
These time series are actually the mean of theaveragedarrival angles for
wavefront segments29 and210 and theaveragedarrival angles for seg-
ments110 and111, the~rms! tilt uncertainty being about .2°. The deepest
and shallowest hydrophone sets had the largest and smallest tilt swings,
respectively. The middle two sets, which were not separated by system
packages, had similar tilts.
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tions averaged 1.3°. These two kinks were probably caused
by the 2 heavy system packages, one located at the junction
of the first and second set of 16 hydrophones, and the other
placed at the bottom of the third hydrophone set. As might
be expected from a swaying array, the leading temporal be-
havior of array tilt~especially at the bottom hydrophone set!
reflected that of wavefront arrival time~Fig. 9!.

B. Source vertical motion

The effect of source vertical motion is best described by
Fig. 11, where sections of the predicted timefront are dis-
played for source depths of 1050 and 1100 m. This 50-m
displacement results in a several millisecond change in the
time lag between the arrivals of adjacent caustics. More spe-
cifically, it produces an arrival time shift of;5 ms for time-
front segments29, 610, and111, and;6 ms for timefronts
27, 68, and19; the shifts for segments with positive iden-
tifiers have opposite sign to those with negative identifiers,
implying that arrival time changes are~practically! identical
for neighboring segments that share an upper caustic. Further
examination of Fig. 11 shows that the changes in the vertical
position of caustics and the wavefront arrival angles are neg-
ligible, and the change in arrival time along any wavefront
segment is virtually independent of depth, a characteristic
later exploited in the analysis.

C. Receiver vertical motion

Because arrival time varies with depth along any time-
front segment, measured arrival times are affected by re-
ceiver vertical motion. Likewise, since every wavefront has
significant curvature~especially near caustics!, measured ar-
rival angles are also affected by receiver vertical motion. A
depth change from 900 to 1000 m, for example, is predicted
to bring about a;8 ms and;2° change in arrival time and
arrival angle, respectively, for segment110; however, the

differencein the changes corresponding to two nearly paral-
lel timefront segments~e.g., 29 and 110! are relatively
small. Vertical motion of the hydrophone array also gives
rise to an apparent vertical motion of the caustics. For this
experiment the approximate position along the array of the
caustic joining segments211 and212 was identified for
more than 50 pulse transmissions and revealed maximum
displacements of greater than 100 m relative to the array
~Fig. 5!, mostly due to array motion.

D. Relative horizontal motion

Relative horizontal motion between the source and any
hydrophone set produces, by altering the range of propaga-
tion, changes in the arrival time measured at that set. These
changes, however, differ only slightly among~and along! all
wavefront segments, so that at any hydrophone set thedif-
ferencein arrival time between any pair of segments, or any
pair of caustics, changes only slightly. In the scenario of this
experiment an increase of 300 m in source–receiver range,
for example, equates to an increase of only a fraction of a
millisecond in the difference of arrival time between the up-
per caustic joining segment110 with 111 and that joining
29 with 210. Vertical displacement of caustics and changes
in wavefront arrival angle are also negligibly affected by
source–receiver drift.

V. RELATIVE FLUCTUATIONS FOR HYDROPHONE
SETS

In this section the information on individual hydro-
phones is not kept; only the averages of arrival angle and
arrival time over subarrays of 16 hydrophones each are used.
The individual hydrophone information is discussed in Sec.
VI. The deviations of individual hydrophone arrival times
from the straight line fits implied by beamforming are typi-
cally on the order of 0.5-ms rms, which is consistent with the
small-scale vertical behavior of fluctuations observed in Sec.
VI. Beamforming, which can be thought of as an amplitude-
weighted coherent average, gave different slopes for wave-
front segments than did fitting~by least squares! straight
lines to arriving peaks at individual hydrophones. The peak
line fits gave wavefront arrival angles that exhibited fluctua-
tions with an rms value several~five or so! times that of
fluctuations for the angles given by beamforming; there was
a difference between the two determined angles of roughly
2° rms.

For each set of 16 hydrophones,differencesin the ar-
rival time or angle between separate wavefront segments
were constructed, eliminating some of the leading effects of
instrument motion. Differences in the arrival time removed
the major contribution of horizontal drift between the source
and receiver, although lesser contributions from source and
receiver vertical motion persisted. Differences in the arrival
angle eliminated the consequences of array tilt, although the
secondary effects of receiver vertical motion remained. And
in both cases, differences avoided any depth dependence at-
tributable to array shape. Differencing, however, shifted the
emphasis from an analysis ofabsolutefluctuations to one of
relative fluctuations19 between front segments.

FIG. 11. ~A! The predicted effect of source vertical motion in the upper part
of timefront segments27, 28, 18, and19. The solid and dotted curves are
the timefront predicted for a source depth of 1100 and 1050 m, respectively.
With a source depth increase of 50 m segments27 and28 arrive about 6
ms earlier, while segments18 and19 arrive about 6 ms later.~B! A similar
plot of the upper timefront near segments29, 210,110, and111. Here the
50-m source displacement leads to approximately a 5-ms arrival time
change.
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Ocean fronts, mesoscale eddies, surface and internal
tides, and internal waves will all contribute~on different time
scales! to absolute fluctuations in arrival time and angle. For
some of these ocean processes the induced relative fluctua-
tions will be substantially smaller than the corresponding
absolute ones, since the difference in arrival time or angle of
two wavefront segments removes any contribution common
to both segments. For example, because its current is fairly
uniform in the vertical, the surface tide will effect arrival
time changes that are almost identical over the entire wave-
front, resulting in comparatively small fluctuations in the ar-
rival time difference between separate wavefront segments.

If T( i , j ,ID ) and A( i , j ,ID ) are the measured arrival
time and angle, respectively, corresponding to pulse timet i

~wherei 51 to 494!, hydrophone setj ~wherej 51 to 4!, and
wavefront segmentID ~whereID 527, 68, 69, 610, and
111!, then DT and DA shall denote the respectivediffer-
encesbetween wavefront segments:

DT~ i , j ;ID 1 ,ID 2!5T~ i , j ,ID 1!2T~ i , j ,ID 2!,

and similarly forDA. Primarily because the effect onDT or
DA of source vertical motion is qualitatively different than
that of receiver vertical motion, differences of wavefront
segments having acommon causticand differences ofpar-
allel neighboringwavefront segments were analyzed sepa-
rately.

A. Arrival time differences of segments having a
common caustic

For a pair of timefront segments that share an upper
caustic, such as segments29 and210, source vertical mo-
tion will not contribute significantly to fluctuations inDT
~Fig. 11!. Unfortunately,DT from segments sharing a com-
mon caustic may have contributions from vertical motion of
the array as well as from ocean processes.~As shown later,
the differences between neighboring timefronts that emanate
from different caustics can eliminate the effects of array mo-
tion.! Figure 12 displays the temporal variations inDT at the
bottom hydrophone set for three consecutive pairs of con-
tiguous timefront segments; in light of the sawtooth pattern
that timefronts exhibit, the significant correlation of
DT( i ,4;27,28) andDT( i ,4;29,210) and their significant
anti-correlation withDT( i ,4;28,29) suggest that an under-
lying vertical translation, relative to the bottom hydrophone
set, existed for the whole timefront. AnalogousDT’s at the
other hydrophone sets similarly support a vertical motion of
the timefront, relative to the array.

In the neighborhood of each upper caustic, the local ge-
ometry of the timefront controls the effect onDT of relative
vertical motion between the timefront and array. Because
this local geometry is different for different caustics, vertical
motion was extracted individually for each upper caustic; the
guiding decomposition was

DT~ i , j !5 f ~zj2Z~ i !!1e~ i , j !,

where the dependence ofDT, f, Z, and e on the segments
~ID 1 and ID 2! is implicit. The term involving the functionf
represents that part ofDT attributable to relative vertical
translation of a locally rigid timefront; the argument off, zj

2Z(i), is the vertical position of thejth hydrophone set rela-
tive to the caustic~in the reference frame moving with the
caustic!, while zj andZ( i ) are the hydrophone set and caus-
tic vertical positions in the reference frame of the array.
~Eachzj was approximated as constant, since array tilts less
than 6° implied changes less than a meter.! For a short array
and small vertical displacements the smooth functionf, only
locally resolvable, is adequately described by a truncated
Taylor series:

f ~z!5a1b~z2z0!1g~z2z0!21d~z2z0!3,

wherez0 was taken to be the top hydrophone’smeanposi-
tion relative to the caustic~located atz50!, and the nonlinear
terms were included to account for timefront curvature.
Sincez is the vertical coordinate in the reference frame of
the caustic,f (z) is the profile of arrival time difference for
the locally rigid timefront. The functionZ( i ) and a, b, g,
and d, which do not depend oni or j, were found so as to
force ( ie( i , j )50 for all j and ( je( i , j )50 for all i; the
resulting root-mean-square of the residualse( i , j ) was small,
being about 1 ms.~These constraints were imposed on the
residuals so that they would satisfy the same conditions as
the residuals in Sec. V B.!

Specified to have zero mean, the inferred vertical mo-
tions Z( i ) of two neighboring upper caustics are shown in
Fig. 13.@Since only those pulse times withDT defined at all
four hydrophone sets were applicable, insufficient data ruled
out extractingZ( i ) for other caustics.# The figure shows very
similar motions for this pair of caustics, and the power spec-
trum for the two time series has peaks near the inertial and
semi-diurnal periods, indicating that inertial waves and tides
directly ~through medium changes! or indirectly ~through ar-
ray motion! played an important role in the relative vertical
translation of caustics. The difference of these two time se-
ries is also shown in Fig. 13; its variance of almost 100 m2

gives 10 m, after accounting for an estimated 2-m rms error

FIG. 12. ~A! DT( i ,4;27,28). ~B! DT( i ,4;28,29). ~C! DT( i ,4;29,
210). ~The horizontal axis is pulse time rather than pulse numberi.!
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in eachZ( i ), as a rough estimate of the rms relative vertical
displacement between the two caustics. Such a relative mo-
tion cannot come from source or array motion and can be
interpreted as an effect of ocean processes.

The constantsa, b, g, andd, which describef (z) near
z0 , are presented in Table I.Measuredvalues, as well as
valuespredictedfrom the averaged soundspeed profile, are
given for the two caustics referred to in Fig. 13; sincez0 is
not independently known from the experiment, predicted
values are based on az0 chosen to make the measureda and
the predicteda agree. The measurements ofg show that the
rigid timefront’s curvature was not negligible, accounting
alone for up to 3-ms difference inDT from the top to bottom
hydrophone set. The major source of discrepancy between
measured and predicted values is the crudeness of the aver-
aged soundspeed profile in characterizing the ocean medium.
An examination of the CTDs from both the deployment and
recovery cruises showed a variable, underlying range depen-
dent ocean, having warmer water generally closer to the re-
ceiver.

The residualse( i , j ) represent that part ofDT( i , j ) not
described by asmooth rigidtimefront that translates verti-

cally relative to the array. In addition to arrival time mea-
surement error, contributors toe( i , j ) can include steady and
time dependent contortions~wiggles or folds! along the time-
front; steady contortions, although fixed in place along the
timefront, can still induce time dependence ine by means of
vertical array movement. The residuals are small in contrast
to DT: The variance of each residual time series was ap-
proximately 1 ms2, and the averages of the variances overj
for e( i , j ,;29,210) and e( i , j ,;110,111) were 1.03 ms2

and 1.08 ms2, respectively. Because the variance due toDT
measurement noise is estimated at 0.04 ms2 ~corresponding
to a ;0.15-ms rms error inT!, the variance of the signal in
these residuals which must come from ocean processes is
near 1 ms2.

Figure 14 displays the residualse( i , j ,;29,210) as a
function of depth for 24 consecutive pulses, and it suggests a
timefront wiggling that is fairly correlated between neighbor-
ing hydrophone sets. To specifically address the spatial and
temporal correlations the following covariance estimator was
constructed:

C~Dz,Dt !5Cj 1 , j 2
~k!5

1

M (
i 51

M

e~ i , j 1!e~ i 1k, j 2!,

whereM is the number of points for which the term being
summed is defined. This covariance estimator is a function
of vertical lag~vertical distanceDz between hydrophone sets
j 1 and j 2! and time lag~index k representing a time lag of
Dt512•k min!. Cj 1 , j 2

(0) estimates the covariance between
hydrophone setsj 1 and j 2 , andCj , j (k) estimates the auto-
covariance of the time series for hydrophone setj. Cj 1 , j 2

(0)
is plotted against the hydrophone set separationuzj 1

2zj 2
u in

Fig. 15; for zero separation the average ofCj , j (0) over all
four sets is used. The covariance results shown in the figure,

FIG. 13. ~A! The vertical caustic displacement~relative to the array!, Z, as
a function of pulse time for the caustic joining segments29 with 210 and
~B! for the caustic joining segments110 with 111. These figures indicate a
30-m rms fluctuation in the caustics’ vertical positions along the array, prob-
ably mostly due to array motion.~C! Free of array motion, the difference of
the two time series in~A! and ~B!.

TABLE I. Taylor series coefficients.

29 and210 110 and111

measured predicteda measured predictedb

a ~ms! 214.060.02 214.0 27.660.02 27.6
b ~ms m21! 0.15460.001 0.145 0.13460.001 0.118
g ~ms m22! (2762)•1025 224•1025 (21362)•1025 232•1025

d ~ms m23! (361)•1027 23•1027 (0.561)•1027 26•1027

aPredicted for az0 at 902-m depth.
bPredicted for az0 at 878-m depth.

FIG. 14. The vertical profile of the residualse( i , j ;29,210) for pulse num-
bers 175–198. For each pulse the average of the residuals over depth is zero.
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for the two different near-caustic regions, have similar
shapes that show contributions for vertical scales up to
roughly 100 m. The average ofCj , j (k) over j, Cave(k), is
plotted against lag time in Fig. 16, and for both regions it
reveals a very quick decorrelation in time, on the order of
20–30 min. The abrupt drops from zero lag to first lag in
Figs. 15 and 16 suggest a contribution from a fluctuation of
roughly 0.5 ms2 that is uncorrelated over the time and~hy-
drophone set! depth sampling intervals. All this detailed be-
havior of C(Dz,Dt) is a measure of the effects of ocean
processes.

B. Arrival time differences of parallel neighboring
segments

For a pair of nearly parallel timefront segments, such as
29 and110, variations inDT due to instrument motion are
practically independent of hydrophone set. For example, al-
though a 50-m vertical displacement of the source produces a
10-ms change~Fig. 11! in DT between segments29 and
110, and the corresponding change due to the same dis-
placement of the receiver is 0.5 ms~inferred from the differ-

ences of measurements in Table I!, these changes themselves
differ by less than 0.1 ms from the top to the bottom hydro-
phone set. Therefore, any significant variation inDT that is
not the same for different hydrophone sets is not ascribable
to instrument motion and must be due to ocean processes.
Furthermore, since the effect onDT of receiver motion is
small, those fluctuations inDT that are common to all hy-
drophone sets will be dominated by source vertical motion,
with inseparable contributions from ocean processes at some
level.

In order to isolate fluctuations common to all hydro-
phone sets,DT was broken up8 according to

DT~ i , j !5DTt~ i !1DTz~ j !1e~ i , j !,

whereDTz was the average overi of DT, andDTt was the
average over j of DT2DTz . By this construction,
( iDTt( i )50. ~The set ofi was again restricted to only those
pulse times withDT defined at all four hydrophone sets.!
The e term is due to ocean processes only; it automatically
satisfies( je( i , j )50 for all i and ( ie( i , j )50 for all j.
Source vertical motion will always show up inDTt , since in
the near-caustic regions of a timefront this motion results in
a relative horizontal translation between neighboring, rigid,
parallel timefront segments. Vertical motion of the array will
contribute a small amount toDTt . But vertical motions of
the source and the array will have insignificant effects one.

Figure 17 showsDTt( i ) for three pairs of neighboring,
nearly parallel timefront segments. The strong resemblance
between DTt( i ;29,110) and DTt( i ;210,111) suggests
that their dominant fluctuation, possibly due to source mo-
tion, was relativehorizontal motion between the two upper
caustics linking segments29 and210 and segments110
and111. If the three time series were identical, it would be
tempting to interpret the changes with time as due to source
motion; but two are similar~although not identical! and the

FIG. 15. Plots ofCj 1 , j 2
(0), the residual covariance between hydrophone

sets j 1 and j 2 , versus the hydrophone set separationuzj 1
2zj 2

u. Except for
the 0 lag points~estimated twice as accurately! the precision of all other
points was estimated at about 0.04 ms2.

FIG. 16. Plots ofCave(k), the average residual autocovariance, versus lag
time. The precision of the points was estimated to be 0.02–0.03 ms2.

FIG. 17. ~A! DTt( i ;27,18). ~B! DTt( i ;29,110). ~C! DTt( i ;210,
111). ~The horizontal axis is pulse time rather than pulse numberi.!
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third is very different. Since the amount of source motion is
unknown, its effect cannot be directly removed, and hence
the difference between pairs, which primarily reflects ocean
processes, is taken. The differenceDTt( i ;29,110)
2DTt( i ;210,111) has a variance of 2.5 ms2, which can be
divided as follows: a nearly 0.1-ms2 contribution is due to
measurement error; based on the shape of the near-caustic
timefronts given in Table I,;2 ms2 of the remaining 2.4 ms2

arises from the;10-m rms relative vertical motion between
the caustics that was previously estimated; and the other
;0.4 ms2 is consistent with the effect of relative vertical
motion of the array~Fig. 13!. Other than the similartrendof
initial decrease followed by a leveling off,DTt( i ;27,18) is
quite different from the other two time series in Fig. 17. The
differences DTt( i ;27,18)2DTt( i ;29,110) and DTt( i ;
27,18)2DTt( i ;210,111) both have variances slightly
above 12 ms2. Only ocean processes can account for this big
difference, since the contribution of source vertical motion is
estimated to be less than 1 ms2.

An examination ofDTz( j ) revealed an average time lag
of about 42 ms, differing from the predicted value of 37 ms,
between the arrival of the caustic joining29 and210 and
the caustic joining110 and111. ~Again, the difference is
probably due to the averaged soundspeed profile’s inaccurate
description of the ocean medium.! DTz( j ) also verified that
each of the three segment pairs was only slightly nonparallel,
and it reaffirmed a;0.4-ms2 variance for fluctuations of
DTt( i ;29,110)2DTt( i ;210,111) resulting from the
;30-m rms relative vertical displacement of the array~Fig.
13!.

Accounting for timefront contortions and measurement
error, the residualse( i , j ) describe fluctuations inDT that are
not common to all hydrophone sets. In all cases the residuals
are small, and the residual time series show randomness and
no trends. The averages of the variances overj for e( i , j ;
210,111), e( i , j ;29,110), ande( i , j ;27,18) are, in that
order, 1.09 ms2, 0.72 ms2, and 0.35 ms2. These variances
represent signal due to ocean processes, since the variance
from DT measurement noise is;0.04 ms2 and the effect on
the residuals from source and array motion is even smaller.

The residual covariance between hydrophone setsj 1 and
j 2 , Cj 1 , j 2

(0), shows for all three segment pairs a decorrela-
tion length of almost 100 m. Plots of lag time versusCave(k)
show, as they did in the case of segments sharing an upper
caustic, a 20–30 min decorrelation in time. The abrupt drops
from zero lag to first lag inCave(k) andCj 1 , j 2

(0) indicate a
contribution from a fluctuation of typically 0.5 ms2 that is
uncorrelated over the time and~hydrophone set! depth sam-
pling intervals.

Figure 18 shows a comparison of eigenray paths for par-
allel neighboring segments210 and 111, as well as for
segments110 and111 that share a common caustic. The
eigenrays in each pair sample slightly different regions of the
ocean as seen by the differences in the vertical and horizontal
positions of their upper and lower turning points, andDT
echos the differences in soundspeed along these two distinct
ray paths. The eigenray paths for parallel neighboring seg-
ments deviate more away from the receiver, while the eigen-
ray paths for segments sharing a common caustic deviate

more away from the source; however, the geometry of the
eigenray pair for segments210 and111 looks like that for
segments110 and111 with the source and receiver inter-
changed. Recall that the residuals for segment pairs~210,
111! and ~110,111! are quantitatively similar~e.g., both
have a variance of about 1 ms2!.

C. Arrival angle differences of parallel neighboring
segments

Beamforming also yielded information about wavefront
arrival angle, where arrival angle meant the inclination de-
scribing a planar wavefront that best fit~over the set of hy-
drophones! the actual wavefront. Arrival angle differences
for parallel neighboring segments were examined since, un-
like the angle differences for segments sharing a common
caustic, the effect of the receiving array vertical motion was
not expected to dominate the fluctuations. Time series dis-
plays ofDA( i , j ;210,111) for eachj show that fluctuations
in DA are small and absent of dominant instrument motion
effects~unlike DT!. The fluctuations inDA are mostly due to
noise, with a smaller contribution from relative vertical mo-
tion of the receiving array.

The averages of variances overj for the differences
DA( i , j ;210,111), DA( i , j ;29,110), and DA( i , j ;27,
18) are 0.26 deg2, 0.24 deg2, and 0.15 deg2, respectively.
As with DT in Sec. V B, DA can be decomposed into its
components ofDAt ,DAz , and the residualse. DAt accounts
for about 0.1 deg2 of the variance inDA for the pairs~210,
111! and ~29,110!, and it accounts for about 0.05 deg2 of
the variance inDA for the pair ~27,18!. These values are
consistent with effects due to relative vertical motion of the

FIG. 18. ~A! Comparison of eigenray paths for~parallel neighboring! seg-
ments 210 and 111. Source and receiver depths are 1050 and 950 m,
respectively.~B! For the same source and receiver depths, comparison of
eigenray paths for segments110 and 111 ~having a common caustic!.
Because source and receiver depths for these eigenrays are comparable,
eigenrays in the top figure almost look like those in the bottom figure with
the source and receiver interchanged.
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receiver.~The behavior of the time series forDAt , reminis-
cent of that forDTt , also indicates a relative vertical motion
between the receiver and the wavefront segments.! Note that
the contribution from receiver motion is greater for the later
arriving wavefront segments where the~near-caustic! curva-
ture is greater. The rest of the variance inDA comes from
the residuals.

The residuals are small, and the averages of the vari-
ances overj for e( i , j ;210,111), e( i , j ;29,110), and
e( i , j ;27,18) are, in that order, 0.16 deg2, 0.15 deg2, and
0.11 deg2. These variances represent signal mostly due to
noise and not ocean processes, since the variance fromDA
measurement noise is estimated to be in the neighborhood of
0.12 deg2. The residual covariance for these three pairs of
parallel segments indicate a decorrelation length less than 26
m, the smallest sampling length, and this is consistent with a
noise contribution. Plots of lag time versusCave(k) show a
significant temporal decorrelation from zero lag to first lag.

VI. RELATIVE FLUCTUATIONS FOR INDIVIDUAL
HYDROPHONES

In order to examine thesmall-scalevertical behavior of
timefront fluctuations, or even to examine the feasibility of
measuring this behavior~considering the overwhelming
measurement error!, the preceding analysis of arrival time
differences of parallel neighboring segments was performed
for the individual hydrophones of a single set. Motivating
this study of small scales was Fig. 19, which displays for 5
consecutive pulses the~relative! arrival time measured at hy-
drophones 17–32 and segments29, 610, and111. Each

timefront segment exhibits notable time dependent, vertical
contortions; however, without further analysis it is unclear as
to whether small-scale contortions like these could be fully
accounted for by array wiggling and measurement error, or
might instead be due to ocean internal waves.

To eliminate contributions from array wiggles, differ-
ences in the arrival time between segments29 and110 and
segments210 and111 were constructed for each hydro-
phone and pulse time. The arrival time differenceDT was
decomposed exactly as before by

DT~ i , j !5DTt~ i !1DTz~ j !1e~ i , j !,

though herej denoted hydrophone rather than set, andT
meant raw arrival time rather than coherently averaged one.
The residual terme( i , j ) contains theDT variations depen-
dent on both time and depth, including effects of measure-
ment error, as well as real timefront contortions.

In Fig. 20 the residual covarianceCj 1 , j 2
(0), asprevi-

ously defined, is plotted against the hydrophone separation
for the two segment pairs. Variances of about 0.5 ms2 quan-
tified the small size of the fluctuations. For comparison, Fig.
21 shows the covariance due to noise and interpolation, es-
timated from the simulations involving a Gaussian pulse su-

FIG. 19. For pulse numbers 200–204 and hydrophones 17–32, arrival time
as a function of vertical position for timefront segments29, 210, 110, and
111. Each arrival time corresponds to the arrival of a well-defined pulse
peak.~Hydrophone 19 malfunctioned during the experiment.!

FIG. 20. Plots ofCj 1 , j 2
(0), the residual covariance between hydrophone

setsj 1 and j 2 , versus the hydrophone separationuzj 12zj 2
u. Except for the 0

lag points~estimated twice as accurately! the precision of all other points
was estimated at about 0.04 ms2.

FIG. 21. Plots of the covariance due to noise and interpolation as a function
of the hydrophone separation.

3242 3242J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Simmen et al.: Near-caustic behavior in a 270-km acoustical experiment



perimposed on actual noise. Although the differences be-
tween Figs. 20 and 21 are not outstanding, they do suggest a
small signal above the measurement noise that decorrelates
over about 5–10 m separation. Displays of the average~over
j! of residual autocovariance,Cave(k), show a rapid time
decorrelation of these small fluctuations that is less than the
12-min sampling time.

VII. CONCLUSION

The acoustic data from a 273-km pulse-propagation ex-
periment have been analyzed to investigate the fluctuations
in the acoustic wavefront arrival time and arrival angle. The
primary purpose of the experiment was to measure the ef-
fects of ocean processes on these observables. Such measure-
ments require subtraction of the effects of instrument motion.
Although instrument-position measurement was planned for
the experiment, it was not successful, requiring that the
acoustic data itself be used to identify and subtract instru-
ment motion, and thus reveal ocean-process effects. Less, but
still significant, information about ocean processes is ob-
tained by this method. The basic method for revealing ocean
processes was to evaluaterelative rather thanabsolutesignal
fluctuations. Some instrument motions could be inferred in-
directly from the acoustics: For example, assuming a local
symmetry about the vertical for timefronts sharing a com-
mon caustic, the receiving array tilt was determined as a
function of time.

Comparisons between the predicted and measured ge-
ometry of timefronts in the vicinity of upper caustics have
shown a fair agreement between the two. Discrepancy be-
tween them is primarily due to a simplication of the assumed
soundspeed profile between source and receiver. An analysis
of the arrival time differences of timefront segments having a
common caustic, after beamforming over hydrophone sets of
the array, has revealed:~a! a 30-m rms fluctuation in caus-
tics’ vertical positions along the array, mostly due to array
motion; and~b! effects due to ocean processes: a 10-m rms
relative vertical displacement between neighboring caustics,
and fluctuations in travel timeDT of roughly 1-ms rms that
have a 20–30 min decorrelation in time.

The analysis of arrival time differences for parallel
neighboring segments, after beamforming over hydrophone
sets of the array, has exposed ocean-process fluctuations in
DT and DA of a few tenths of a millisecond rms and 0.4°
rms, respectively, that also have 10–30 min decorrelation in
time.

The above conclusions were based on beamforming~an
amplitude-weighted coherent averaging over depth!, which
suppressed fluctuations associated with vertical scales much
smaller than 26 m. To examine small-scale vertical behavior
of timefront fluctuations, an analysis of arrival time differ-
ences for individual hydrophones was performed. Ocean-
process fluctuations inDT were found to be significantly
smaller than 1-ms rms, with about a 5–10 m decorrelation in
depth and a rapid decorrelation in time of less than 12 min.

Fluctuations that are uncorrelated over the time and
depth sampling intervals are termedbroadband.8 If broad-
band fluctuations fordifferencesbetween wavefront seg-
ments are assumed to have independent contributions from

each wavefront segment, then the variance of the fluctuation
for each wavefront segment is half the variance correspond-
ing to the difference. These experimental data then imply
that broadband contributions for the examined wavefronts
segments are bounded above by 0.5-ms rms for arrival time
and bounded above by 0.3° rms for arrival angle at this
propagation range of 273 km.~For arrival angle this upper
bound is primarily set by noise contributions.! All in all,
broadbandeffects are very small at this range of propaga-
tion.

Further work will be necessary to evaluate the effects of
various ocean processes and compare them with these data,
particularly the observations of caustic movement as a
whole.
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Broadband matched field processing~MFP!-derived estimates of 3D source location using data from
hydrophone line arrays deployed in various geometries, i.e., vertical, horizontal, and tilted 45° from
vertical, are presented in this paper. These data were collected in two shallow water~100–200 m!
experiments off the coast of San Diego. Results show that estimates of source range and depth
remain surprisingly coherent in the presence of large mismatch in bathymetry, but are offset from
the true position by as much as 100%. The offsets are independent of array geometry. In contrast,
for estimates of source azimuth, bathymetry mismatch typically causes a degradation in MFP
correlation rather than an appreciable offset. However, errors in the assumed tilt from vertical of an
array can lead to large offsets in the estimated source azimuth, particularly as the nominal angle of
the array from vertical becomes smaller. Predictions from a simple analytical model based on
adiabatic normal modes in ideal waveguides provide good fits to the broadband MFP results.
© 1999 Acoustical Society of America.@S0001-4966~99!03804-7#

PACS numbers: 43.30.Wi, 43.30.Bp@SAC-B#

INTRODUCTION

Matched field processing~MFP! is the determination of
unknown parameters by the quantitative comparison of seis-
moacoustic field predictions, either calculated or empirical,
with measurements. The unknown parameters to be deter-
mined are varied over a reasonable range of values, and es-
timates of the parameters are obtained where a quantitative
measure of the match between the resulting predictions and
measurements is greatest. Introduced into underwater acous-
tics in the 1970’s,1 it came into prominence during the
1980’s when full wave field numerical propagation codes
and the computer resources required to run these codes be-
came available. It falls in the general class of inverse prob-
lems which have been addressed by geophysicists for the
past several decades. The MFP approach in underwater
acoustics has been used to invert independently for source
location~almost exclusively for range and depth only!, envi-
ronmental parameters, and receiving array element positions
~e.g., Refs. 2 and 3!, and simultaneously for a combination of
these unknowns~e.g., Ref. 4!. Several excellent survey ar-
ticles ~e.g., Refs. 5 and 6! and books7 have been written on
the subject and no attempt is made here to list all the relevant
literature.

Mismatch, i.e., errors in the underlying assumptions
upon which the predictions~referred to as replica vectors!
used in MFP are based, can have two effects. The first is a
degradation in the quantitative match~e.g., correlation! be-
tween the predictions and measurements even when the pre-
dictions are based on the true values of the parameters being
estimated.8 The second effect is a shift in the peak of the
match away from its correct location, resulting in biased es-
timates of the parameters. When the unknown parameters
being estimated are associated with the location of an acous-

tic source, this second effect is akin to the optical phenom-
enon of mirages, where reflections of distant objects caused
by the atmospheric temperature structure make them appear
to be closer than they actually are. The focus of this work is
on the second effect. It occurs when the unknown parameters
being estimated are coupled to those quantities being incor-
rectly assumed as known in the replica vector calculations.
Understanding the effects of mismatch is critical to the
proper interpretation of estimates obtained from MFP inver-
sions.

The parameters being estimated here are the range,
depth, and azimuth of an underwater acoustic source. Broad-
band MFP processing is applied to ocean acoustic data col-
lected by hydrophone line arrays oriented in the vertical di-
rection ~VLA !, in the horizontal~HLA !, and tilted at a
nominal angle of 45° from vertical~TLA !. The mismatch is
associated with errors in ocean bottom bathymetry and in the
assumed tilt from vertical of a line array.

Large offsets in the broadband MFP-derived source po-
sition from its true location were discovered accidentally
during SWellEx-3, a shallow water experiment off the coast
of San Diego in 1994. A range-independent geoacoustic
model with a 200-m water column was used in the calcula-
tion of the replica vectors for a VLA in a broadband MFP
inversion for the source range and depth. Although the prop-
erties of this range-independent model corresponded ap-
proximately to those along the initial part of the track, these
same replica vectors were also used for the latter part of the
track, even though the actual water depth decreased steadily
by over 100 m. The expectation was that the MFP peak
would break up, i.e., be significantly degraded, and so be-
come randomly located in range and depth due to the severe
water depth mismatch. The point at which this breakup oc-
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curred would determine the azimuthal resolving capabilities
of a vertical array as provided by the azimuthal dependence
of the bottom bathymetry in this environment.9 Rather than
breaking up, the MFP peak behaved in a consistent way; it
shifted progressively farther away and deeper from the actual
source location as the true water depth became shallower.
The broadband MFP peak remained coherent until near the
end of the track, at which point the source appeared to be
more than twice as deep as its actual 50-m depth, and nearly
10 km farther away than its true range of 6 km.

The purpose of this paper is to provide physically mean-
ingful explanations for these results as well as those from the
line arrays of various geometries deployed in 1996 near the
same site. The first section provides a description of these
two shallow water experiments and the two source tow
events whose data are discussed in the paper. The method
used to process the data is outlined in Sec. II and the broad-
band MFP results for the two events are presented in Sec. III.
In Sec. IV, a simple adiabatic normal mode model is devel-
oped and its predictions are compared to the actual MFP
results. The model predictions provide surprisingly good fits
to the MFP results. Suggestions for useful applications and
extensions of this simple model are given in Sec. V. Finally,
some conclusions and implications from the work are listed
in Sec. VI.

I. DESCRIPTION OF THE EXPERIMENTS AND EVENTS

A. The experiments

The data discussed in this paper were collected during
two shallow water experiments 10–15 km west of San Di-
ego. SWellEx-3 was conducted in the summer months of
July and August of 1994, and SWellEx-96 in May 1996.
These experiments are part of the set of ‘‘Shallow Water
Evaluation Cell Experiments’’~SWellEx! jointly conducted
by the Marine Physical Laboratory~MPL! and the Naval
Command, Control, and Ocean Surveillance Center, RDT&E
Division ~NRaD! over the past six years. Several other orga-
nizations also have participated in these experiment, notably
the Naval Research Laboratory~both SWellEx-3 and
SWellEx-96!, Lockheed Aeronautical Systems Company
~SWellEx-3!, Tracor~SWellEx-3!, and Science Applications
International Corporation~SWellEx-3!.

Figure 1 shows a map of the study site with contours of
the ocean bottom bathmetry and the locations of sources and
receivers in the two experiments superimposed. The site is
bounded to the west by the shallow underwater ridge called
the Cortes Bank and to the east by Point Loma, a peninsular
land mass just to the west of downtown San Diego. The
southern tip of Point Loma marks the entrance to San Diego
Harbor. Most of the shipping traffic associated with the har-

FIG. 1. Plan view of the source tow
tracks for the Arc 94 and the XSlope
96 events along with bottom bathym-
etry contours. The contour intervals
occur at 20-m increments. The loca-
tion of R/P FLIP in SWellEx-3, from
which the vertical array~VLA ! was
deployed, is indicated by the heavy
circle labeled ‘‘FLIP 94.’’ FLIP’s lo-
cation in SWellEx-96 was to the north,
at the heavy circle labeled ‘‘FLIP 96.’’
This location also indicates the posi-
tions of the vertical and tilted line ar-
rays ~VLA and TLA! deployed from
FLIP. A heavy circle 1.9 km to the
south of FLIP 96 marks the deploy-
ment position of the horizontal line ar-
ray ~HLA ! in SWellEx-96. The tick
marks along Arc 94~solid squares!
and those along XSlope 96~solid
circles! occur every 5 min.
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bor is composed of small and medium-sized recreational
boats and large Navy ships, although a modest number of
commercial ships also visit the port.10 The heavy circles in
the figure indicate the locations of the underwater hydro-
phone arrays whose data are discussed in this paper. The
primary SWellEx-96 position is 7 km to the north of that in
SWellEx-3. The figure also shows that water depths near the
site vary from 50 m to 200 m. This variable bottom bathym-
etry provides the opportunity to conduct source tows along
tracks with various degrees of range dependence in water
depth.

Several types of data acquisition systems have been de-
ployed in the SWellEx experiments. However, most of the
data presented in this paper were collected by one type of
sensor system, the Marine Physical Laboratory’s ‘‘SRP’’ ar-
rays. These underwater acoustic receivers are large-dynamic-
range, digital, hydrophone arrays. The large dynamic range
is provided by 24-bit A/D converters that are located adja-
cent to each hydrophone element at the wet end, thereby
reducing the possibility of cross-talk and other electronic
self-noise. The arrays are constructed in modular fashion of
from one to four interchangeable subarrays. Each subarray
contains 16 low-frequency hydrophone channels~5–750 Hz!
spaced at equal intervals of 1.875 m~equal to half-
wavelength spacing at 400 Hz!. Included in each subarray
are four additional, equally spaced hydrophones whose out-
puts are fed into nine narrow-band filters~the filters’ center
frequencies occur in 0.5-kHz increments from 9.0 kHz to
13.0 kHz! to provide acoustic element localization capabil-
ity. Additional details on the SRP array hardware are pro-
vided in Ref. 11.

Data from a second type of sensor system, the ‘‘AODS’’
array deployed in SWellEx-96, also are presented in this pa-
per. The All Optical Deployable System~AODS! array, de-
signed by NRI, manufactured by Litton, and deployed by
NRaD, is a 32-element, 240-m aperture array. Its data sam-
pling rate is 3277 Hz, slightly more than twice the 1500-Hz
rate of the SRP arrays. Although two AODS arrays were
deployed in the horizontal on the ocean bottom during
SWellEx-96, only the data from the array located closest to
FLIP are discussed here.

In the SWellEx experiments, MPL’s Floating Instrument
Platform~FLIP!, a 100-m-long spar buoy, has been the cen-
tralized data acquisition platform. R/P FLIP is held in a
stable position by mooring it in a three-point configuration to
the ocean bottom. During SWellEx-3, a 64-element SRP ar-
ray was deployed in the vertical direction from FLIP and it
covered the lower 120 m of the 200-m deep water column at
the site. In SWellEx-96, the vertical array also spanned the
lower 120 m, but the water depth extended to 216 m. A
second 64-element SRP array, tilted about 45° from the ver-
tical, was used along with a vertical SRP array. This array
had an effective vertical aperture of 80 m, spanning the
depths of 70 m to 150 m, and approximately the same effec-
tive horizontal aperture. It angled downward in the easterly–
southeasterly direction so that its horizontal endfire direc-
tions were 112° and 292°. These two SRP arrays were cabled
back to R/P FLIP, where the data were recorded continu-
ously throughout the 2–3 week duration of the experiments.

In addition, a horizontal AODS array was deployed about 1.9
km south of FLIP. A straight-line fit to the AODS array
shape is oriented at an angle of 34° to the east from true
north, with a slight bow concave to the E–SE being the most
significant deviation from the straight-line fit. This array was
fiber-optic cabled back to shore where its data were recorded.
Hereafter, the vertical arrays will be referred to as ‘‘VLA’’’s
the tilted array as the ‘‘TLA,’’ and the horizontal array as the
‘‘HLA.’’

B. The events

During the event from SWellEx-3 in 1994~hereafter re-
ferred to as the ‘‘Arc 94’’ event!, a 50-m-deep underwater
acoustic source tow was conducted first along a radial line
away from the VLA, and then along an arc-shaped track at
constant range from the array. Figure 1 shows this source
track along with the surrounding bottom bathymetry and the
position of the array at ‘‘FLIP 94.’’ Solid square tick marks
are placed along the track at 5-min intervals. The radial part
of the track, starting just to the north of the array and cover-
ing a distance of about 4 km, occurred over an area of nearly
constant 200-m water depth. After completing this radial run
out to a range of 6 km, the source ship made a 270° turn to
port and headed eastward along an arc for another 4 km,
passing into progressively shallower water. The towed
source, a J-13 transducer deployed to a nominal depth of 50
m, generated a set of ten tones, at 53, 69, 85, 101, 117, 133,
149, 165, 181, and 197 Hz.

Also shown in Fig. 1 is the ship track for the
SWellEx-96 event discussed in this paper, called the ‘‘XS-
lope 96’’ event. The projecting source was towed at a depth
of 55 m, starting 8 km to the south of the array position. The
tow ship maintained constant speed on a heading of 12° true,
coming within 500 m to the east of the HLA and 1 km to the
east of FLIP~‘‘FLIP 96’’ !, and finishing the event about 3
km to the northeast of FLIP. Along the track, the water be-
came gradually shallower as the ship traversed cross-slope
over the bottom bathymetry, with a more rapid decrease near
the end. At the beginning of the event, the source was near
broadside to the effective horizontal aperture of the TLA and
passed through its endfire to the east at about the time of
closest approach, whereas it was at broadside to the HLA at
its nearest approach. The source transmitted 13 ‘‘pilot’’
tones ~i.e., tones with large post-processed signal-to-noise
ratio! from 49 to 388 Hz. Associated with each of the 13
pilot tones were 4 additional tones, higher in frequency by
3-Hz increments and at progressively lower signal-to-noise
ratio, that were generated to examine minimum detectable
level issues.12,13 Only the pilot tone results are discussed in
this paper.

II. DATA PROCESSING

The time series from each of the SRP arrays’ elements
was windowed with a Kaiser–Bessel window ofa52.5 and
then Fourier transformed using an FFT length of 2048
points, resulting in a frequency resolution of 0.73 Hz~the
data sampling rate was 1500 Hz!. The FFT length for the
HLA data was doubled so that the frequency resolution was
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approximately the same as with the SRP data. Sequential
FFTs were overlapped by 50%. The time series of complex
Fourier coefficients in the frequency bins corresponding to
the towed source frequencies, 10 for the SWellEx-3 case and
13 for SWellEx-96, were then extracted and averaged data
cross spectral matrices were formed.

The matched field replica vectors at the frequencies of
interest for each of the grid points in range, depth, and azi-
muth were created using the normal mode program
Kraken.14 The range and depth grid for the computations was
composed of points equally spaced by approximately 20 m in
range and 2 m indepth. For azimuth, angles from array end-
fire to endfire~0° to 180°! in 1-deg increments were covered.
Range-independent geoacoustic models were used as input to

Kraken for data processing in both experiments, even though
appreciable water depth changes occurred along the source
tow tracks, particularly in SWellEx-3~as shown in Fig. 1!.
The two sound speed profiles used in creating the replica
vectors for the experiments are shown in Fig. 2. The addi-
tional geoacoustic parameters for the ocean bottom are listed
in Table I.

The sediment layer at the SWellEx site is composed of
undifferentiated and unconsolidated sediments and is derived
from the Cretaceous sandstone and shale and Tertiary mud-
stone and shale sedimentary rocks in the area.15 The shear
wave velocity is assumed to be zero everywhere in the me-
dium. This assumption is justified by the fact that the actual
shear wave velocity in these unconsolidated sediments is
very small~only 100–200 m/s! and so the effects of bottom
shear on the underwater acoustic field can be accounted for
by a small increase in the effective compressional attenua-
tion of the bottom.16 For both experiments, the actual water
depth measured at the arrays’ locations during the experi-
ments is used in generating the replica vectors. Also, the
water column sound speed was obtained from a CTD cast
taken near R/P FLIP and near the time when the specific
source tow events were conducted. Sediment thickness was
extracted from published isopach maps, and published and
unpublished seismic reflection profiles. The other geoacous-
tic parameters were obtained from an NRaD geoacoustic data
base15 that was based on sediment grain size distributions
measured in the 1950’s17 and empirical equations.18 No ef-
fort was made to improve these initial geoacoustic models
nor to account for distortions in array shape, except for array
tilt, in order to improve the MFP correlations presented here.
~Other published work on MFP performance at the SWellEx
site19 has used refined geoacoustic parameters obtained from
matched field inversions of data from a 1993 experiment in
the same area.16!

The correlation values of the data and replica vectors at
each range, depth, and azimuth grid point and at each time
period, using the Bartlett processing approach~e.g., Ref. 20!,
were incoherently averaged across frequency. Representing
the time series of the vectors of complex Fourier coefficients
in the frequency bins corresponding to theN towed source
frequencies asp( f i ,t), i 51,2,̄ ,N, whereN equals 10 for
SWellEx-3 and 13 for 1996, and the replica vectors at each

FIG. 2. The sound speed profiles and the water-column depth used in gen-
erating the range-independent replica vectors for the Arc 94 event in
SWellEx-3 ~solid curve! and the XSlope 96 event in SWellEx-96~dashed
curve!.

TABLE I. Geoacoustic parameters for replica vector calculations.

Arc 94, SWellEx-3 XSlope 96, SWellEx-96

Water depth~m! 198 216.5~VLA, TLA !
213 ~HLA !

Sound speed at top of sediment layer~m/s! 1554 1572.3
Sound speed at bottom of sediment layer~m/s! 1575 1593.0
Sediment layer thickness~m! 30 23.5
Sediment density~g/cc! 1.74 1.76
Sediment attenuation~dB/kmHz! 0.2 0.2
Sound speed at top of subbottom~m/s! 1861 1881
Sound speed gradient in subbottom~1/s! 1.705 1.705
Subbottom attenuation~dB/kmHz! 0.04 0.06
Subbottom density~g/cc! 2.0 2.1
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of the grid points in range, depth, and azimuth as
p̂( f i , r̂ ,ẑs ,û), i 51,2,...,N, then:

C̄2~ r̂ ,ẑs ,û,t ![
1

N
(
i 51

N up~ f i ,t ! p̂* ~ f i , r̂ ,ẑs ,û !u2

up~ f i ,t !u2u p̂~ f i , r̂ ,ẑs ,û !u2

5
1

N
(
i 51

N
p̂* ~ f i , r̂ ,ẑs ,û !Sp~ f i ,t ! p̂~ f i , r̂ ,ẑs ,û !

up~ f i ,t !u2u p̂~ f i , r̂ ,ẑs ,û !u2
.

~1!

The quantitySp( f i ,t) represents the data cross spectral ma-
trix, equal to the outer product of the data vector,p( f i ,t).
Finally, the maximumC̄2 value over all ranges, depths, and
azimuths at each time period is selected and plotted.

III. RESULTS

In this section, the results from SWellEx-3 will be pre-
sented first, followed by those from SWellEx-96.

A gray-scale plot of the MFP-estimated range to the
towed source as a function of time during the Arc 94 event is
shown in Fig. 3. This plot was created by taking a slice at a
fixed source depth of 50 m from each of the range-depth
ambiguity surfaces for each processing period, after incoher-
ently averaging across frequency, and then vertically stack-
ing these slices. For the first 30–35 min of the plot, the range
steadily increases from 1 to 6.5 km as the source was being
towed along the radial part of the track. For this radial sec-
tion, the MFP results accurately represent the true source
track since the range-independent geoacoustic model used in
calculating the replica vectors approximates the actual envi-
ronmental parameters. Shortly after the turn on to the arc part
of the track, about 35 min into the plot, the MPF track dis-
integrates due to the bathymetry mismatch as the source trav-
els into progressively shallower water.

However, a quite different picture emerges if the source
depth is allowed to vary. That is, instead of extracting the
range-depth ambiguity slices at a fixed source depth, Fig. 4
was obtained by extracting the slices at that source depth
with the maximum MFP correlation value. The MFP-derived
track, rather than breaking up after the turn 35 min into the
event, now indicates that the range to the source continued to
increase, even though the true range to the source remained
nearly constant along the arc part of the track. This remark-
able effect is illustrated more clearly in Fig. 5. The range of
the maximum MFP correlation, at the source depth with the
maximum correlation, is plotted as a function of time~as
individual diamonds! along with the true source range~plot-
ted as a line of short dashes!. The other two lines in the
figure ~plotted as a line of dots and as a line of long dashes!
that follow approximately the MFP range estimates are pre-
dictions from the simple model and will be discussed in the
next section. As the water depth under the source becomes
shallower, decreasing by over 100 m near the end of the
event, the source appears to the MFP processor to continue
to increase in range, exceeding the true range by as much as
10 km.

Because of the surprising MFP results, plane wave
beamforming was performed with the vertical array data to
determine how the vertical arrival structure changed with
decreasing water depth along the arc. The results are shown
in Fig. 6. A phase speed of 1500 m/s was used in the calcu-
lations. No abrupt change in arrival structure occurs after the
turn onto the arc 35 min into the plot. Rather, the vertical
arrival structure continues to evolve with time in the same
way as if the source continued out in range along the radial
part of the track.

The corresponding depth of the maximum MFP correla-
tion, at the source range with the maximum correlation, is
plotted as a function of time in Fig. 7. As the water depth

FIG. 3. Gray-scale plot of the MFP-derived range ver-
sus time during the Arc 94 event at a fixed source depth
of 50 m.
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under the source~also shown in the figure! became shallower
after the turn, the MFP-derived source depth gets progres-
sively deeper. That is, even though the true source depth
remained at a nominal value of 50 m, the MFP results indi-
cate that it descended to depths greater than 100 m because
of mismatch in bottom bathymetry. The MFP peak remains
surprisingly coherent in the presence of this large mismatch.
The dotted line that closely follows the MFP peaks is the
prediction from the simple model discussed in Sec. IV.

In addition to these results generated with replica vec-
tors from a range-independent geoacoustic model appropri-
ate for the radial part of the track, results for the Arc 94 event
also were created using replica vectors produced by an adia-

batic normal mode code using a range-dependent environ-
mental model as input. The range dependence of the envi-
ronment was determined by the range-varying bottom
bathymetry between the array and the source when the
source was at a heading of 21° T from the array. All other
geoacoustic properties were set equal to the range-
independent values used previously. The time when the
source was at a 21° T heading was 47 min after the start of
the event. At this time, the water depth below the source was
115 m. The resulting MFP-derived peaks in range versus
time at the peak source depth are shown in Fig. 8 and the
corresponding peaks in depth versus time are presented in
Fig. 9. Included on the plots are the true source range and

FIG. 4. Gray-scale plot of the MFP-derived range ver-
sus time along the Arc 94 track at that source depth
with the peak MFP correlation.

FIG. 5. MFP range-versus-time corre-
lation peaks~plotted with diamonds!
during the Arc 94 event. The true
range to the source from the naviga-
tion data is shown with a medium
dashed line. Also plotted are predic-
tions from the simple analytical
model; the dotted line is from Eq.~27!
and the large dashed line is from Eq.
~28!.
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depth. The MFP results properly localize the source at the
47-min time period, as expected. However, before this time,
the location estimates are too short in range and too shallow
in depth, i.e., they are offset in the other direction from those

in Figs. 5 and 7. Again, the MFP peaks remain quite coher-
ent, even though the bathymetry mismatch between the rep-
lica field ~where the water depth becomes progressively shal-
lower with range to a depth of 115 m at about 6 km! and the

FIG. 6. Gray-scale plot of the vertical plane wave
beamforming output versus time at 372 Hz along the
Arc 94 track. The beamformer spectral density levels
are normalized by frequency and inverse wavelength.

FIG. 7. MFP-derived depth-versus-time peaks~dia-
monds! during the Arc 94 event at the range with the
peak correlation. Also shown is the true source depth
~medium dashed line!, the actual bottom bathymetry be-
low the source during the event~solid line!, and the
simple model prediction given by Eq.~10! ~dotted line!.
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actual data~where for the first 30 min of the event the water
depth is relatively range-independent at nearly 200-m depth!
is significant.

The data collected in SWellEx-96 permit an evaluation
of the relative performance of line arrays deployed in three
different geometries, vertical, tilted at 45°, and horizontal.
The focus here is on potential differences between these
three geometries in the MFP-derived range and depth offsets
due to bathymetry mismatch. Any such differences would
suggest that different array geometries have different sensi-
tivities to environmental conditions and/or use different
pieces of information in the acoustic field to obtain source
position estimates. In addition, for those array geometries
that permit estimates of the source azimuth to be made, i.e.,
the TLA and the HLA, the impact of bathymetry mismatch
on these estimates can be observed. SWellEx-96 results ad-
dressing these two issues now will be presented in turn.

Figures 10–12 show the correlation peaks in range at
variable depth as a function of time during the XSlope 96

event for the VLA, TLA, and HLA, respectively. The true
range of the source from each array also is shown.~Recall
from Sec. I and Fig. 1 that the VLA and TLA were deployed
from FLIP whereas the HLA was deployed 1.9 km to the
south.! Because the water depth mismatch between the
range-independent replica environmental model and the ac-
tual bathymetry in this event is much smaller than in Arc 94,
the MFP range offsets are much smaller. However, for each
of the three geometries, the offset is of the same order in
distance and in the same direction, i.e., MFP overestimates
the range, particularly near the end of the track. The curves
that provide close fits to the MFP peaks are predictions from
the simple model to be discussed in the next section.

The corresponding correlation peaks in depth as a func-
tion of time for each of the three array geometries are dis-
played together in Fig. 13. The bathymetry of the ocean bot-
tom under the source is given in the lowermost curve. The
depth offsets are almost identical for the three cases; the
MFP depth estimates become increasingly deeper as the

FIG. 8. MFP range-versus-time correlation peaks~dia-
monds! along the Arc 94 event using range-dependent
bottom bathymetry in the replica vector calculations.
The bottom bathymetry used was that between the
source and receiver when the source was at a heading of
21° true from the array, which occurred 47 min into the
event. The true range to the source is plotted with a
dashed line and the simple model prediction, from Eq.
~A5! in the Appendix, is plotted with a dotted line.

FIG. 9. The corresponding MFP depth-versus-time
peaks~diamonds! using the same range-dependent rep-
lica vectors as in Fig. 8. The true source depth is plotted
as a dotted line, the water depth below the source dur-
ing the event is plotted with a solid line, and the model
prediction, from Eqs.~A1! and ~A5!, is shown as a
dashed line.
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source traverses into shallower water. Note that just before
the point of closest approach to the HLA, around 40 min into
the event, the MFP peaks in range and depth for the HLA
become scattered. The reason for this scatter is that the
source also was at broadside to the HLA at this time. Be-
cause of this fact, the acoustic field varies little across the
array aperture, resulting in a poor depth estimate.

Therefore, the results in these last four figures show that
the MFP-derived source range and depth offsets due to
bathymetry mismatch are independent of line array geom-
etry. Turning now to the second issue of the effects of
bathymetry mismatch on the estimated source bearing, the
TLA and HLA source azimuth versus time results are pre-
sented in the final two figures. In Fig. 14, the boxes indicate
the azimuth with the peak MFP correlation from the TLA as
a function of time during the XSlope 96 event. Plotted as a
dotted line is the actual source azimuth versus time with
respect to this array, obtained from the navigation data. The
180° ambiguity in the MFP results about endfire to the hori-
zontal aperture of the TLA, which occurs at an azimuth of

112° ~58 min into the event!, has been removed from the
plot. Agreement is quite good between the MFP results and
ground truth except near endfire where a bias of 10° to 20°
away from endfire occurs.

Also presented in Fig. 14 are azimuth versus time results
for the HLA during the XSlope 96 event along with ground
truth. Both the MFP-derived azimuths~plotted as diamonds!
as well as the plane wave beamformer results~plotted as
plusses! are shown. The two processors follow the actual
track quite well except for the breakdown in the plane wave
beamformer results near endfire~34°!, as expected. Also, the
small offset between the plane wave and the MFP results that
occurs between 40 min and 50 min, around the time of clos-
est approach, is caused by neglect of wavefront curvature in
the plane wave beamformer. The output from curved wave-
front beamforming focused at a 1-km range is nearly identi-
cal to the MFP track. Notably, the MFP results transition
smoothly through endfire without the significant offset seen
in the TLA azimuth data. Therefore, the azimuthal bias ob-
served in the TLA results appears to be associated with that

FIG. 10. Range-versus-time peaks, at the source depth
with peak correlation, using the VLA data during the
XSlope 96 event. The true source/receiver range is plot-
ted with a dashed line and the model prediction using a
single straight-line fit to the bathymetry@Eq. ~28!# is
plotted with a dotted line. The six gaps that appear in
the MFP-derived track, as well as the gaps in all re-
maining figures, are a result of the towed source trans-
mitting a different waveform than the 13-tone comb.

FIG. 11. The corresponding MFP range-versus-time
peaks using the TLA data during the XSlope 96 event.
All other aspects of this plot are the same as in Fig. 10.
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array geometry and not generally with bathymetry mismatch.
To examine the azimuthal bias of the TLA near endfire

in greater detail, the 7-min period from 54 min to 61 min into
the event encompassing the passage through endfire was re-
processed in various ways. Figure 15 shows the effects of
changes in the range-independent environmental model used
to calculate the replica vectors. For reference, the MFP data
points from the TLA in Fig. 14~boxes! are plotted again, this
time with diamonds. The results from both decreasing and
increasing the water depth by 5 m are plotted with plus signs
and boxes, respectively, and those from using another sound
speed profile taken at a different time on the same day are
shown as ‘‘3’’ ’s. The two data gaps centered at 56 min and
59 min are the result of the towed source broadcasting a
different signal than the 13-tone comb for these short peri-
ods. Clearly, none of these changes in the environment, in-
cluding those that change the amount of bathymetry mis-
match, have an appreciable effect on the azimuthal bias near
endfire. However, for all these runs, the assumed tilt of the

array was fixed at 47° from vertical. Additional runs with a
47° tilt were made where the duration of the data used to
estimate the data cross spectral matrix was changed~from
5.5 s to 62.8 s!, the FFT length was changed~from 2048 to
8192!, and variations were made in the number of modes at
each frequency that were used in the replica field calculation.
The azimuthal results~as well as those for source range and
depth! using these various processing parameters show no
significant differences from those for a 47° array tilt in Fig.
15. Rather, the explanation for the azimuthal offset near end-
fire is that mismatch exists in the tilt of the TLA rather than
because of bathymetry mismatch or other possible effects.
Plotted in Fig. 15 are the MFP azimuthal results for an as-
sumed TLA tilt of 44°~asterisks! which shows much closer
agreement with the actual source azimuth. Further discussion
of this topic is delayed until the next section where a predic-
tion of the amount of azimuthal bias due to errors in array tilt
is derived.

FIG. 12. The corresponding MFP range-versus-time
peaks using the HLA data during the XSlope 96 event.
All other aspects of this plot are the same as in Figs. 10
and 11. Note that the HLA was not recording data until
25 min after the start of the event.

FIG. 13. The MFP depth-versus-time peaks, at the
source range with peak correlation, during the XSlope
96 event from the VLA~diamonds!, the TLA ~plusses!,
and HLA ~squares! data. The actual water depth under
the source during the event~dotted line! and the range-
independent water depth used in the replica vector cal-
culations for the VLA and TLA~large-dashed line! and
for the HLA ~small-dashed line! also are shown. In ad-
dition, the true depth of the source measured by a depth
gauge is plotted as a solid curve.
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IV. SIMPLE MODEL

A. Adiabatic normal mode model development

To explain the offset of the MFP-derived source location
from the true location with VLA data in SWellEx-3, a simple
analytical model based on normal modes in an ideal wave-
guide was developed.21 This model explains why a reduction
in range-depth ambiguity is achieved by averaging across
frequency, even in the presence of some forms of mismatch.
It is based on matching a ‘‘true’’ field with a replica vector
field, where both true and replica fields are calculated using
adiabatic mode theory in homogeneous, ideal waveguides
bounded by pressure-release surfaces on both top and bot-
tom. The densities and water sound speeds in the two model
waveguides also are identical; the only difference~mis-
match! is in the range dependence of the waveguide depths.
The development of this model, extended to the MFP esti-
mation of source azimuth with tilted and horizontal arrays,
will now be presented.

Consider a range-independent waveguide with a con-
stant sound speed,c, bounded by pressure-release surfaces
on top, atz50, and bottom at depthz5D. The pressure field
measured by theqth omnidirectional receiver at depthzr

q due
to a single-tone point source in such a waveguide at a range
of r̂ q( û) and depthẑs can be written as:

p̂~ r̂ q~ û !,zr
q ,ẑs!5 (

n50

N21
Â

@ k̂nr̂ q~ û !#1/2
ĉn~ ẑs!cn~zr

q!

3exp@ i k̂nr̂ q~ û !#, ~2!

where the normal modes~eigenfunctions! are:

ĉn~z!5sin~ ĝnz! ~3!

and the corresponding vertical wave number~eigenvalue! for
moden is:

ĝn5
np

D
. ~4!

FIG. 14. The azimuth-versus-time results estimated
from the TLA and the HLA data during the XSlope 96
event. Those for the TLA, plotted as boxes, were de-
rived using MFP with an assumed tilt from vertical of
47° in the replica vector calculations. For comparison,
the true azimuth from this array to the source is shown
as a dotted curve. The results from the HLA data of
using both MFP~diamonds! and plane wave beamform-
ing ~plusses! are shown along with the actual bearing to
the source~solid curve!.

FIG. 15. An expanded view of the MFP-derived azi-
muth versus time using the TLA data for a 7-min period
around when the source passed through array endfire
during the XSlope 96 event. The data from Fig. 14,
where the range-independent water depth used in the
replica vector calculations was equal to that measured
at the array location and the array tilt was assumed to
be 47°, are replotted with diamonds. The MFP results
obtained after decreasing and increasing by 5 m the
range-independent water depth used in the replica vec-
tor calculations, but keeping the assumed tilt at 47°, are
plotted with plusses and squares, respectively. Addi-
tional results for an assumed 47° tilt using a different
water sound speed profile taken at another time during
the experiment along with the actual water depth mea-
sured at the array position are plotted with ‘‘3’’ ’s. All
of these results differ little from one another. In con-
trast, the MFP results of using an array tilt of 44°, and
the actual water depth at the array, are plotted with
asterisks and show much better agreement with the true
bearing to the source, shown as the solid curve.
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The mode horizontal wave number is given byk̂n5(k2

2ĝn
2)1/2. The source–receiver range for theqth element is:

r̂ q~ û !5 r̂ o1Dr q cos~ û !, ~5!

with û representing the angle of the source from endfire of
the horizontal projection of the tilted receiving array,r̂ o the
source–receiver range to a reference element in the array,
and Dr q being the horizontal distance of theqth element
from the reference element. The expression given in Eq.~5!

assumes that the source is in the array far field so thatû is
constant along the array. Equation~2! is used to calculate the
replica vectors for a tilted array. The hat~‘‘ ˆ ’’ ! symbol is
used to indicate the properties to be estimated or modeled in
the MFP calculation. The termÂ represents a complex
frequency-dependent amplitude term that is independent of
mode number, source depth, azimuth, and range.

In weakly range-dependent environments, the coupling
of energy between modes can be ignored and the ‘‘adia-
batic’’ mode approximation can be used. In this approxima-
tion, the assumed range-independent normal mode eigen-
function evaluated at the presumed source depth,ĉn( ẑs), is
replaced by the actual modal eigenfunction at the source lo-
cation,cn

s(zs)5sin(gn
szs), wherezs is the true source depth.

The true mode vertical wave number at the source location,
gn

s , is given by Eq.~4! with D replaced byds , the true water
depth at the source location. Also,k̂nr̂ q is replaced by
*0

Rq kn dr with Rq(u)5Ro1Dr q cos(u). The source azimuth,
u, is the actual horizontal arrival angle as perceived by the
receiving array, i.e., it may include effects of horizontal re-
fraction. In the following, the notation*kn dr will be under-
stood to represent the definite integral*0

Rq kn dr. Equation
~2! then becomes:

p~Rq ,zr
q ,zs!5 (

n50

N21
A

~*kn dr !1/2cn
s~zs!cn~zr

q!

3expF i E kn dr G . ~6!

Equation~6! is used to calculate the ‘‘true’’ pressure field for
predicting the MFP results.

The matched field output to be maximized by the appro-
priate selection ofr̂ , ẑs , and û is an amplitude squared and
normalized version of:20

MFP output[(
q

p~Rq ,zr
q ,zs! p̂* ~ r̂ q ,zr

q ,ẑs!, ~7!

so that, matching the replica vectors calculated using Eq.~2!
with the ‘‘true’’ pressure field given by Eq.~6! yields:

(
q

p~Rq~u!,zr
q ,zs! p̂* ~ r̂ q~ û !,zr

q ,ẑs!

5(
q

(
n50

N21
AÂ

~ k̂nr̂ q*kn dr !1/2
@cn

s~zs!ĉn~ ẑs!#cn
2~zr

q!

3expS i E kn dr2 i k̂nr̂ qD 1cross terms. ~8!

Equation~8! shows that matching in depth involves the prop-
erties of the medium only at the source and receiver loca-
tions, whereas matching in range involves an integrated ef-
fect over the whole range between source and receiver. As
will be shown below, the match in azimuth depends only on
the properties at the receiver location. With the model used
here, the modal vertical wave numbers are a function only of
water depth and do not depend on frequency.

Upon examination of the term inside the brackets in Eq.
~8!, it is immediately obvious that to match in depth, the
requirement is:

gn
szs5ĝnẑs , ~9!

or, after plugging in for the expressions for the vertical wave
numbers:

ẑs5
D

ds
zs . ~10!

Note that the expression in Eq.~10! is independent of mode
number and frequency, so that it represents the best match in
depth for all modes and frequencies.

Determining the estimated source range~and from that
the source azimuth! that provides the best match between
true and replica fields is not as straightforward as it was with
depth. The reason has to do with the differences in the type
of information in the acoustic field that the matched field
processor uses to obtain source range and depth. Whereas the
prediction of the source depth is obtained by matching true
and replica fields mode-amplitude-by-mode-amplitude over
depth, the range estimate is based on matching modal spatial
interference patterns. Therefore, the cross terms in Eq.~8!
contain the information required to estimate range. To ac-
count for these modal interaction terms, a specified reference
mode ~whose quantities are indicated by a subscript ‘‘l’’ !,
can be factored out of the the range-independent and adia-
batic normal mode expressions in Eqs.~2! and ~6!. Ignoring
cylindrical spreading and focusing on those terms that de-
pend on range, the MFP output is then:

(
q

p~Rq! p̂* ~ r̂ q!5(
q

BlB̂l expF i E kl dr2 i k̂ l r̂ qG
3H 11 (

n51

N21
Bn

Bl

expF i E Dkn,l drG
1 (

n51

N21
B̂n

B̂l

exp@2 iD k̂n,l r̂ q#

1S (
n51

N21
Bn

Bl

expF i E Dkn,l drG D
3S (

n51

N21
B̂n

B̂l

exp@2 iD k̂n,l r̂ q#D J . ~11!

The wave number difference quantities are defined asDkn,l

[kn2kl and D k̂n,l[ k̂n2 k̂l . Also, the terms in the mode
expansion that are independent of range have been lumped
together into mode-dependent amplitudes,Bn and B̂n . In
maximizing the MFP output with respect to range, the first
three terms inside the braces in Eq.~11! can be ignored.
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Expanding the fourth term involving the product of two sums
then:

(
q

p~Rq! p̂* ~ r̂ q!5(
q

expF i E kl dr2 i k̂ l r̂ qG
3F (

n51

N21

BnB̂n expF i E Dkn,l dr

2 iD k̂n,l r̂ qG1cross termsG , ~12!

where the cross terms have the form:

BjB̂n expS i E Dkj ,l dr2 iD k̂n,l r̂ qD
1BnB̂j expS i E Dkn,l dr2 iD k̂ j ,l r̂ qD . ~13!

From Eqs.~12! and ~13!, the predicted MFP range is deter-
mined by the simultaneous match of the following two equa-
tions:

E Dkn,l dr5D k̂n,l r̂ q , ~14a!

E kl dr5 k̂l r̂ q1h2p, ~14b!

whereh is an integer.
To obtain an expression for the predicted MFP azimuth,

both sides of the expressions in Eqs.~14a! and ~14b! are
divided into the sum of two parts; one pertaining to the range
between the source and the reference receiver~from 0 toRo)
and the second associated with the horizontal distance across
the tilted array aperture~from Ro to Rq). Using the expres-
sions for r̂ q( û) andRq(u) given earlier, then:

E
0

Ro
Dkn,l dr1E

R0

Rq
Dkn,l dr5D k̂n,l r̂ o1D k̂n,lDr q cos~ û !,

~15a!

E
0

Ro
kl dr1E

R0

Rq
kl dr5~ k̂l r̂ o1h2p!1 k̂lDr q cos~ û !. ~15b!

These equations can be satisfied by setting

E
0

Ro
Dkn,l dr5D k̂n,l r̂ o ~16!

and

E
R0

Rq
kl dr5 k̂lDr q cos~ û !. ~17!

This approach results in the separation of the MFP estimate
for source range and source azimuth. In doing so, the integer
h disappears. The reason is that the terms,*0

Rokl dr and

k̂l r̂ o1h2p @re: the left-hand terms on both sides of Eq.
~15b!#, now are independent of array element number,q.
Therefore, the exponentials involving these terms can be
taken outside the sum overq in Eq. ~12! for the MFP output,
where they disappear because only the amplitude of the out-

put is relevant; absolute phase information is discarded. An
ambiguity of 2p does not exist for the range integral fromRo

to Rq in Eq. ~17! since the interelement spacing of the tilted
array is presumed to be sufficient to prevent spatial aliasing.
Therefore, Eq.~17! can be rearranged to give:

cos~ û !5
1

k̂nDr q

E
Ro

Rq
kn dr, ~18!

where the upper limit of the integration isRq(u)5Ro

1Dr q cos(u). Equation~18! shows that any potential MFP
azimuthal bias is due solely to mismatch across the horizon-
tal aperture of the array. If the range dependence of the mode
wave numbers across this aperture is negligible, then the
MFP-derived estimate of azimuth becomes simply:

cos~ û !5
kn

k̂n

cos~u!. ~19!

This equation is an expression of Snell’s law. Using a Taylor
series expansion and keeping the first term~to the order of
the cube of the ratio of the vertical wave number to the
medium wave number!, then

cos~ û !5S 12
1

2

1

k2 ~gn
22ĝn

2! D cos~u!. ~20!

The other part of the separation that gives the MFP
source range estimate, i.e., Eq.~16!, can be rewritten as:

r̂ o5
*Dkn,l dr

D k̂n,l

, ~21!

where the integral now is over the range from the source to
the reference array element.

To proceed further, the integral over range of wave
number differences given in Eq.~21! must be evaluated. Re-
writing Eq. ~5! for the mode wave numbers askn5k(1
2(gn

2/k2))1/2 and using a Taylor series expansion gives:

E Dkn,l dr52
1

2

1

k E ~gn
22g l

2!dr2
1

8

1

k3

3E ~gn
42g l

4!dr2¯

2
Pu2~m21!21u

2mm!

1

k2m21

3E ~gn
2m2g l

2m!dr2¯ . ~22!

Plugging in the expression for the vertical wave numbers
from Eq.~4! and lettingd(r ) represent the range dependence
of the water depth, then themth term of Eq.~22!, wherem
51,2,3,..., is:

Pu2~m21!21u
2mm!

p2m

k2m21 ~ l 2m2n2m!E 1

d~r !2m dr. ~23!
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The integral in Eq.~23! can be evaluated easily if the
bottom bathymetry between source and receiver is modeled
by connected straight-line segments. Each of theM segments
is defined by a starting range,xi 21 , and ending range,xi , so
that the true range,R0, is:

Ro5(
i 51

M

~xi2xi 21!. ~24!

The water depths at the starting and ending ranges of seg-
ment i are di 21 and di , respectively. Letting the bottom
slope within segmenti be:

a i[
di2di 21

xi2xi 21
~25!

so that the range-dependent bottom depth within the segment
is d(r )5di 211a i(r 2xi 21), then:

E 1

d~r !2m dr5(
i 51

M
1

a i

1

2m21

3S 1

di 21
2m212

1

~di 211a i~xi2xi 21!!2m21D .

~26!

For a segment wherea i50, the integral over that segment
equals (xi2xi 21)/di 21

2m , an expression which either can be
determined directly from the left side of Eq.~26! or from the
right side by taking the limit asa i approaches 0.

The expressions in Eqs.~21!, ~22!, ~23!, and~26! can be
combined to give the final result for the apparent source
range from this MFP model. Keeping just the first term in the
expansion gives:

r̂ o5
1

k̂n2 k̂l

E
0

Ro
~kn2kl !dr'D2E

0

Ro 1

d~r !2
dr

'D2(
i 51

M
xi2xi 21

didi 21

, ~27!

which is valid to order (gn /k)3. As with the match in depth
given in Eq.~10!, the expression in Eq.~27! is independent
of mode number so that it satisfies all mode differences si-
multaneously and is independent of frequency. However, the
next higher order term in the expansion, to order of (gn /k)5,
is dependent on mode number squared and inverse frequency
squared. It therefore predicts the ultimate breakup of the
MFP peak. However, the natural spatial filtering of the wave-
guide~because of the stronger interaction of the higher order
modes with the attenuating ocean bottom! tends to counter-
act its influence.

A special case is that of a bottom bathymetry model
composed of just one segment. In this case, Eq.~27! be-
comes:

r̂ o5
D

ds
Ro , ~28!

which has exactly the same form as Eq.~10! for the apparent
source depth.

Returning to the expression for the MFP-derived azi-
muth in Eqs.~19! and ~20!, a mismatch in depth at the re-
ceiver location can be introduced by letting the true depth be
D1Dd. Then:

cos~ û !'F12
1

2 S np

kDD 2S 1

~11Dd/D !221D Gcos~u!

'F11S np

kDD 2 Dd

D Gcos~u!. ~29!

The MFP azimuthal bias is dependent on mode number
squared and inverse frequency squared~throughk!. There-
fore, bathymetry mismatch at the receiver location typically
results in degradation in broadband MFP correlation rather
than a bias offset as with source range and depth. As men-
tioned previously, mismatch in bathymetry at other places
along the source-to-receiver path are predicted to have no
effect on the MFP-derived azimuth. This statement does not
take into account horizontal refraction effects, which have
been ignored in this development.

However, a source of mismatch does exist that leads to
significant offsets in the MFP-derived azimuth without ap-
preciable degradation in correlation. It is the error in the
assumed tilt from vertical of an array. To show this, note first
that, to this point in the development, the quantity,Dr q ,
representing the horizontal distance of array elementq from
the reference element, has been taken as a known parameter.
If it is known inexactly, and the assumed value is indicated
as D r̂ q , then Eq.~18! gives in the case of range indepen-
dence across the tilted array aperture:

cos~ û !5
knDr q

k̂nD r̂ q

cos~u!. ~30!

As pointed out before, the ratio betweenkn and k̂n is depen-
dent upon mode number squared and inverse frequency
squared and thus causes, in general, a degradation in corre-
lation. If the environmental mismatch over the receiving ar-
ray aperture is negligible, then:

cos~ û !5
Dr q

D r̂ q
cos~u!. ~31!

Nonlinear distortions in the array shape, e.g., a catenary, in
general result in mismatch that depends upon the position of
the array element along the cable, leading to MFP correlation
degradation. However, because of the large tensions applied
along the array cables in the SWellEx deployments, these
types of distortions are of second order in importance and
will not be considered further here. In contrast, small errors
in the assumed tilt of the array from vertical can lead to large
estimated source position offsets. To consider this effect, let
a represent the interelement spacing of an equally spaced
line array andt the true array tilt from vertical. Then:

Dr q5qa sin~t!. ~32!

If t̂ is the assumed array tilt, then Eq.~31! gives:

cos~ û !5
sin~t!

sin~ t̂ !
cos~u!. ~33!
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This expression for the offset in the apparent azimuth of the
source from its true azimuth is independent of mode number,
so that it satisfies all modes simultaneously, and is indepen-
dent of frequency, so that broadband processing gain is
maintained. Therefore, mismatch in array tilt has the same
effect on source azimuth as does bottom bathymetry mis-
match on the source range and depth.

Equation~33! indicates that the effect of tilt mismatch
on the azimuthal offset is greatest when cos~u! is greatest,
i.e., when the source is near endfire to the horizontal aper-
ture. It also shows that a given amount of mismatch has an
increasing effect as the nominal tilt from vertical decreases.
That is, if the tilt mismatch is a small value, saye, then Eq.
~33! approximately equals:

cos~ û !'F11e
1

tan~ t̂ !Gcos~u!. ~34!

Since the tangent function is a monotonically increasing
function over the interval from 0° to 90°, then the contribu-
tion of the mismatch term inside the brackets in Eq.~34!
decreases as the tilt increases. This result shows that errors in
tilt have negligible effect on the source azimuth obtained
from a horizontal line array, whereas an array oriented at an
appreciable angle away from the horizontal, such as the TLA
deployed at 45° in SWellEx-96, can suffer significant azi-
muthal offsets. Obviously, a line array deployed near the
vertical cannot provide reliable azimuthal estimates.

Several sets of simulation runs were conducted to pro-
vide verification of the basic predictions of this simple
model. They show that bathymetry mismatch causes MFP-
derived depth and range offsets that are predictable by Eqs.
~10! and ~27!, respectively, and that are independent of line
array geometry. Also, the simulations show that no appre-
ciable offsets in azimuth typically occur with this type of
mismatch, even when the mismatch occurs at the receiver
location, as predicted by Eq.~29!. On the other hand, mis-
match in array tilt leads to offsets in MFP estimates of source
azimuth that follow Eq.~33!, without significantly affecting
the corresponding MFP estimates of range and depth. Of
much greater importance, however, is the fact that the simple
model successfully predicts the MFP results using real ocean
acoustic data, as demonstrated in the next part of this section.

B. Comparison of model predictions to results

Because of the nature of the adiabatic approximation,
the simple model just presented predicts that the MFP offset
in depth is determined by bathymetry mismatch at the source
location and at the location of the receiver@only mismatch at
the source location is taken into account in Eq.~10!#,
whereas the MFP offset in range is the result of the inte-
grated mismatch between source and receiver. The two equa-
tions predicting the MFP depth and range offsets, i.e., Eqs.
~10! and ~27!, are independent of mode number. Therefore,
they predict that the MFP peak will remain coherent even in
the presence of significant water depth mismatch. In addi-
tion, both equations are independent of frequency so that
processing gain can be obtained by averaging across fre-
quency. In contrast, the predicted MFP offset in azimuth due

to bathymetry mismatch depends only on mismatch at the
receiver location. The term predicting this azimuth offset is
dependent both upon mode number squared and inverse fre-
quency squared,re: Eq. ~29!, so that bathymetry mismatch at
the receiver usually will cause simply a degradation in MFP
correlation. However, mismatch in array tilt has the same
effect on azimuth as does bathymetry mismatch on range and
depth, i.e., its predominant result is a shift of the apparent
source location away from the true position and not signifi-
cant degradation in broadband correlation.

Figure 5 shows a comparison of the prediction of the
MFP range given by Eq.~27! with the actual MFP result for
the Arc 94 event. Also plotted is the prediction of Eq.~28!
where the bottom bathymetry is modeled by a single straight
line between source and receiver~the curve labeled ‘‘1st Or-
der Predicted Ranges’’!. Both predictions provide reasonably
good approximations to the actual MFP range results. Devia-
tions of the predictions from the actual results that occur
after 52 min into the event may be caused by energy cou-
pling between the modes, the higher order terms in the range
integral in Eq.~22!, and/or bottom penetration.

The fit of the simple model prediction for the MFP depth
offset to the actual data along the Arc 94 track is presented in
Fig. 7. The correspondence between the prediction and the
actual MFP results is surprisingly good, even when bathym-
etry mismatch at the source location exceeds 100%. There-
fore, the model provides quite accurate predictions of the
MFP range and depth offsets due to bathymetry mismatch
for data from a vertical line array.

The results to this point are obtained by matching with
replica vectors from a range-independent environment where
the assumed fixed water depth is greater than or equal to the
actual water depth. The predicted offsets in MFP range and
depth when the replica field is generated using a mismatched
range-varying environment are shown in Figs. 8 and 9, re-
spectively. The model predictions for this case are developed
in the Appendix. For simplicity, the predictions are made
only during the radial part of the Arc 94 track, where the
actual water depth is approximately range independent.
Again, the model fits to the actual MFP results are quite
good.

These fits pertain to the MFP range and depth offsets
obtained with data from a vertical array. Such an array is
aligned with one of coordinate axes of symmetry of the
acoustic waveguide. On the other hand, an array that is tilted
significantly from the vertical breaks this symmetry, thereby
potentially leading to coupling between the MFP offsets in
range and depth, and deviations from the simple model pre-
dictions. However, the MFP range estimates from the VLA,
TLA, and HLA arrays during the XSlope 96 event in
SWellEx-96 are well modeled by the analytical predictions
from Sec. IV B, as seen by the curve fits in Figs. 10, 11, and
12. These range offset predictions are calculated using a
single straight-line approximation to the range-varying
bathymetry between source and receiver@Eq. ~28!#. The pre-
dictions from Eq.~28! agree extremely well with the results
for all three array geometries.~Note that the predictions are
not made until beginning about 7 min after the start of each
figure because the source initially passed over a bathymetric
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trough—re: the dotted bathymetry curve in Fig. 13—prior to
this time, thereby preventing the use of a single straight-line
approximation to the bathymetry.! This agreement, and the
agreement between the three source depth estimates shown
in Fig. 13, indicates that the MFP range and depth offsets
due to bathymetry mismatch are independent of array geom-
etry. A corollory to this conclusion is that the information
contained in the acoustic field that a matched field processor
uses to obtain source range and depth estimates is the same
for all line array geometries, even when the array configura-
tion breaks the waveguide symmetry.

For the MFP estimate of source azimuth, the model pre-
dicts that bathymetry mismatch does not, in general, lead to
an offset. However, the results from the TLA for the XSlope
96 event display a definite bias away from endfire,re: Figs.
14 and 15. As Fig. 15 illustrates, this bias is not affected
appreciably bychangesin bathymetry mismatch, consistent
with the model predictions. The cause of this azimuthal off-
set appears to be an error in the assumed tilt of the array.
Taking this statement to be true, then Eq.~33! provides a
means of inverting directly for the true array tilt using the
observed azimuthal offset. That is, as the source passes
through endfire, then cos~u! equals unity and the azimuthal
offset of approximately 18° away from the true endfire bear-
ing of 112° T seen in Figs. 14 and 15, along with the as-
sumed array tilt of 47° used in the replica field calculations,
suggests that the true array tilt is closer to 44°. Figure 15
shows a comparison of the MFP azimuth results using a tilt
of 47° and a tilt of 44°~plotted as asterisks! over the 7-min
period of the XSlope 96 event as the source passed through
endfire to the TLA. The solid curve is the actual source bear-
ing over time from the navigation data. The azimuthal offset
is nearly eliminated by using the smaller array tilt. Actually,
it appears that the assumed tilt now is very slightly smaller
than the true tilt because of the small offset in the other
direction toward endfire, leading to the sequence of six as-
terisks at a constant 112° azimuth just after 58 min. These
azimuth results are consistent with the simple model predic-
tions. The model predictions also were verified by simula-
tion, not presented here.

Finally, a prediction given by Eq.~33! is that errors in
the tilt of horizontal arrays cause a much smaller MFP azi-
muth offsets than those for an array with a tilt around 45°.
The accurate azimuth results for the HLA shown in Fig. 14
are robust with respect to small errors in array tilt~e.g., a
monotonic variation in bottom depth across the array aper-
ture!, even near endfire.

C. Physical interpretation

The development of the simple model illustrates that the
MFP processor uses different pieces of information in the
acoustic field to estimate source depth, range, and azimuth.
That is, to obtain source depth, mode eigenfunction ampli-
tudes are matched, whereas for estimates of range, the mode
wave number differences, i.e., the mode interference pat-
terns, are used. The azimuth of the source is derived by com-
paring the evolution of the wave field phase at a given fre-
quency across the effective horizontal aperture of the array.

The predictions of the simple model based on these prin-
ciples can be given simple physical interpretations. For the
source depth prediction in Eq.~10!, no matter what the water
depth, a mode must satisfy the pressure-release boundary
condition at the surface and at the bottom. Therefore, as a
mode travels from shallow into deeper water~or vice versa!,
the top of its eigenfunction is ‘‘pinned’’ to the ocean surface
as its ‘‘tail’’ is pulled downward~or pushed upward! in order
to continually satisfy the bottom condition. The degree of
stretching~or compression! is the same for all modes and
causes the modal nodes and antinodes to get increasingly
deeper~or shallower!. The increase in the apparent source
depth along the arc part of Arc 94 is the result of this mode
stretching process.

The terms involved in matching in range are initially
composed of two parts, a high-spatial-frequency part, i.e.,
exp@i*kl dr#, and a low-frequency part, exp@i*Dkn,l dr#. The
results indicate that the predicted MFP range is determined
by the ratio of modal wave number differences rather than
the ratio of modal wave numbers themselves. In effect, the
information on the range of the source is in the low-
frequency part, the amplitude modulation, rather than in the
high-frequency carrier. If the 2p ambiguity in phase could be
removed somehow, then an MFP processor could be de-
signed to account for absolute phase and this situation would
change. A mode’s wave number becomes smaller as the
mode travels into shallower water. However, because the
higher order modes interact with the bottom more strongly,
their modal wave numbers decrease more rapidly than those
of the lower order modes @i.e., ]kn /]d5(p2/d3)
3(n2/kn), d being the range-dependent bottom depth#.
Therefore, the modal wave number differences increase
when the wave field moves into shallower water even though
the individual wave numbers decrease. In other words, the
amplitude envelope variations increase in frequency whereas
the carrier frequency decreases. This increase in the wave
number differences leads to the appearance of the source at
significantly greater ranges along the arc part of the Arc 94
track.

The MFP estimation of source azimuth is performed in a
way similar to that of a plane wave beamformer. However,
rather than using a single phase velocity to predict the phase
evolution across the array aperture, the MFP processor as-
signs a different phase velocity to each mode. Only mis-
match at the receiver location affects the estimate of source
azimuth since the processor uses the phase differences be-
tween array elements, rather than the individual phases them-
selves. Bathymetry mismatch typically leads to degradation
in correlation rather than an offset because the effect of water
depth changes on the mode phase velocities is a function of
mode number and frequency~re: the equation in the previous
paragraph!. With source azimuth, then, the mode wave num-
bers themselves~i.e., the high-frequency spatial part! are the
important quantity versus the wave numberdifferencesused
in the estimate of range. Conversely, mismatch in array tilt
affects the apparent horizontal range over which the mode
phases evolve rather than the mode phase velocities, and so
is the same for all modes and frequencies. The fractional
change in the horizontal aperture, rather than the absolute
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amount of change, is the cause of the azimuthal offset so that
the offset is independent of the array’s total aperture.

V. SOME APPLICATIONS AND EXTENSIONS

The simple model developed in the previous section can
be applied in various ways to address issues important to
matched field processing. Some of these applications are pre-
sented in this section.

A. Effects of ocean surface waves

If a single spatial frequency component of an ocean sur-
face wave field is superimposed on a range-independent
waveguide of depthD, then the water depth can be expressed
as:

d~r ,t !5D1A sin@br 1f~ t !#. ~35!

Applying the prediction for the MFP peak in range given in
Eqs. ~22! and ~23!, keeping just the first term (m51), as-
suming thatD@A, and that the ocean surface remains ‘‘fro-
zen’’ over the period of time it takes for the sound to propa-
gate, then:

r̂ ~ t !2R'2
A

bD
@cos~bR1f~ t !!2cos~f~ t !!#. ~36!

This result shows that if an integral number of wavelengths
exist between source and receiver, i.e.,bR5n2p, then the
estimated MFP range equals the true range. However, if an
additional half-wavelength is included, i.e.,bR5(2n
11)p, the MFP range error has a maximum amplitude of
4A/(bD) and oscillates in time as cos(f(t)).

The impact of water depth mismatch on shallow water
MFP for source localization has been investigated previously
using numerical simulation.22 This study found that for an
unperturbed, range-independent water layer of 100-m depth
overlying a fluid half-space, a source range of 4 km, a ver-
tical receiving array of 21 elements with 2.5-m spacing cen-
tered in the water layer, and a source frequency of 156 Hz:
~1! the MFP output for source location ‘‘...varies in a sys-
tematic way,’’ with increases in water depth causing the
source to appear closer, and decreases in depth resulting in
the source appearing to be farther away;~2! the MFP source
range error due to water depth mismatch is independent of
source depth~re: Fig. 5 of Ref. 22!; and ~3! the range error
appears to be a linear function of water depth perturbations,
with water depth changes of2

13 m resulting in source range
errors of 1

2250 m ~re: Fig. 5 of Ref. 22!. These results in
range error can be predicted either by evaluating the range
integral over inverse depth squared directly, or by setting
f(t)5p/2 in Eq. ~36! and taking the limit as the spatial
frequency,b, goes to zero. The result is:

r̂ 2R'22
A

D
R, ~37!

which predicts source range errors of1
2240 m that are inde-

pendent of source depth for2
13 m water depth mismatches,

in good agreement with the simulation results. Note that the
minimum variance processor was used in Ref. 22.

The theoretical predictions of the bias in MFP range and
depth localization observed in the simulation results of Ref.
22 were originally presented in Ref. 23. This paper considers
range-independent waveguides and accounts for sediment-
type mismatch, through the same use of the concept of ef-
fective depth as used in the next section, and sound speed
mismatch. Subsequent work by G. B. Smith~e.g., Ref. 24!
also has examined the effects of various types of mismatch
on MFP performance from an analytical point of view. Ad-
ditional relevant papers on the issue of bathymetry mismatch
include, among others, Refs. 25, 26, and 27.

Note that Eq.~37! differs from the expression for the
single-straight-line bottom bathymetry model given in Eq.
~28! since the latter equation assumes that no depth mis-
match exists at the receiver location.

B. Penetrability of the ocean bottom

The simple model can be extended to examine the im-
pact of mismatch in geoacoustic properties of the ocean bot-
tom on MFP source localization. This examination simulta-
neously provides insight into the use of MFP for inversions
of geoacoustic properties of the ocean bottom. The environ-
mental model under consideration is that of a homogeneous
fluid water layer of densityrw and sound speedcw overlying
an elastic half-space with densityrs , compressional wave
speedcp , and shear wave speedcs . The concept of effective
depth, introduced by D. E. Weston28 and extended to include
shear wave effects by Chapmanet al.,29 provides the basis
for this extension. The idea is that the phase change imparted
by the reflection of a plane wave from a fluid-elastic inter-
face is equal to that from a pressure-release boundary a dis-
tanceDH below the true interface. SinceDH is almost in-
dependent of the angle of incidence, then modal propagation
in a waveguide having a penetrable bottom and water depth
D can be approximated by propagation in an ideal waveguide
bounded by two pressure-release boundaries~identical to the
environmental model used in the development in Sec. IV!
and having a water depth ofD1DH. From Eq.~17! of Ref.
29, DH is given by:

DH5@122~cs /cw!2#2~rs /rw!cw /

@2p f sin~cos21~cw /cp!!#. ~38!

Note that the change in effective water depth is inversely
proportional to frequency. Therefore, at a single frequency,
the impact of geoacoustic parameter mismatch on source lo-
calization is identical to the impact of water depth mismatch
discussed in the previous section. For example, by replacing
A in Eq. ~37! with an expression for the differences inDH
using Eq.~38!, the error in the single-frequency MFP esti-
mate of source range due to a range-independent bottom
geoacoustic parameter mismatch can be obtained. This result
also suggests that the concept of ‘‘focalization,’’ i.e., the
process of simultaneously localizing a source and determin-
ing geoacoustic properties,4 should be done at more than one
frequency in order to distinguish unknown water depth
changes from changes in geoacoustic properties.

The use of water-column MFP for inverting for geoa-
coustic properties of the bottom requires that the water-
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column sound field contain information on these properties.
A quantitative measure of the sensitivity is given by the
logarithmic derivative. Equation~38! provides a simple ana-
lytical method for calculating the logarithmic derivative of
the change in effective depth with respect to changes in bot-
tom density, shear wave speed, and compressional wave
speed. They are:

] ln~DH !

] ln~rs!
5

]DH/DH

]rs /rs
51,

]DH/DH

]cs /cs
52

8

~cw /cs!
222

,

~39!

]DH/DH

]cp /cp
52

~cw /cp!

@12~cw /cp!2#1/2

1

tan~cos21~cw /cp!!
.

The expressions for these unitless quantities in Eq.~39! are a
measure of the sensitivity of the sound field to changes in
each of the geoacoustic parameters. Conversely, the inverse
of these quantities is a measure of the sensitivity of the geoa-
coustic parameter inversion to unknown water depth
changes. The negative signs in the logarithmic derivatives
for shear and compressional wave speeds signify that in-
creases in either of these bottom wave speeds result in de-
creases in the effective depth of the waveguide. By calculat-
ing these quantities using various realistic bottom
parameters, one can see that the water-borne sound field be-
comes more sensitive to changes in a bottom seismic wave
speed when that seismic speed approaches that of the water
sound speed.

Historical data collected at the SWellEx site suggests
that the sediment density is about 1.7 g/cc, the shear speed
about 170 m/s, and the compressional speed about 1570 m/s.
Using these values, the logarithmic derivatives in Eq.~39!
have the values of 1,20.11, and29.1 for density, shear
speed, and compressional speed, respectively. That is, the
sound field should be quite sensitive to the bottom compres-
sional wave speed and about an order of magnitude less so to
the bottom density. However, because of the lack of sensi-
tivity to changes in bottom shear wave speed, nothing of
relevance can be said about this parameter. Conversely, er-
rors in the assumed bottom shear wave velocity used as input
to the calculation of the replica vectors will have no signifi-
cant impact on source localization at the SWellEx site. Note
that accounting for the penetrability of the ocean bottom cor-
rects the tendency of the simple model predictions to over-
estimate the MFP range results in Fig. 5 near the end of the
track.

The frequency dependence ofDH allows for bottom
geoacoustic parameter mismatch to be separated from water
depth mismatch in broadband MFP. However, a whole fam-
ily of values of cp , rs , and cs combine to give the same
value of DH, so that additional information must be col-
lected to uniquely determine each of these parameters. This
form of the coupling between the bottom parameters holds
when a model of a homogeneous fluid layer over a homoge-
neous halfspace is valid; appreciable gradients with depth in
these bottom properties can cause both mode dependence
and a more complicated frequency dependence to the mis-
match.

C. Effects of an offset in frequency

The effects of an offset in frequency can be derived
easily from the simple model. Returning to Eq.~22!, and
introducing a frequency offset, i.e.,v̂5v1Dv, rather than
a mismatch in bottom bathymetry, then the first term in the
Taylor series expansion gives:

E
R0

r̂ 0
~g l

22gn
2!dr'

Dv

v E
0

R0
~g l

22gn
2!dr

⇒E
R0

r̂ 0 1

d~r !2 dr'
Dv

v E
0

R0 1

d~r !2 dr,

~40!

where Eq.~23! also has been used. If the actual bottom
bathymetry is approximately range-independent, then:

r̂ 02R05
Dv

v
R0 or

Dr

r
5

Dv

v
. ~41!

Equation~41! is the same expression as that obtained using
the waveguide invariant approach in shallow-water
waveguides where the invariant,b, equals 1.27,30,31This off-
set of source range due to a change in frequency has been
applied in time-reversal experiments to refocus the sound at
different ranges in the ocean.32

Because of the frequency-independence of the modal
vertical wave numbers and eigenfunctions in a homogeneous
waveguide@re: Eq. ~4!#, then a frequency offset is predicted
to have no effect on the estimate of source depth. For the
estimate of azimuth, Eq.~19! can be used to derive the fol-
lowing expression:

cos~ û !5S 1

11
np

n

ug
n

Dv

v
D cos~u!, ~42!

wherenp
n and ug

n are the mode phase and group velocities,
respectively. The ratio of velocities is dependent upon mode
number and so frequency offsets typically cause a degrada-
tion in correlation for azimuth.

VI. CONCLUSIONS AND IMPLICATIONS

The ocean acoustic data presented in this paper illustrate
that broadband, shallow water, MFP estimates of source
range and depth remain quite coherent in the presence of
large mismatch in bottom bathymetry. However, the esti-
mates can be offset significantly, sometimes by more than
100%, from their true positions. The offsets are independent
of line array orientation. Broadband MFP estimates of source
azimuth, for those array geometries with some horizontal
aperture, also display large offsets, but the cause of mis-
match in this case is in the vertical tilt of the array. Arrays
with smaller nominal tilts from vertical show larger azi-
muthal offsets for a given degree of tilt mismatch. Changes
in bathymetry mismatch even at the receiver location do not
significantly affect the observed source azimuthal offsets.

The predictions from a simple analytical model based on
adiabatic normal modes in ideal waveguides fit these MFP
results surprisingly well. The prediction of the MFP peak in
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depth due to bathymetry mismatch is obtained by matching
true and replica fields in depth mode-by-mode, whereas the
range prediction is based on matching modal spatial interfer-
ence patterns in range. Both resulting equations are indepen-
dent of mode number, at least to lowest order, so that the
MFP peak will remain coherent with water depth mismatch.
Also, both equations are independent of frequency, implying
that processing gain can be obtained by averaging across
frequency. Source azimuth is obtained by comparing the
evolution of the wave field phase at a given frequency across
the effective horizontal aperture of the array. The term aris-
ing from the effect of bathymetry mismatch on source azi-
muth is dependent upon mode number squared and inverse
frequency squared, so that this type of mismatch typically
results in degradation in MFP correlation. However, mis-
match in array tilt results in an expression that is independent
of mode number and frequency, and so predicts an offset of
the source azimuth estimate from the true azimuth when this
form of mismatch is present. Because of the nature of the
adiabatic approximation, the prediction of the MFP depth
estimate depends only on the properties at the source and
receiver locations, whereas the prediction in range depends
on the integrated properties between source and receiver.
Source azimuth is affected only by bathymetry mismatch at
the receiver location.

The good match between the predictions and the MFP
results in this paper rely on the fact that the waveguide
boundaries in this shallow water environment are formed
primarily by reflection from the sea surface and bottom.
Therefore, the waveguide thickness is independent of fre-
quency and mode number. For waveguides formed by refrac-
tion, such as the deep ocean sound channel, the effective
thickness depends on frequency and particularly on mode
number. In this case, the predictions of the simple model no
longer hold. For the same reasons, they cannot be expected
to hold in shallow water environments where significant bot-
tom penetration and upward refraction within the bottom oc-
curs.

The SWellEx broadband MFP results, and the physical
insight that the simple analytical model provides, leads to
interesting implications for the application of MFP. Some of
these are:

~1! MFP mismatch can lead to large shifts in location of the
broadband MFP peak, as well as degradation in correla-
tion. For various types of mismatch, these two effects
contribute to varying degrees.

~2! Azimuthally dependent bathymetry in many cases will
provide only poor azimuthal resolution for vertical hy-
drophone arrays.

~3! Synthetic aperture studies may be affected by unknown
water depth changes by introducing error in the synthetic
element positions.

~4! Line arrays tilted about 45° from vertical provide esti-
mates of source range and depth that compare favorably
with those from an equivalent-aperture vertical array.
However, a tilted array also gives estimates of source
azimuth.

~5! Line arrays that are angled significantly away from the

horizontal are sensitive to tilt mismatch. However, the
measured offset of the estimated source azimuth from
the true azimuth of a known source can be used to di-
rectly invert for the true array tilt.

~6! Water depth errors can cause a frequency dependence of
the bottom geoacoustic parameters in matched field in-
versions.

~7! Conversely, ‘‘focalization,’’ i.e., the simultaneous esti-
mate of source position and geoacoustic properties,
should be done broadband.

~8! The concept of ‘‘effective depth’’ may permit simple
inversions for geoacoustic parameters with broadband
MFP data, but only for a family of parameter values, and
not for values of each parameter uniquely.

~9! Mismatch in frequency behaves in a way similar to that
of bathymetry mismatch for estimates of source range
~offset! and azimuth~degradation in correlation!.

~10! The use of range-independent geoacoustic models al-
low for shallow water, broadband MFP results to be
generated rapidly, and can be easily corrected for
bathymetry mismatch.
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APPENDIX: SIMPLE MODEL PREDICTIONS FOR
REPLICA VECTORS FROM A RANGE-DEPENDENT
ENVIRONMENT

This Appendix extends the simple model predictions in
Sec. IV A to cases where the replica field is calculated using
a range-dependent environmental model. As before, the adia-
batic normal mode approximation is used for both replica
and true fields.
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Assuming, as in Sec. IV, that no mismatch occurs at the
receiver location, then Eq.~9! for the matching in depth still
holds and becomes:

ẑs5
d̂s

ds
zs . ~A1!

Since the replica vectors are calculated from a range-
dependent environment, thend̂s is dependent upon the esti-
mated range,r̂ 0 . Therefore, in contrast to the range-
independent replica case, the match in range must be solved
first before Eq.~A1! can be evaluated.

Considering the matching of modal interference pat-
terns, Eq.~16! becomes:

E
0

R0
Dkn,l dr5E

0

r̂ 0
D k̂n,l dr. ~A2!

Equations~22!, ~23!, and~26! can be applied to evaluate the
integrals on both sides of Eq.~A2!. Keeping just the first
term in the expansion@to order (gn /k)3], then:

(
i 51

M
xi2xi 21

didi 21

'(
j 51

M̂
x̂ j2 x̂ j 21

d̂ j d̂ j 21

, ~A3!

whereR05( i 51
M (xi2xi 21) andr̂ 05( j 51

M̂ ( x̂ j2 x̂ j 21). To ap-
ply this equation, the left-hand side is first calculated for a
given true source location using the actual bottom bathym-
etry. The right-hand side is then evaluated with the bottom
bathymetry used in the replica calculations to determine the
value ofN̂ such that:

(
j 51

N̂21
x̂ j2 x̂ j 21

d̂ j d̂ j 21

<(
i 51

M
xi2xi 21

didi 21

<(
j 51

N̂
x̂ j2 x̂ j 21

d̂ j d̂ j 21

. ~A4!

Linear interpolation is performed in the last range sector, i.e.,
between rangesx̂N̂21 andx̂N̂ to obtainx̂M̂ such that Eq.~A3!
is satisfied. The value ofr̂ 0 is gotten by subtracting fromx̂M̂

the initial range which, for most applications, equals zero.
If the true bottom bathymetry is approximately range

independent with water depthD, as it is along the radial part
of Arc 94, then the left-hand side of Eq.~A3! equalsR0 /D2.
If, in addition, the range-dependence of the bathymetry used
in calculating the replica vectors can be modeled by a single
straight line with slopeâ, then:

r̂ 0'
D

D1âR0
R0 . ~A5!

This simplification is used to obtain the predictions shown in
Figs. 8 and 9.
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A new calculation procedure for spatial impulse responses
in ultrasound

Jo”rgen Arendt Jensen
Department of Information Technology, Building 344, Technical University of Denmark, DK-2800 Lyngby,
Denmark

~Received 24 October 1997; revised 18 February 1999; accepted 25 February 1999!

A new procedure for the calculation of spatial impulse responses for linear sound fields is
introduced. This calculation procedure uses the well known technique of calculating the spatial
impulse response from the intersection of a circle emanating from the projected spherical wave with
the boundary of the emitting aperture. This general result holds for all aperture boundaries for a flat
transducer surface, and is used in the procedure to yield the response for all types of flat trans-
ducers. An arbitrary apodization function over the aperture can be incorporated through a
simple one-dimensional integration. The case of a soft baffle mounting of the aperture is also
included. Specific solutions for transducer boundaries made from lines are given, so that any
polygon transducer can be handled. Specific solutions for circles are also given. Finally, a solu-
tion for a general boundary is stated, and all these boundary elements can be combined to,
e.g., handle annular arrays or semi-circle transducers. Results from an implementation of the
approach are given and compared to previously developed solutions for a simple aperture, a
complex aperture, and a Gaussian apodized circular transducer. ©1999 Acoustical Society of
America.@S0001-4966~99!01406-X#

PACS numbers: 43.35.Cg, 43.20.Px@HEB#

INTRODUCTION

The calculation of linear, acoustic fields is most often
based on the spatial impulse response approach as suggested
by Tupholme and Stepanishen.1–3 Here the pulsed pressure
field is found from a convolution between the acceleration of
the transducer surface and the spatial impulse response. The
impulse response has been found for a number of geometries
~round flat piston,2 round concave,4,5 flat rectangle,6,7 and flat
triangle8!. The solutions arrived at are often complicated,
since it involves the evaluation of the Rayleigh surface inte-
gral. The response depends on the relative position of the
field point and many special cases exist, which makes both
the derivation of the solution difficult and the evaluation of
the responses cumbersome. For example, to evaluate the re-
sponse from a rectangle, four synthetic rectangles are intro-
duced, and when evaluating a triangle, three synthetic tri-
angles are introduced to account for the 15 different possible
cases of triangle shape and field point positions. This makes
it necessary to use computers for evaluating and interpreting
the responses, since the formulas do not readily give a useful
perception of the solution.

It would be appropriate to arrive at general solutions for
any geometry that would be both easy to derive analytically
and fast to evaluate with a computer. This has previously
been achieved by dividing the aperture surface into smaller
elements like rectangles9 or triangles,10 and then summing
the response for the sub-elements. Often the transducer must
be divided into many elements and only a piecewise approxi-
mation to the apodization is obtained. The fitting to the ac-
tual surface is also only approximative for round or oval
surfaces; even when using a triangular shape.

Spatial impulse responses from bounded and non-
apodized apertures always have discontinuities due to their
sharp edges, which makes it difficult to keep the full energy
and spectral content in a sampled evaluation. Various tech-
niques have been applied for coping with the discontinuities
in the spatial impulse response. This has included using very
high sampling frequencies, making a time adapted evalua-
tion, or using the integrated response. Computer evaluation
is, thus, always necessary, when evaluating spatial impulse
responses.

This paper therefore suggests a new procedure for cal-
culating the spatial impulse response in which the computer
is involved at an earlier stage in the evaluation of the re-
sponses. The response is determined by the crossings of the
boundary of the aperture by the spherical wave emitted from
the field point. For flat apertures this observation makes it
possible to derive a general approach for calculating the spa-
tial impulse response for any aperture geometry and find the
response with no approximation. The paper derives impulse
responses for apertures described by bounding lines and
circles and outlines how the response can be evaluated for
apertures bounded by any polynomial in the plane’s coordi-
nates (x,y). Some of the intersections need not always be
calculated, and this is used to devise an optimized algorithm
that only needs to find the minimum number of intersections.
It is also shown in Sec. III how an arbitrary apodization can
be introduced through a previously developed simple one-
dimensional integration, and how the solution also can be
applied to both the soft baffle and rigid baffle situations. A
number of examples from use of the approach are given in
Sec. VII. Among these is a comparison between the tradi-
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tional solution for a rectangle and the new approach, which
both yield the same response.

I. BASIC THEORY

A short review of the calculation of spatial impulse re-
sponses is given in this section to facilitate the development
of the new calculation procedure.

The spatial impulse response is found from the Rayleigh
integral given by:2,11

h~r1 ,t !5E
S

dS t2
ur12r2u

c D
2pur12r2u

dS ~1!

when the apertureS is mounted in an infinite, rigid baffle.
Here r1 denotes the position of the field point,r2 denotes a
position on the aperture,c is the speed of sound, andt is
time. The integral is essentially a statement of Huyghen’s
principle that the field is found by summing the radiated
spherical waves from all parts of the aperture. This can also
be reformulated, due to acoustic reciprocity, as finding the
part of the spherical wave emanating from the field point that
intersects the aperture. The task is, thus, to project the field
point onto the plane coinciding with the aperture, and then
find the intersection of the projected spherical wave~the
circle! with the active aperture as shown in Fig. 1.

Rewriting the integral into polar coordinates gives: h~r1 ,t !5E
Q1

Q2E
d1

d2
dS t2

R

c D
2pR

r dr dQ, ~2!

where r is the radius of the projected circle andR is the
distance from the field point to the aperture given byR2

5r 21zp
2. Here zp is the field point height above thex2y

plane of the aperture. The projected distancesd1 ,d2 are de-
termined by the aperture and are the distance closest to and
furthest away from the aperture, andQ1 ,Q2 are the corre-
sponding angles for a given time~see Fig. 2!.

Introducing the substitution 2R dR52r dr gives

h~r1 ,t !5
1

2p E
Q1

Q2E
R1

R2
dS t2

R

c DdR dQ. ~3!

The variablesR1 and R2 denote the edges closest to and
furthest away from the field point. Finally using the substi-
tution t85R/c gives

FIG. 2. Definition of distances and angles in the aperture plan for evaluating
the Rayleigh integral.

FIG. 3. Flow chart for the simple approach for calculating the spatial im-
pulse response.

FIG. 1. Intersection of spherical waves from the field point by the aperture,
when the field point is projected onto the plane of the aperture.
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h~r1 ,t !5
c

2p E
Q1

Q2E
t1

t2
d~ t2t8!dt8 dQ. ~4!

For a given time instance the contribution along the arc is
constant and the integral gives

h~r1 ,t !5
Q22Q1

2p
c ~5!

when assuming the circle arc is only intersected once by the
aperture. The anglesQ1 andQ2 are determined by the inter-
section of the aperture and the projected spherical wave, and
the spatial impulse response is, thus, solely determined by
these intersections, when no apodization of the aperture is
used. The response can therefore be evaluated by keeping
track of the intersections as a function of time.

II. A NEW CALCULATION PROCEDURE

From the derivation in the last section it can be seen that
the spatial impulse response in general can be expressed as

h~r1 ,t !5
c

2p (
i 51

N~ t !

@Q2
~ i !~ t !2Q1

~ i !~ t !#, ~6!

where N(t) is the number of arc segments that crosses
the boundary of the aperture for a given time andQ2

( i )(t),
Q1

( i )(t) are the associated angles of the arc. This was also
noted by Stepanishen.12 The calculation can, thus, be formu-

lated as finding the angles of the aperture edge’s intersec-
tions with the projected spherical wave, sorting the angles,
and then summing the arc angles that belong to the aperture.
Finding the intersections can be done from the description of
the edges of the aperture. A triangle can be described by
three lines, a rectangle by four, and the intersections are then
found from the intersections of the circle with the lines. This
makes it possible to devise a general procedure for calculat-
ing spatial impulse responses for any flat, bounded aperture,
since the task is just to find the intersections of the boundary
with the circle.

The spatial impulse response is calculated from the time
the aperture first is intersected by a spherical wave to the
time for the intersection furthest away. The intersections are
found for every time instance and the corresponding angles
are sorted. The angles lie in the interval from 0 to 2p. It is
then found whether the arc between two angles belongs to
the aperture, and the angle difference is added to the sum, if
the arc segment is inside the aperture. This yields the spatial
impulse response according to Eq.~6!. The approach can be
described by the flow chart shown in Fig. 3.

The only part of the algorithm specific to the aperture is
the determination of the intersections and the whether the
point is inside the aperture. Section IV shows how this is
done for polygons, Sec. V for circles, and Sec. VI for higher-
order parametric boundaries.

All the intersections need not be found for all times.
New intersections are only introduced, when a new edge or

FIG. 4. Flow chart for the optimized
approach for calculating the spatial
impulse response.
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corner of the aperture is met. Between times when two such
corners or edges are encountered the number of intersections
remains constant and only intersections, which belong to
points inside the aperture need be found. Note that an aper-
ture edge gives rise to a discontinuity in the spatial impulse
response. Also testing whether the point is inside the aper-
ture is often superfluous, since this only needs to be found
once after each discontinuity in the response. These two ob-
servations can significantly reduce the number of calcula-
tions, since only the intersections affecting the response are
found. The flow chart for the optimized approach is shown in
Fig. 4.

The procedure first finds the number of discontinuities.
Then only intersection influencing the response are calcu-
lated between two discontinuity points. This can potentially
make the approach faster than the traditional approach,
where the response from a number of different rectangles or
triangles must be calculated.

III. APODIZATION AND SOFT BAFFLE

Often ultrasound transducers do not vibrate as a piston
over the aperture. This can be due to the clamping of the
active surface at its edges, or intentionally to reduce side
lobes in the field. Applying for example a Gaussian apodiza-
tion will significantly lower side lobes and generate a field
with a more uniform point spread function as a function of
depth. Apodization has previously been found and is intro-
duced in Eq.~2! by writing13

h~r1 ,t !5E
Q1

Q2E
d1

d2
ap~r ,Q!

dS t2
R

c D
2pR

r dr dQ ~7!

in which ap(r ,Q) is the apodization over the aperture. Using
the same substitutions as before yields

h~r1 ,t !5
c

2p E
Q1

Q2E
t1

t2
ap1~ t8,Q!d~ t2t8!dt8 dQ, ~8!

whereap1(t8,Q)5ap(A(ct8)22zp
2,Q). The inner integral is

a convolution of the apodization function with ad-function
and readily yields

h~r1 ,t !5
c

2p E
Q1

Q2
ap1~ t,Q!dQ ~9!

as noted by several authors.13–15 The response for a given
time point can, thus, be found by integrating the apodization
function along the fixed arc with a radius ofr 5A(ct)22zp

2

for the angles for the active aperture. Any apodization func-
tion can therefore be incorporated into the calculation by
employing numerical integration.

Often the assumption of an infinite rigid baffle for the
transducer mounting is not appropriate and another form of
the Rayleigh integral must be used. For a soft baffle, in
which the pressure on the baffle surface is zero, the
Rayleigh–Sommerfeld integral is used. This is~Ref. 16, pp.
46–50!

hs~r1 ,t !5E
S

dS t2
ur12r2u

c D
2pur12r2u

cosw dS, ~10!

assuming thatur12r2u@l. Here cosw is the angle between
the line through the field point orthogonal to the aperture
plane and the radius of the spherical wave as shown in Fig.
5. The anglesw is fixed for a given radius of the projected
spherical wave and thus for a given time. It is given by

cosw5
zp

R
5

zp

ct
. ~11!

Using the substitutions from Sec. I the Rayleigh–
Sommerfeld integral can then be rewritten as

hs~r1 ,t !5
zp

2p
c~Q22Q1!E

t1

t2 d~ t2t8!

ct8
dt8. ~12!

Using the property of thed-function that

E
2`

1`

g~ t8!d~ t2t8!dt85g~ t ! ~13!

then gives

hs~r1 ,t !5
zp

ct

Q22Q1

2p
c5

zp

ct
h~r1 ,t !. ~14!

The spatial impulse response can, thus, be found from the
spatial impulse response for the rigid baffle case by multi-
plying with zp /(ct).

FIG. 5. Definition of angle used for a soft baffle.

FIG. 6. Definition of bounding lines for polygon transducer. The arrows
indicates the half-planes for the active aperture.
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IV. SOLUTION FOR POLYGONS

The boundary of any polygon can be defined by a set of
bounding lines as shown in Fig. 6. The active aperture is then
defined as lying on one side of the line as indicated by the
arrows, and a point on the aperture must be placed correctly
in relation to all lines. The test whether a point is on the
aperture is thus to go through all lines and test whether the
point lies in the active half space for the line, and stop if it is
not. The point is inside the aperture, if it passes the test for
all the lines.

The intersections are found from the individual intersec-
tions between the projected circle and the lines. They are
determined from the equations for the projected spherical
wave and the line:

r 25~x2x0!21~y2y0!2,

y5ax1y1 , ~15!

r 25~ct!22zp
2.

Here (x0 ,y0) is the center of the circle,a the slope of the
line, andy1 its intersect with they-axis. The intersections are
given from the solutions to:

05~11a2!x21~2ay122x022y0a!x

1~y0
21y1

21x0
222y0y12r 2!

5Ax21Bx1C,
~16!

D5B224AC.

The angles are

Q5arctanS y2y0

x2x0
D . ~17!

Intersections between the line and the circle are only found if
D.0. A determinantD,0 indicates that the circle did not
intersect the line. If the line has infinite slope, the solution is
found from the equation:

x5x1 ,
~18!

05y222y0y1y0
21~x12x0!22r 2

5A`y21B`y1C` ,

in which A` , B` , C` replacesA, B, C, respectively,
and the solutions are found fory rather thanx. Herex1 is the
line’s intersection with thex-axis.

The times for discontinuities in the spatial impulse re-
sponse are given by the intersections of the lines that define
the aperture’s edges and by the minimum distance from the
projected field point to the lines. The minimum distance is
found from a line passing through the field point that is or-
thogonal to the bounding line. The intersection between the
orthogonal line and the bounding line is:

x5
ayp1xp2ay1

a211
,

~19!
y5ax1y1 ,

where (xp ,yp ,zp) is the position of the field point. For an
infinite slope line the solution isx5x1 andy5yp . The cor-
responding time is:

t i5
A~x2xp!21~y2yp!21zp

2

c
. ~20!

The intersections of the lines are also found, and the corre-
sponding times are calculated by Eq.~20! and sorted in as-
cending order. They indicate the start and end time for the
response and the time points for discontinuities in the re-
sponse.

V. SOLUTION FOR CIRCULAR SURFACES

The other basic shape for a transducer apart from rect-
angular shapes is the flat, round surface used for single ele-
ment piston transducers and annular arrays. For these the
intersections are determined by two circles as depicted in
Fig. 7. HereO1 is the center of the aperture with radiusr a

FIG. 7. Geometry for determining intersections between circles. The top
graph shows the geometry when the field point denoted byO2 is outside the
aperture, and the bottom graph when it is inside.
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and the projected spherical wave is centered atO2 with ra-
dius r b(t)5A(ct)22zp

2. The lengthha(t) is given by~Ref.
17, p. 66!

ha~ t !5
2Ap~ t !~p~ t !2a!~p~ t !2r a!~p~ t !2r b~ t !!

a
,

a5iO12O2i , ~21!

p~ t !5
a1r a1r b~ t !

2
.

In a coordinate system centered atO1 and anx-axis in the
O12O2 direction, the intersections are at

y5ha~ t !,
~22!

l 56Ar b
2~ t !2ha

2~ t !.

The sign forl depends on the position of the intersections. A
negative sign is used if the intersections are for negative
values ofx, and positive sign is used for positivex positions.

When the field point is outside the active aperture the
spatial impulse response is

h~r1 ,t !5
uQ22Q1u

2p
c5

c

p
arctanS ha~ t !

l D ,

~23!
Q25arctanS ha~ t !

l D52Q1 .

It must be noted that a proper four-quadrant arctan should be
used to give the correct response. An alternative formula is
~Ref. 18, p. 19!

h~r1 ,t !5
c

2p
arcsin

3S 2Ap~ t !~p~ t !2a!~p~ t !2r a!~p~ t !2r b~ t !!

r b
2~ t ! D ,

5
c

2p
arcsinS aha~ t !

r b
2~ t ! D . ~24!

The start timets for the response is found from

FIG. 8. Spatial impulse response calculated from a rect-
angular transducer of 435 mm. The top graph shows
the result from using traditional evaluation and the bot-
tom graph is when using the new method with four
bounding lines. The axial distance to the field point is
10 mm and the response is calculated for lateral dis-
tances from 0 to 21 mm off-axis in steps of 1 mm.
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r a1r b~ t !5iO12O2i ,
~25!

ts5
Ar b

2~ t !1zp
2

c
5

A~ iO12O2i2r a!21zp
2

c
,

and the response ends at the timete when

r b~ t !5r a1iO12O2i ,
~26!

te5
Ar b

2~ t !1zp
2

c
5

A~ iO12O2i1r a!21zp
2

c
.

When the field point is inside the aperture, the response is

h~r1 ,t !5c for
Zp

c
<t<

A~r a2iO12O2i !21zp
2

c
;

~27!

thereafter the arc lying outside the aperture should be sub-
tracted, so that

h~r1 ,t !5
2p2uQ22Q1u

2p
c. ~28!

The response ends when

r b~ t !5r a1iO12O2i ,
~29!

te5
A~ iO12O2i1r a!21zp

2

c
.

The determination of which part of the arc that subtracts or
adds to the response is determined by what the active aper-
ture is. One ring in an annular array can be defined as con-
sisting of an active aperture outside a circle combined with
an active aperture inside a circle for defining the inner and
outer rim of the aperture. A circular aperture can also be
combined with a line for defining the active area of a split
aperture used for continuous wave probing.

VI. SOLUTION FOR PARAMETRIC SURFACES

For ellipses or other higher-order parametric surfaces it
is in general not easy to find analytic solutions for the spatial
impulse response. The procedure described can, however,
devise a simple solution to the problem, since the intersec-
tions between the projected spherical wave and the edge of
the aperture uniquely determine the spatial impulse response.
It is therefore possible to use root finding for a set of~non-
linear! equations for finding these intersections. The problem
is to find when both the spherical wave and the aperture have
crossing contours in the plane of the aperture, i.e., when

~ct!22zp
22~x2xp!22~y2yp!250,

~30!
S~x,y!50,

in which S(x,y)50 defines the boundary of the aperture.
The problem of numerically finding these roots is in general
not easy, if a good initial guess on the position of the inter-

FIG. 9. Bounding lines defining a complex aperture. The arrows indicates
the half-plane for the active aperture.

FIG. 10. Spatial impulse response
from the complex aperture defined in
Fig. 9. The axial distance to the field
point is 10 mm and the response is cal-
culated for lateral distances from 0 to
21 mm off-axis in thex-direction.
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sections is not found~Ref. 19, pp. 286–289!. Good initial
values are, however, found here, since the intersections must
lie on the projected circle and the intersections only move
slightly from time point to time point. An efficient Newton–
Raphson algorithm can therefore be devised for finding the
intersections, and the procedure detailed here can be made to
find the spatial impulse response for any flat transducer ge-
ometry with an arbitrary apodization and both hard and soft
baffle mounting.

VII. EXAMPLES

The first example shows a comparison between the tra-
ditional method for calculating spatial impulse responses and
the new method. The response from a 435 mm rectangle is
found for different spatial positions 10 mm from the front
face of the transducer. The responses are found from the

center of the rectangle and out in steps of 1 mm in the
x-direction to 21 mm away from the center of the rectangle.
The results are shown in Fig. 8. It is seen that the two meth-
ods give identical results.

The second example is for a more complicated aperture,
where its bounding lines are shown in Fig. 9. The calculated
spatial impulse response is shown in Fig. 10. Responses have
been calculated from the center position forx50 mm, y
50 mm to the positionx514 mm, y50 mm in increments
of 1 mm. The distance to the transducer surface was always
10 mm~5z!. A complicated response with a number of dis-
continuities is seen due to the many edges of the aperture.

The last example shows the response from a circular, flat
transducer calculated with the new method. Two different
cases are shown in Fig. 11. The top graph shows the tradi-

FIG. 11. Spatial impulse response
from a circular aperture calculated
with the new method. Graphs are
shown without apodization of the ap-
erture ~top! and with a Gaussian
apodization function~bottom!. The ra-
dius of the aperture is 5 mm and the
field is calculated 10 mm from the
transducer surface.
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tional spatial impulse response when no apodization is used,
so that the aperture vibrates as a piston. The field is calcu-
lated 10 mm from the front face of the transducer starting at
the center axis of the aperture. Twenty-one responses for
lateral distance of 0–20 mm off-axis are then shown. The
same calculation is repeated in the bottom graph, when a
Gaussian apodization has been imposed on the aperture. The
vibration amplitude is a factor of 1/exp~4! less at the edges of
the aperture than at the center. It is seen how the apodization
reduces some of the sharp discontinuities in the spatial im-
pulse response.

VIII. SUMMARY

The general theory for the calculation of spatial impulse
responses for flat transducer apertures has been reviewed. It
was shown that the response can be found from the intersec-
tions of the projected spherical wave with the edges of the
aperture. This made it possible to derive a general procedure
for calculating these responses, which can be used for any
flat geometry. It was also shown that the calculation easily
can include hard and soft baffle mountings and the incorpo-
ration of any apodization function over the aperture. The
approach makes it possible to make simulation programs that
can handle arbitrary, flat, apodized aperture geometries with-
out making approximations in the evaluation of the spatial
impulse response for the hard baffle case.
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Three-dimensional beam directivity of phase-steered ultrasound
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A model is developed to compute the three-dimensional far-field acoustic pressure distribution of
the waves radiated from an ultrasonic linear phased array with finite elemental dimensions. Based
on the model, the three-dimensional beam directivity function is introduced and analyzed to
investigate the effects of geometric parameters on the steering performance. It is confirmed that the
elevation dimension does not influence the beam directivity in the azimuthal plane. This is not true,
however, in nonazimuthal planes. In general, increasing the elevation dimension reduces the energy
leaking into nonazimuthal directions. The influences of other transducer parameters, including the
number of elements, interelement spacing, and aperture length, are also investigated. It is found that
they have only trivial effects on the sideleaking, although they are the important factors that
influence the directivity in the azimuthal plane. ©1999 Acoustical Society of America.
@S0001-4966~99!00506-8#

PACS numbers: 43.38.Hz, 43.35.Yb@SLE#

INTRODUCTION

The utilization of ultrasonic phased arrays in the field of
nondestructive evaluation~NDE! has been receiving greater
attention in recent years. Ultrasonic phased arrays are com-
posed of multiple piezoelectric elements which are excited
by predetermined time-delayed pulses to sweep the beam
throughout the area of interest. Beam steering and dynamic
focusing properties of phased arrays give rise to their advan-
tages over conventional ultrasonic transducers, including
high inspection speed, flexible control and signal processing,
and fast imaging capabilities.

Among the various types of phased arrays available, lin-
ear arrays may be best suited for NDE purposes due to their
simplicity, despite the fact that they only provide two-
dimensional beam steering and focusing, i.e., their use is
limited to a single steering~or azimuthal! plane. An effective
utilization in NDE is closely dependent on the beam steering
performance of the transducer, which requires analysis and
optimal design details.

The steering and focusing characteristics of an array is
determined by its geometric parameters including the inter-
element spacingd and number of elementsN as well as the
other dimensions such as element widtha and elevation di-
mensionL, which is also a function of loading materials and
transducer frequencyf. Many investigators studied the be-
havior of wave motion contributed by these factors both ana-
lytically and numerically.1–9 In analyzing the characteristics,
phased arrays are generally considered as an array of simple
point sources arranged in the azimuthal plane. This approach
is mathematically easier to deal with, yet it gives the same
directivity in the azimuthal plane. However, an actual array
made of such points may not perform its intended function of
steering and it is required to understand the behavior of ar-
rays made of finite dimensions. A lack of comprehensive

study on the effects of array parameters is a common draw-
back of these studies.

In our previous study, the far-field acoustic pressure
field of a wave radiated from a linear array and the beam
directivity were analyzed to find optimum beam steering
parameters10 and to study the effect of element widths.11 In
the analysis, an array was considered to have elements of
finite width a and infinitely large elevation dimension. This
model can be established by first finding a solution for a line
source and then applying the Huygen’s principle to obtain
the solutions for each element and phased arrays. The solu-
tion of this model takes the form of a Hankel function of the
second kind. This approach makes sense particularly when
the array element sizea is significantly smaller than the el-
evation dimensionL or the aperture lengthD, which is a
reasonable assumption. However, it is not always safe to
discard the effects ofa and L. In particular, the steering
characteristics in the directions other than the azimuthal
plane may be quite different if the elevation dimension is
taken into account.

If each element has a certain finite elevation dimension
L, it is quite predictable that a certain fraction of energy will
propagate in the nonazimuthal directions. It is our interest to
study the influence of the elevation dimension on the steering
performance. From a design point of view, it is important to
suppress the energy leaking into nonazimuthal directions as
compared to the one in the azimuthal direction. In this paper,
we focus on analyzing three-dimensional directivity of a lin-
ear phased array consisting of elements of finite dimensions
a and L. It is also our interest to study the effect of other
transducer parameters includingN, d, andD.

I. THREE-DIMENSIONAL DIRECTIVITY ANALYSIS

As discussed before, beam steering is one of the attrac-
tive features of phased arrays, which requires good directiv-
ity of the beam propagating in the steering plane. The best
steering effect can be achieved by analyzing the directivitya!Electronic mail: scwooh@mit.edu
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and seeking a condition that provides maximum pressure in
the direction of the desired main beam propagation~or in the
steering direction!, while suppressing the pressure in other
directions.10

Before studying the effects of geometrical transducer pa-
rameters, we will express the directivities and analyze them
for both single element and arrays. In general, the directivity
of a transducer can be obtained by first evaluating the pres-
sure at an arbitrary point in the propagating medium and then
expressing the variation of pressure as a function of angle in
the plane of interest. In our analysis, a phased array is mod-
eled as an assemblage of rectangular elements of finite di-
mensions~width and elevation dimensions!. The elements
are activated sequentially at the times delayed by a predeter-
mined linear relationship, resulting in steering of the beam in
its azimuthal angle. Huygen’s principle is applied first to
compute the pressure field of a representative transducer el-
ement and an array consisting of discrete point sources. The
pressure and directivity of an array of rectangular elements
can be derived by multiplying these solutions.

A. Single element

For a single rectangular element, the pressure field of a
wave traveling in an acoustic medium can be derived by
assuming that the element is composed of an infinitely large
number of simple sources pulsating at the same amplitudes
and phases. Figure 1 schematically shows the model used to
study the directivity functions of a linear array consisting of
N number of elements, wherea is the element size~width!, L
is the elevation dimension, andd is the interelement spacing,
respectively. The distance from a pointP to the center of the
array is denoted byr, and ~u,f! are the corresponding azi-
muthal and rotational angles in the spherical coordinates
with an origin at the center of the element. In this case, by
assuming thatr @a, L, l, the pressure at the pointP can be
expressed in the form12

p~r ,u,f!5
jkrcU0

2pr
aL sincS pa sinu cosf

l D
3sincS pL sinu sinf

l Dejkr , ~1!

wherek is the wave number,r is the density of the material,

U0 is the velocity amplitude of the element surface,l is
wavelength,c is the wavespeed in the medium, andj is the
unit imaginary number, respectively.

Thebeam directivityor thedirectivity functionis defined
as a normalized pressure amplitudep(r ,u,f) at any arbitrary
direction ~u,f!. Directivity is a good measure that indicates
the direction of beam propagation, which is an important
quantity to be studied in order to understand the beam propa-
gation characteristics. From the definition, the directivity
function for a single rectangular elementH1(u,f) can be
written as a function of the element dimensionsa andL as

H1~u,f!5UsincS pa sinu cosf

l D sincS pL sinu sinf

l D U.
~2!

It can be also shown that the directivity in the azimuthal
plane ~steering plane,f50 or f5p! can be rewritten as a
function of onlya,

H1~u,0!5UsincS pa sinu

l D U, ~3!

which is exactly the same expression as the one obtained
from a one-dimensional treatment of array elements.10,11Fig-
ure 2 shows the influence of element widths on the directiv-
ity in the azimuthal plane. When the azimuthal angleu50,
the directivity becomesH1(0,f)51, meaning that the pres-
sure reaches its maximum in this direction. In fact, the direc-
tion ~0,f! is understood as the same as the direction~0,0!.

B. Phased array

As stated above, directivities of a phased array can be
derived from the solutions for a single element and an array
made of discrete point sources. In analyzing the arrays, it is
assumed that the wave originated from each source has the
same amplitude but different phases resulting from the given
time delaysDt between any two neighboring elements,

Dt5
d sinus

c
, ~4!

to produce a wavefront propagating at the steering angleus

in the azimuthal plane. By applying Huygen’s principle, the

FIG. 1. Geometry and coordinate systems used to study acoustic waves
radiated and phase-steered by a linear array with finite dimension~d
5interelement spacing,a5element width, andL5elevation dimension!.

FIG. 2. Directivity of a single element as a function of angleu in the
azimuthal plane for various element widtha.
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far-field directivity function of the discrete point sources can
be easily derived as

H2~u,f!5U sin@~pd/l!~sinus2sinu cosf!N#

N sin@~pd/l!~sinus2sinu cosf!#
U, ~5!

where ~u,f! represent the angles of a vector in spherical
coordinates whose origin is positioned at the center of the
array. Note here that the functionH2 is no longer restricted
in the azimuthal plane. The resulting directivity for phased
arrays is then derived by multiplying the two directivities,
H(u,f)5H1(u,f)•H2(u,f), as

H~u,f!5UsincS pa sinu cosf

l D sincS pL sinu sinf

l D
3

sinc@~pd/l!~sinus2sinu cosf!N#

sinc@~pd/l!~sinus2sinu cosf!#
U. ~6!

Note that the directivity in Eq.~6! is a three-dimensional
function that allows us to analyze the beam propagation pat-
tern in a nonazimuthal plane. If the rotational anglef50 or
only the azimuthal plane is considered,H(u,f) becomes a
two-dimensional directivityH(u,0) that is also consistent
with the results from the two-dimensional analysis.

II. GEOMETRIC PARAMETERS AND SIDELEAKING
ENERGY

As shown in the previous section, the three-dimensional
directivity H(u,f) is equivalent to the two-dimensional
counterpartH(u) if f50. Since the primary use of linear
phased arrays is to steer the beam in the azimuthal plane
wheref50 ~or f5p!, the two-dimensional directivityH(u)
is sufficient to serve the purpose. However, it is anticipated
that some energy may leak into nonazimuthal directions of
the array, which is also one of the important phenomena that
determines the transducer performance. This section studies
the effects of the transducer parameters~L, N, d, andD! on
the sideleaking behavior.

A. Presentation of directivity functions

The directivities can be visualized by displaying three-
dimensional plots in the forms of mesh plots, contour plots,
and gray-scale image plots. As we will see, these presenta-
tions have their individual distinct merits in interpreting the
physical meanings of directivities.

The first form of presentation is a three-dimensional
mesh plot. For example, Fig. 3~a! shows the directivity as a
function of azimuthal and rotational anglesu and f. The
respective parameters used to construct the plot areL54l
anda5l/4 or L516a. Note the general symmetry condition
of the directivity

H~u,f!5H~2u,f2p!. ~7!

This means that the peaks in the range 90°,f,180° repre-
sent the directivity in the corresponding negativeu direction,
covering the entire 180° azimuthal and rotational angles in
the plot. Since the directivity function exhibits these symme-
try and antisymmetry in different octants of the coordinate
system, it is sufficient to display only the first octant.

This plot clearly shows the condition thatH1(0,f)51
5const for the plane represented byu50. One can observe
that the mesh plot cannot sufficiently display the variation of
directivity along the azimuthal and rotational angles from
this particular view angle. As a supplement, the function is
presented by a contour plot shown in Fig. 3~b!, where the
lines represent the contour of the directivities of the same
magnitude. Note that the values are not marked down on the
plot because it will be otherwise too crowded. Finally, the
same directivity can be displayed by an image plot shown in
Fig. 3~c!, where the directivity values are mapped into a
gray-scale image.

Figure 4~a!, ~b!, and ~c! respectively represents the di-
rectivity mesh, contour, and image plots of the beam steered
at us530° in the azimuthal direction, constructed using the
transducer parameters ofN516, d5l/2, L54l, and a
5l/4. Figure 5 shows the corresponding directivityH(u,0)
in the azimuthal plane, which is indeed a cross-sectional
view of the three-dimensional directivity in the plane off50
in Fig. 4~a!. The main lobe appears atu530° andf50°,
meaning that the beam is correctly steered at the angle and
the beam steerability is good with these parameters. In addi-
tion, the main lobe~in the azimuthal plane! is reasonably
narrow, which means that it has a good directivity as well.

FIG. 3. Presentation schemes for visualizing three-dimensional directivity
for a single element (L54l, a5l/4).
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The merit of the three-dimensional directivity analysis is
that the beam propagation behavior in the directions other
than the azimuthal plane is quantitatively predictable. For
example, the directivity plot in Fig. 4 indicates that the beam
leaks its energy into nonazimuthal planes~0,f,p! al-
though the major beam propagates in the steering direction
~u530°,f50°!. In this particular case, the main lobe has a

certain width in thef-plane~up to approximately 30°!. What
this implies is that the main lobe fans out within a sectorial
angle determined by the width in thef-plane. This effect can
also be visualized by the contour and image plots shown in
Fig. 4~b! and ~c!. In the contour plots, densely packed lines
mean higher sideleaking. In the image plot, it means that the
larger the area of bright pixels, the more the energy leaks
into the nonazimuthal directions. The sideleaking effect can
thus be preferably reduced by suppressing the directivity in
the range 0,f,p.

It should be noted here that each directivity plot is nor-
malized by the maximum pressure in the plot, i.e., the pres-
sure induced in the steering direction. Therefore, the direc-
tivity plots should not be directly compared with each other
to calculate the energy field. These plots, however, can be
used to show information about the pressure distribution and
sideleaking patterns. It is desirable to compare the sideleak-
ing energies for different parameters in a fashion as dis-
cussed below.

B. Elevation dimension „L…

Figure 6 shows the directivity image plots forL52a,
8a, 32a, and 128a, (N516, d5l/2, a5l/4, and us

FIG. 4. Presentation schemes for visualizing three-dimensional directivity
for a phased array (N516, d5l/2, L54l, a5l/4, andus530°).

FIG. 5. Two-dimensional directivity of a phased array as a function of angle
u in the azimuthal plane (N516, d5l/2, a5l/4, andus530°).

FIG. 6. Three-dimensional directivities showing the effect of elevation di-
mension L on the energy leaking for linear arrays (N516, d5l/2, a
5l/4, andus530°).
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530°), from which the sideleaking effect can be observed.
As the ratioL/a increases, the area of the bright zones de-
creases. For example, the white area of the image is the
biggest forL52a and it is the smallest forL5128a. This
observation gives us a clue that the sideleaking energy can
be reduced by enlarging the elevation dimension.

In order to check this assumption, a quantity calledside-
leak directivity indexis introduced here, which is defined as
the ratio

h5
~1/2p!*0

2p*2p/2
p/2 H~u,f! du df

*2p/2
p/2 H~u,0! du

. ~8!

The denominator represents the transmitting signal power in
the azimuthal plane and the numerator is the average power
over all directions. This index therefore represents the extent
of energy propagating in the nonazimuthal directions relative
to the one contained in the azimuthal direction. Note that a
higher value ofh means higher fraction of energy leaking
into the sides of the transducer.

Figure 7 shows the influence of elevation dimension on
the sideleaking behavior. The indexh was obtained numeri-
cally and plotted as a function of elevation dimensionL, for
N516,d5l/2, a5l/4, andus530°. Note that denominator
of Eq. ~8! is not a function ofL so that the numerator con-
trols the behavior. This means that the directivity in the azi-
muthal plane is independent ofL, so that the image plots not
only show the distribution but also directly indicate sideleak-
ing energy, in this case. AsL approaches zero, the array can
be considered as an ensemble of point sources, where each
point acts as a source of spherical waves. Consequently, a
significant portion of the energy propagates into unwanted
directions and the array cannot perform its intended function
of phase steering. Note thath.1 for very smallL values,
which means that more energy propagates in the nonazi-
muthal direction.

As L/l reaches above 0.25, representing a square ele-
ment (L5a), h drops dramatically. This trend continues un-
til L reaches four to eight times the wavelength and then
slows down. AsL approaches infinity, each element acts as
an infinitely long line source so that the sideleak directivity
index asymptotically approaches zero. It is thus desirable to
increase the elevation dimension. However, there are some

difficulties and disadvantages of making a transducer with
large elevation dimension. Increased elevation dimension
makes the transducer bulky and costly. Hence, from a prac-
tical transducer design stand point, it may be argued that a
transducer whose elevation dimensionL>4l516a ~for
h'0.3! or L>8l532a ~for h'0.19! will perform reason-
ably well in terms of sideleaking.

C. Number of elements

The number of elementsN plays an important role in the
transducer performance as discussed in our previous
studies.10,11It was concluded that the main lobe width can be
reduced by increasing the number of elements, resulting in
improved and better directed beams propagating in the
steered direction. It was also shown that the number of ele-
ments helps suppressing side lobes but has virtually no in-
fluence on grating lobes at all.

Here, we extend our interest to study the effect ofN on
the sideleaking energy. Figure 8 shows the respective three-
dimensional directivities forN58, 16, 32, and 64 (L54l,
d5l/2, anda5l/4). Steered at 30°, maximum directivity
occurs atu530° andf50°. AsN increases from 8 to 64, the

FIG. 7. Sideleak index as a function of elevation dimension (N516, d
5l/2, a5l/4, andus530°).

FIG. 8. Three-dimensional directivities showing the effect of number of
elementsN on the energy leaking for linear arrays (L54l, d5l/2, a
5l/4, andus530°).
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streak patterns~lobes! become much thinner. Increasing the
number of elements reduces the lobe widths, resulting in a
better directed beam, which is a preferable way. However,
observe that the overall patterns remain similar for all cases,
except that they get thinner. In all cases, the high intensity
area in the neighborhood of the steering angle is extended in
the f direction up tof530°, even forN564. This means
that some energy leaks out of the the azimuthal plane. This
particular case can be pictured as a situation that the majority
of the propagation energy is directed toward the steering di-
rection but it fans out sharply within the approximate angle
of 630°.

Figure 9 shows the relationship betweenh andN for the
same parameter settings as given before. Interestingly, the
index plot indicates that the sideleaking is almost indepen-
dent of the number of elements. This plot, together with Fig.
8, implies that the average sideleaking energy decreases at
almost the same rate as the one in the azimuthal plane, asN
increases. Since the streak patterns shown in the three-
dimensional directivity images are thinned without drasti-
cally changing their shapes, the average directivity changes
at the same rate as the one in the azimuthal plane. The net
result is the close index values for differentN values. It
should be reemphasized here that the image plots in Fig. 8 do
not represent pressure distribution and should not be used to
compare sideleaking energies between the cases. The total
sideleaking energy in Fig. 8~d! is, in fact, bigger than that of
Fig. 8~a! since higher pressure is induced by the contribu-
tions of more elements. It is thus concluded that higher num-
ber of elements yields narrow lobe widths and gives all posi-
tive influences on the steering behavior in the azimuthal
plane without throwing in any negative influence on the side-
leaking.

D. Interelement spacing

The interelement spacingd is also an important factor
that critically influences the steering performance. It is
known that increasingd improves the directivity in the azi-
muthal plane. However, if it reaches above a certain critical
value, then grating lobes are introduced. These grating lobes

have the same magnitude as the main lobe and act detrimen-
tally on the transducer performance. The critical value was
found to be10

dmax5
l

11sinus

N21

N
, ~9!

which guarantees the condition that completely eliminates
the real-valued grating lobes out of the directivity plot.

Figure 10 shows the effect of interelement spacing on
the directivity patterns. Three-dimensional image directivi-
ties are plotted ford5l/4, l/2, l, and 2l (N516, L54l,
a5l/4, and us530°). By comparing the plot ford5l/4
and the one ford5l/2, one can see that larger interelement
spacing reduces the lobe widths.

As d keeps increasing abovedmax, which is the case for
Fig. 10~c! and ~d!, the lobes become sharper, resulting in
improved directivities. But, unfortunately, additional streak
patterns appear in these images, which can be interpreted as
grating lobes. For example, a grating lobe exists in Fig. 10~c!
at ~u,f!5~30°,0°! or ~230°,0°!, while the main lobe occurs
at ~30°,0°!. In Fig. 10~d!, four grating lobes exist in the azi-
muthal plane, standing at~0°, 0°!, ~30°,180°!5~230°,0°!,
~90°,180°!5~290°,0°!, and~90°, 0°!, respectively. The main

FIG. 9. Sideleak index as a function of number of elementsN (L54l, d
5l/2, a5l/4, andus530°).

FIG. 10. Three-dimensional directivities showing the effect of interelement
spacingd on the energy leaking for linear arrays (N516, L54l, a5l/4,
andus530°).
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lobe is still standing at the same position at~30°,0°!. The line
symmetry of the directivity plot about thef590° axis is
introduced in Fig. 10~c! and~d! because integer multiples of
the wavelength were chosen ford. In general, it is not sym-
metric.

Figure 11 shows the sideleak index as a function of in-
terelement spacing. In the first region where 0.1l<d<dmax

50.625l, h stays almost constant. Since this is the region
with no grating lobes, the streak patterns just get thinner for
increasingd. As d passes the pointd'dmax, there is a sud-
den jump in magnitude. This phenomenon should be ex-
plained by the first grating lobe that starts appearing in the
directivity space right atdmax, whose zero-crossing point is
located atu5290° in an image plot~not shown!. As d in-
creases, the grating lobe moves rapidly into the directivity
plot. Consequently, the lobes continue to become sharper
and h increases slowly until the next grating lobe appears.
The same phenomenon repeats asd increases further. These
grating lobes are deleterious and should be squelched by
avoiding any spacing abovedmax. Within this range, the in-
fluence ofd on the sideleaking is negligible.

E. Aperture length

It has been shown that increasingN improves the overall
steering properties. It was also observed that a larger inter-
element spacing, up to a certain value, provides good prop-
erties as well. It is thus quite natural to predict, from a de-
signer’s standpoint, that a transducer with an interelement
spacing ofdmax and hugeN will yield a well-performing
beam. However, there are some drawbacks to this approach.
The first reason why we should avoid too many elements in
the array is that the transducer becomes bulky and costly.
More importantly, increasingN ~while fixing d! also in-
creases the overall aperture lengthD5(N21)d1a, result-
ing in longer near-field length, and thus enlarges the dead
zone of the transducer. Therefore, a compromise should be
made.

One of our studies reveals an interesting fact that the
main lobe width can be maintained by fixing the productNd.
In other words, the same aperture length (D'Nd for largeN
or d'a) produces the same main lobe width. For example,
doublingN and reducingd to half at the same time, and vice

versa, does not change the main lobe width. Of course, it
should be done within the limiting conditiond,dmax to pre-
vent the grating lobes. As a matter of fact, it was concluded
from the study that the optimum design strategy is to use the
largest possible number of elements which can be practically
placed in the given aperture. We extend the analysis for the
nonazimuthal directions in this paper.

Since bothN andd negligibly affecth, it is quite obvi-
ous that the effect of the productNd is also negligible. Fig-
ure 12 shows three-dimensional directivities for constantNd
combinations (N,d)5(8,2l/3), ~16,l/3!, ~32,l/6!, and ~64,
l/12!, i.e., Nd516l/3. It can be observed that the sideleak-
ing energy of the first set is the largest of all. This can be
again explained by the existence of a grating lobe sinced is
larger than its maximum allowable valuedmax50.625l. If d
is decreased below the critical value with an accordingly
increasingN, the grating lobe disappears and apparently
sideleaking energy drops.

It is interesting to observe that the directivities of the
three cases in Fig. 12~b!, ~c!, and ~d!, which represents re-
gions whered is belowdmax, are exactly the same. This can
be explained from Eq.~6! by noting that the numerator in the
last term remains constant for fixedNd while the denomina-

FIG. 11. Sideleak index as a function of interelement spacingd (N516,
L54l, a5l/4, andus530°).

FIG. 12. Three-dimensional directivities showing the effect of aperture
length D on the energy leaking for linear arrays (L54l, a5l/4, andus

530°).
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tor approaches unity for smalld. Consequently, directivities
are the same for constantNd values. This phenomenon is
further evidenced by Fig. 13 which relates the sideleaking
with the number of elements for a fixed aperture lengthD
'Nd516l/3. The index remains constant everywhere ex-
cept some anomalies at lowN values, which is again ex-
plained by the existence of grating lobes.

Therefore, we can make the same conclusion as before:
it is desirable to use as many elements as possible for fixed
aperture length, to provide a good directivity in the azi-
muthal plane. Ford,dmax, N and d make little influences
and Nd makes absolutely no influence on the leakage. In
practical design, it is suggested to make arrays withN at
least more than 16.

III. SUMMARY AND CONCLUSIONS

Three-dimensional expressions of directivity function
were obtained for single rectangular element sources and lin-
ear phased arrays, based on Huygen’s principle which mod-
els the motion of waves radiated from multiple sources. The
directivities were quantitatively analyzed to interpret the
wave propagation behavior in the directions other than the
azimuthal plane. The distribution was presented in various
forms and the sideleaking directivity index was expressed in
terms of geometrical transducer parameters including eleva-
tion dimensionL, number of elementsN, interelement spac-
ing d, and the aperture lengthNd.

It was shown that the directivity patterns of a single
element and phased arrays in the azimuthal plane are equiva-
lent to the corresponding two-dimensional analysis. In par-
ticular, it was verified that the beam directivity in the azi-
muthal plane is not affected by changing the elevation
dimension. On the other hand, the directivities in the other
directions are very much influenced by the elevation dimen-
sion. Increasing the elevation dimension can effectively re-
duce the sideleaking energy, and hence the beam is better

directed and confined in the azimuthal plane. For a finite
dimensionL, increasing the number of elements or interele-
ment spacing improves the beam directivity in the steering
angle but they have negligible influence on the sideleaking in
an average sense. The interelement spacing should be chosen
below the critical value andN should be also limited.

The effect of aperture was also studied and a design
strategy was established. The following general design pro-
cedure can be suggested. First and foremost, determine the
aperture length depending on the application requirements
such as transducer frequency, inspection area, near-field
length, etc. Then, the next step would be to determine the
desired elevation dimension depending on the required sup-
pression amount of sideleaking energy. Use as many ele-
ments as possibly fit into the given aperture length. Calculate
the sideleaking energy and calibrate the transducer by check-
ing the directivity pattern. Iterate for an optimal design set of
transducer parameters.
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Moving-coil loudspeakers generally exhibit poor response in the low-frequency range because the
diaphragms are unable to produce sufficient volume velocity. To alleviate the problem, this study
focuses on enhancing the low-frequency performance of loudspeakers by means of modern control
techniques. A self-sensing velocity observer is utilized for producing the cone velocity signal
required by the controller. FeedbackH` robust control and feedforwardH2 model matching control
are employed to simultaneously achieve robust stabilization and tracking performance. The
proposed controller is implemented using a combined digital signal processor and operational
amplifier circuitry. © 1999 Acoustical Society of America.@S0001-4966~99!02806-4#

PACS numbers: 43.38.Ja, 43.38.Ar@SLE#

INTRODUCTION

In general, moving-coil loudspeakers exhibit poor re-
sponse in the low-frequency range because the speaker dia-
phragms are unable to produce sufficient volume velocity
below the mechanical resonance frequency~Borwick, 1994!.
Insufficient bass content significantly affects the listening
quality of audio systems. How to maintain a uniform acous-
tic output from loudspeakers at very low frequency is a dif-
ficult problem. One method of improving the low-frequency
response is to increase the radius of the speaker. However,
the increase in efficiency is not as great as might be ex-
pected, because the mass of the speaker also increases with
radius. The low-frequency response can also be enhanced by
reducing the stiffness of the suspension, thereby lowering the
mechanical resonance frequency. However, if the stiffness of
the mechanical system is excessively reduced, its displace-
ment at low frequency becomes very large, which may lead
to harmonic distortions resulting from displacement of the
voice coil into nonuniform regions of the magnetic field.
Although efficiency can also be improved by increasing the
magnetic flux density in the air gap~Kinsler et al., 1982!,
this would result in an undesirable decrease of low-frequency
sensitivity. Another conventional approach is electronic
compensation, where audio systems are equipped with equal-
izers to boost the bass output. In doing so, only the magni-
tude of the low-frequency response is increased, while the
phase is distorted even further@unless a linear phase FIR
~finite impulse response! digital filter is used#. In contrast to
conventional equalizers, this study adopted a different ap-
proach of electronic compensation that seeks to increase the
bass level without disturbing the phase response so that the
waveform distortion is minimized. A very good collection of
references on loudspeaker development in last 30 years can
be found in Borwick~1994!.

The majority of loudspeaker designers to date have fo-
cused on the mechanical aspects of loudspeakers~Colloms,
1991!. However, an increasing number of researchers are
recognizing the potential of using modern control methods to
enhance the performance of loudspeakers. Radcliffe and

Gogate~1992! employed classical proportional control and
velocity feedback to improve low-frequency performance of
loudspeakers. Kuriyama and Furukawa~1989! used a feed-
forward least-mean-square~lms! algorithm to achieve the
same purpose. Along the same line, this study attempts to
enhance the low-frequency performance by means of modern
control techniques, under the electromechanical constraints
of the original system. It seeks to optimally increase the
magnitude without altering the phase~within a pure delay! of
the low-frequency response. To this end, a hybrid structure is
employed in the control design. In particular, robust stabili-
zation is achieved using anH` robust feedback controller,
whereas tracking performance is maintained via anH2 model
matching feedforward controller. The feedback controller is
implemented by using analog operational amplifier~OP! cir-
cuitry to avoid excessive delay that might destabilize the
closed-loop system. The feedforward controller is imple-
mented on a floating-point digital signal processor~DSP!.

The proposed system is different from the other elec-
tronically compensated systems~Colloms, 1991! in that this
system does not require sensors such as accelerometers or
microphones. A self-sensing velocity observer circuit based
on the idea of Okadaet al. ~1995! is used for producing the
cone velocity signal.

Experimental results show that the proposed system has
an enhanced frequency response in the low-frequency region
and better tracking performance of time-domain signals than
the uncompensated system.

I. MOVING-COIL LOUDSPEAKER

A. Modeling

In this section, a brief review of the model of moving-
coil loudspeakers which is also similar to the Thiele-Small’s
model ~Small, 1972! is given. The following definitions are
used~Beranek, 1954!:
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es ,Ri input voltage and input resistance of the
power amplifier

eg ,Rg open-circuit voltage and internal resistance
of the generator

eg8 output voltage of the power amplifier
Ru resistance for the velocity observer
eu voltage drop across the resistor,Ru
LE ,RE inductance and resistance of the coil mea-

sured with the voice coil blocked (uc50)
Bl the electromagnetic coupling factor~mag-

netic flux density3coil length!
e,i back electromotive force~EMF! and the cur-

rent of the coil
uc , f c coil velocity and Lorentz force
M M ,CM ,r M equivalent mass, compliance, and respon-

siveness of the mechanical system
ZMR radiation mobility,ZMR5(ZMR)21, ZMR

being radiation impedance
ZMOT motional mobility of mechanical and acoust-

ical systems
m,d,k effective mass, damping, stiffness of the

mechanical and acoustical systems

An equivalent circuit can be drawn by using the mobility
analog, as shown in Fig. 1~a!. Note that the resistanceRu is
inserted in the circuit for measuring current of the coil. The
motional mobility ZMOT can be expressed in terms of equiva-
lent mass~m!, damping~d!, and stiffness~k!:

zMOT5
1

j vm1d1k/ j v
. ~1!

If the circuit of Fig. 1~a! is referred to the electrical side, as
shown in Fig. 1~b!, the currenti can be calculated as

i 5
eg

Rt1 j vLE1~Bl !2zMOT
, ~2!

where the total resistance is defined asRt,Rg1Ru1RE .
Assume that (u j vLEu!Rt) is in the low-frequency range and
substitute Eq.~1! into ~2!:

i

eg
>

~ j v!2m1 j vd1k

~ j v!2Rtm1 j v~Rtd1B2l 2!1Rtk
. ~3!

Equation~3! is a second-order system with a resonance fre-
quencyAk/m and damping modified by the factorBl. Note
that a pair of lightly damped zeros are located at the same
frequencyAk/m. Conversely, if the circuit is referred to the
mechanical side, as shown Fig. 1~c!, the coil velocityuc can
be solved as

uc5
eg

Bl FzMOTY S Rg1Ru1RE

B2l 2 1 j v
LE

B2l 2 1zMOTD G
5egBlY FRtS 1

zM1
D1 j vLES 1

zM1
D1B2l 2G

5
egBl

~Rt1 j vLE!~ j vm1d1k/ j v!1B2l 2 . ~4!

The low-frequency approximation of coil velocityuc can be
obtained by neglecting the inductanceLE

uc

eg
>

j vBl

~ j v!2Rtm1 j v~Rtd1B2l 2!1Rtk
. ~5!

Equation ~5! represents a second-order system with a dc
blocking zero and resonance frequencyAk/m.

B. Implementation of the velocity observer

In the far field, the sound pressure of a direct-radiator
loudspeaker is related to the diaphragm velocity~Beranek,
1954!. Hence, cone velocity is selected as the controlled
variable in our design. However, direct access of cone veloc-
ity requires sensors such as accelerometers that may result in
adverse effects of mass loading. A simpler solution is the
self-sensing velocity observer~Okadaet al., 1995!. From the
electrical side of Fig. 1~a!,

eg5~Rt1 j vLE!i 1Bluc . ~6!

Knowing thati 5eu /Ru , we can thus express the coil veloc-
ity uc as

uc5
1

Bl Feg2S Rt1 j vLE

Ru
DeuG . ~7!

Hence, a velocity observer can be constructed based on the
idea of Eq.~7!, provided parametersRu , Rt , LE , and Bl
have been measured. However, common calibration proce-
dures ~Beranek, 1954! that treat these parameters as ideal
constants appeared insufficient for our purpose. We use a
different approach to accommodate the frequency variation
of the parameters. Rewrite Eq.~7! in terms of the output
voltage of the power amplifier (eg8)

FIG. 1. Electromechanical analogous circuits.~a! Analogous circuit of the
mobility type; ~b! electrical circuit showing motional electrical impedance;
~c! analogous circuit of the mobility type referred to the mechanical side.
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uc5
1

Bl Feg82S Rt81 j vLE

Ru
DeuG , ~8!

whereRt8,Ru1RE . Now, settinguc50 in Eq. ~8! leads to

eu

eg8
5

Ru

Rt81 j vLE
5

~Ru /Rt8!

11 j v/~Rt8/LE!
,H~ j v!, ~9!

where H( j v) is the blocked frequency response~with the
speaker diaphragm held still, i.e.,uc50! between the voltage
drop across the current sensing resistor and the output volt-
age of the power amplifier. The functionH( j v) is a first-
order low-pass function with the corner frequencyvc

5Rt8/LE and dc levelH05Ru /Rt8 . To satisfy the blocking
condition, we simply place a hard rubber stopper firmly
against the cone. WithRu pre-specified,Rt8 and LE can be
identified from the Bode plot ofH( j v), i.e.,

Rt85Ru /H0 and LE5Rt8/vc . ~10!

The Bode plot ofH( j v) obtained for our system is shown in
Fig. 2~a!. The remaining work is to identify the factor
(1/Bl). Dividing both sides of Eq.~8! by es gives

uc

es
5

1

Bl Feg8

es
2S Rt81 j vLE

Ru
D eu

es
G . ~11!

We then measure the coil velocityuc using a Polytec OFV
2500 laser velocity sensor. Form the frequency responses
uc /es , eg8/es , eu /es , and the identified value of (Rt8
1 j vL)/Ru , the factor (1/Bl) is determined, as shown in
Fig. 2~b!. This factor appears to be frequency dependent.
This frequency dependence entails the need to treat the factor
(1/Bl) in Eq. ~8! as a filter so that the magnitude and phase
of coil velocity can be accurately described. The resulting

velocity observer in Eq.~11! is implemented by an OP cir-
cuit ~Schaumannet al., 1989!, as shown in Fig. 3.

II. ROBUST CONTROL DESIGN

The hybrid structure~Aström, 1990! composed of a
feedforward controller and a feedback controller is adopted
in the control design. The design strategy is first to find an
H` feedback controller that stabilizes the open-loop plant,
where ‘‘plant’’ means ‘‘the controlled system.’’ The reason
for using a feedback module is to increase robustness against
plant uncertainties and perturbations so that the cone velocity
is nearly constant~Morari and Zafirou, 1989!. Next, a feed-
forward controller is introduced to achieve tracking perfor-
mance without degrading the stability of the feedback-
compensated system. It is noted that an optimally matched
feedforward control is a step beyond merely using a linear
phase FIR digital filter that does not take into account the
phase response of the plant.

A. H` robust feedback controller

The feedback structure of Fig. 4 is considered. To find
anH` controller, we weight the sensitivity functionS̃(z) by
W1(z), the control inputu(k) by W2(z), and the comple-
mentary sensitivity functionT̃(z) with W3(z), where

S̃~z!5
1

11P~z!C~z!
~12!

and

FIG. 2. Frequency responses of electrical parameters.~a! Bode plot of
H( j v)5Ru /(Rt81 j vLE); ~b! 1/Bl.

FIG. 3. OP circuit of the self-sensing velocity observer.

FIG. 4. System diagram of feedback control.
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T̃~z!5
P~z!C~z!

11P~z!C~z!
. ~13!

For good disturbance rejection and tracking performance, the
nominal performance condition must be satisfied~Doyle
et al., 1992!

iS̃~z!W1~z!i`,1. ~14!

On the other hand, for system stability against plant pertur-
bations, the robustness condition must be satisfied

iT̃~z!W3~z!i`,1. ~15!

The tradeoff betweenS̃(z) and T̃(z) dictates the perfor-
mance and stability robustness of the feedback design:

iuS̃~z!W1~z!u1uT̃~z!W3~z!ui`,1 ~16!

The input–output relation of the augmented plant of the
feedback structure is

F Z1~z!

Z2~z!

Z3~z!

E~z!

G5FW1~z! 2W1~z!P~z!

0 W2~z!

0 W3~z!P~z!

1 2P~z!

G FD~z!

U~z!G , ~17!

whereZ1(z), Z2(z), andZ3(z) are controlled variables, and
P(z) is the open-loop plant. The extraneous inputD(z) con-
sists of the referencer (k) and disturbanced(k). The signals
U(z) and E(z) are the control input to the plant and the
measured output from the plant, respectively. InH` theory,
the suboptimal condition of the feedback controller reads
~Doyle et al., 1992!.

I F W1~z!S̃~z!

W2~z!R̃~z!

W3~z!T̃~z!
G I

`

,1, ~18!

where

R̃~z!5
C~z!

11P~z!C~z!
. ~19!

In H` control synthesis, the optimal tradeoff between
performance and stability robustness is achieved by tuning
the weighting functionsW1(z), W2(z), andW3(z). In gen-
eral,W1(z) andW3(z) are chosen as a low-pass function and
a high-pass function, respectively. The details of how to se-
lect the weighting functions can be found in Bai and Lin
~1997!.

B. H2 feedforward model matching controller

Having stabilized the plantG(z) by the feedback con-
troller, the design effort can then be focused on finding a
feedforward controllerC(z) which makes the plant output
track the desired output of a reference modelM (z). In our
study,M (z) is chosen as the following function:

M ~z!5
z210~1.469520.0609z21!

120.5305z21 . ~20!

Note that the above function contains a pure delay termz210

and a first-order low-pass function. The low-pass function is

to attenuate the excessive gain outside the control bandwidth.
The pure delay, which will not introduce waveform distor-
tion, is essential in calculating the controller using the model
matching principle, and is detailed as follows.

The matching procedure is based on theH2 criterion.
Let the squared error be

e2
25iM ~z!2C~z!G~z!i2

2, ~21!

where the 2-norm of a transfer function is defined as

iG~z!i2,S 1

2p E
2p

p

uG~ej u!u2du D 1/2

. ~22!

The feedforward model matching problem reduces to finding
a stable transfer functionC(z) to minimizee2

2. We perform
an inner–outer factorization~Doyle et al., 1992! on G(z):

G~z!5Va~z!Vm~z!, ~23!

with Va(z) being an all-pass function andVm(z) being a
minimum phase function. Substitute Eq.~23! into Eq. ~21!
and omitting~z! for simplicity, we have

e2
25iM2VaVmCi2

25iVaVa
21M2VaVmCi2

2

5iVa~Va
21M2VmC!i2

25iVa
21M2VmCi2

2. ~24!

In the last step, the fact thatVa has a bounded constant
magnitude on the unit circle is used. Now, decompose
Va

21M as follows:

Va
21M5~Va

21M !11~Va
21M !2 , ~25!

where (Va
21M )1 , and (Va

21M )2 correspond to the unstable
part and the stable part, respectively. Then Eq.~24! can be
rewritten into

e2
25i~Va

21M !11~Va
21M !22VmCi2

2

5i~Va
21M !1i2

21i~Va
21M !22VmCi2

2. ~26!

The Pythagoras theorem in Hilbert space is used in the last
equality. Thus the optimalCopt(z) becomes

Copt~z!5Vm
21~Va

21M !2 . ~27!

III. EXPERIMENTAL INVESTIGATIONS

The experimental setup is composed of a one-way
closed-box woofer with an 8-in. moving-coil direct radiator
speaker driven by a 30-W power amplifier, a mid-range
speaker, and a tweeter driven by a 25-W power amplifier.

Prior to controller design, the model of the plantG(z)
needs to be determined. One way of constructing the plant
model is to identify all parameters in Eq.~5!. Alternatively,
one may use a system identification procedure to construct
the model, based on the input dataeg and output datauc .
This paper chose the latter approach which may capture
more dynamics overlooked by the low-frequency analytical
model in Eq. ~5!. The comparison in Fig. 5 shows good
agreement between the measured frequency response and the
regenerated frequency response of the identified plant.

On the basis of the identified plant, the aforementioned
H` procedure andH2 procedure are applied to obtain the
optimal feedback controller and feedforward controller, re-
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spectively. The feedback controller is implemented by an OP
circuit to avoid excessive delay, whereas the feedforward
controller is implemented by a digital filter on a 32-bit
floating-point DSP~TMS320C31! with a sampling rate 2
kHz that is nearly five times of the control bandwidth, which
meets the Nyquist sampling criterion. A two-channel 16-bit
input/output daughter module is used. The board is equipped
with anti-aliasing filters and smoothing filters. The dynamic
range of quantization is 90 dB. The total system diagram is
shown in Fig. 6. The frequency response of the feedback
controller and the associated electric circuit of the analog
controller are shown in Figs. 7 and 8, respectively. Prior to
the feedforward controller design, the model of the feedback-
compensated plant is determined via a frequency-domain

identification procedure~Juang, 1994!. The measured fre-
quency response and the regenerated frequency response of
the compensated plant are compared in Fig. 9. ByH2 opti-
mization, the optimal feedforward controller is found~Fig.
10!. As expected, the controller exhibits high gain in the
low-frequency range.

The feedback controller and the feedforward controller
are hence combined to enhance the bass quality of the audio
system. Although coil velocity is the controlled variable in
our design, a monitoring microphone is also set in the far
field ~20 cm away! to evaluate the acoustical performance.
The frequency responses for the uncompensated system and
the system compensated by the hybrid control are compared
in term of the coil velocity and the far-field sound pressure
~Figs. 11 and 12!. The experimental result shows significant
improvement of bass quality by driving the low-frequency
limit of the loudspeaker from approximately 60 Hz down to
20 Hz. The magnitude enhancement ranges from 3 dB to 20
dB throughout the 400-Hz control bandwidth. In addition,
the phase linearity is not degraded~with a pure delay! be-
cause of the electronic compensation. Note that there is a
hump around 10 dB. This peculiar result is done on purpose

FIG. 6. Total system diagram of the bass-enhanced audio system.

FIG. 7. Frequency response of theH` feedback controller.FIG. 5. Comparison between the measured and the regenerated frequency
responses of the open-loop plant. Measured data ——— ; regenerated data
—.

FIG. 8. Circuit diagram of theH` feedback controller.
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by giving more weight to the low-frequency response of the
feedforward controller. After a subjective evaluation, we felt
a boosted bass would give a more impressive sense of ‘‘su-
per bass’’ than just a flat response. To test the practicality of
the proposed system, a pop music sample is used as the
command signal to evaluate the tracking performance of the
hybrid controller. The time-domain responses for the uncom-
pensated system and the compensated system are compared
in Fig. 13. It is evident from the comparison that the pro-
posed system indeed produces more satisfactory tracking
performance.

IV. CONCLUSIONS

Modern control techniques are exploited to enhance the
low-frequency performance of moving-coil loudspeakers,
under the electromagnetic properties and acoustical con-
straints. A self-sensing velocity observer is developed for
cone velocity estimation without additional motional or
acoustical sensors.H` feedback control is employed for ro-
bust stabilization, while theH2 feedforward model matches

FIG. 9. Comparison between the measured and the regenerated frequency
responses of the feedback-compensated plant. Measured data ——— ; re-
generated data —.

FIG. 10. Frequency response of theH2 feedforward controller.

FIG. 11. Frequency responses between a white noise input and the cone
velocity output for the uncompensated system and the compensated system.
Control off — ; control on ———.

FIG. 12. Frequency responses between a white noise input and the far-field
sound pressure output for the uncompensated system and the compensated
system. Control off — ; control on ———.
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control for tracking performance. The results obtained in ex-
periments indicate that the proposed system yields improved
performance over the uncompensated one. However, as a
limitation of the proposed methodology, the success of this
method relies on adequate design of the original mechanical
system and acoustical system~such as a sufficiently large
diameter of the speaker!. That is, one can never adequately
control a poorly designed mechanical system. Overemphasis
on the proposed electronic compensation will likely result in
undesirable nonlinearity in the system.

Although this paper mainly focuses on audio loudspeak-
ers, the same rationale can be extended to the other applica-

tions, e.g., control speakers for active noise cancellation, lin-
ear electromagnetic actuators for active vibration control and
isolation, where efficient low-frequency response is crucial.
Since the research was originally targeted at the subwoofer,
only one driver was tested. However, the feasibility of the
proposed technique applied to the systems of multiple driv-
ers should be examined. Future research is planned in these
areas.
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Propagation characteristics of leaky Lamb waves in a liquid-
loaded double-layered substrate consisting of a thin piezoelectric
ceramic plate and a thin glass plate
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Operational performance of a leaky wave interdigital transducer on a double-layered substrate
composed of two thin plates, a piezoelectric ceramic plate and a glass plate, is described for the
purpose of two kinds of transducer functions—one for the effective radiation of underwater
ultrasound and the other for liquid sensing. Two parameters, electromechanical coupling coefficient
(k2) and mode conversion ratio~C!, are evaluated on a two-dimensionalp- f d plane as the
fundamental factors for the leaky wave transducer, wherep is the thickness ratio of the ceramic part
and the double-layered substrate, andfd is the product of the frequency~f ! and the total thickness
of the substrate~d!. For an effective transducer for underwater ultrasound, bothk2 andC should be
large at a certain operation point ofp andfd. The maximum transducer efficiency from the product
of k2 andC in the second mode operation in the case ofp50.37 is three times as large as that in
the case of a single-layered piezoelectric ceramic plate. For constructing a concise liquid sensing
device, on the other hand, a combination of largek2 and smallC is required. A condition satisfying
the above requirement is recognized in the third mode operation in the case ofp50.55 andf d
53.4 MHz•mm. The combination of a piezoelectric ceramic plate and a glass plate is promising for
realizing highly functional ultrasound transducers for underwater ultrasound and for liquid sensing.
© 1999 Acoustical Society of America.@S0001-4966~99!00406-3#

PACS numbers: 43.38.Rh, 43.20.Hq, 43.20.Jr@SLE#

INTRODUCTION

Elastic wave propagation is essentially an important
problem to be solved in constructing various ultrasonic de-
vices. A high-performance transducer is required for various
underwater ultrasound fields such as medical diagnosis, non-
destructive testing, and physical acoustics.1–5 A thickness-
drive transducer is generally used for the excitation of the
longitudinal wave into the liquid.6,7 An interdigital trans-
ducer~IDT! is widely used as the most fundamental compo-
nent in surface acoustic wave~SAW! technology.8,9 The IDT
is also able to operate effectively as a leaky wave transducer
at a liquid–solid interface.10 A leaky SAW along the liquid-
loaded surface can be applied to transducers for underwater
ultrasound.11–13

A leaky Lamb wave transducer using a thin piezoelectric
plate has merits such as multiple-mode operation and
frequency-dependent radiation direction of a longitudinal
wave in a liquid.14 Propagation characteristics of the leaky
Lamb waves in a single-layered substrate have been studied
both numerically and experimentally.15–21This type of trans-
ducer, on the other hand, is mechanically weak. Reference 22
dealt with the velocity dispersion of Lamb waves in an alu-
minum~nonpiezoelectric! plate coated with a polymer placed
in air.

In this paper, we describe the propagation characteristics
of leaky Lamb waves and transducer performance, in a lay-
ered substrate consisting of two thin plates, one piezoelectric
ceramic thin plate and one glass thin plate. The following
two parameters, electromechanical coupling coefficient (k2)
of the IDT and mode conversion ratio~C! from the leaky

Lamb wave to the longitudinal wave in the liquid, are fun-
damental factors for considering the device performance.
Both k2 andC are calculated from the complex leaky Lamb
wave velocities in the form of a function offd, wheref is the
frequency andd is the total thickness of the double-layered
substrate. For an efficient underwater ultrasound transducer,
bothk2 andC are desired to be large. From the viewpoint of
a liquid sensor application, on the other hand, a combination
of largek2 and smallC is required, because of low propaga-
tion loss of the leaky Lamb wave under the existence of the
loading liquid. Compared with the case of a device configu-
ration using a single-layered substrate, the values ofk2 andC
in the double-layered substrate depend not only onfd but
also on p, which could lead to the increase of functional
combination. Selection of the substrate material is essentially
important for transducer performances although the use of a
single-layered piezoelectric plate is, in general, for Lamb
wave devices.

As far as we are aware, there has been no report on
leaky Lamb waves propagating in layered-structured sub-
strates with various thickness ratios in terms of the two pa-
rameters,k2 andC. When a double-layered substrate is used,
the thickness ratio would be a key parameter for broadening
the choice of the transducer performance. For a certain thick-
ness ratio, bothk2 andC take their respective peak values at
almost the same value offd, which enables us to construct an
underwater ultrasound transducer with high efficiency. For
another thickness ratio,C takes a small value at anfd giving
the peak ofk2, which enables us to design a liquid sensing
device operating under a liquid-loaded condition. In this
study, a layered substrate consisting of a thin piezoelectric
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ceramic plate and a thin glass plate, a typical combination of
well-known materials, is introduced and the thickness ratio
of the ceramic to the total thickness is varied from 0 to 1.
Substitution of the glass with other materials could broaden
the choice of the transducer configuration.

I. CONSTRUCTION OF LAYERED SUBSTRATE

Figure 1 shows schematically the directions of two kinds
of waves, a leaky Lamb wave propagating in a double-
layered substrate and a longitudinal wave in a liquid. The
substrate is composed of two different materials, a piezoelec-
tric ceramic thin plate and a glass thin plate, which are ad-
hered to each other. The ceramic is 101 A produced by TDK
Co., which has a poling axis in the thickness direction. The
glass plate is No. 7059 produced by Corning Co. The total
thickness of the double-layered substrate isd. The thickness
of the piezoelectric plate isp•d, wherep is a parameter with
a value between 0 and 1. Hence it follows that the thickness
of the glass plate is (12p)•d. The surface of the piezoelec-
tric plate on the glass side is electrically shorted and the
surface of the opposite side is electrically opened or shorted.
The free surfaces of the glass plate and the piezoelectric plate
are exposed to the liquid or air, respectively.

The efficiency of leaky Lamb wave excitation in the
substrate, evaluated byk2, can be obtained from the follow-
ing relation:23

k252
v02vs

v0
, ~1!

wherev0 andvs are the phase velocities of the leaky Lamb
waves when the free surface of the piezoelectric plate is elec-
trically opened and shorted, respectively. While propagating
in thex-direction, the leaky Lamb waves are mode converted
to the longitudinal wave in the liquid. The mode conversion
efficiencyC is evaluated by the following relation:

C512expS 4p
v I

vR
D , ~2!

where vR and v I are the real and imaginary parts of the
complex leaky Lamb wave velocity, respectively.C is the
ratio of mode-converted energy from the leaky Lamb wave
to the longitudinal wave in water while the leaky Lamb wave
propagates in thex-direction by one wavelength.

II. NUMERICAL CALCULATION RESULTS

The complex velocity of the leaky Lamb wave was ob-
tained by developing Farnell’s method.24,25 We focus on the
shift of the dispersion curves for increasingp. Figure 2
shows the dispersion curves of the zeroth (A0) mode for the
p values of 0, 0.01, 0.05, 0.1, 0.2, 0.3, 0.6, and 1. In these
cases, both surfaces of the ceramic plate is electrically
shorted. Whenp is small (p50.01, 0.05, 0.1, and 0.2!, the
velocity curve initially goes up withfd and takes the maxi-
mum value at a certainfd value and then approaches the
Rayleigh wave velocity of the piezoelectric ceramic. These
figures explain the behavior ofp50 in terms of the transi-
tion from the thin piezoelectric layer to the nonpiezoelectric
layer.

Figure 3 shows the curves of the first (S0) mode forp in
the range of 0–1, in steps of 0.1. The velocity values of the
first mode atf d50 change monotonically withp. These ve-
locities correspond to the respective longitudinal wave ve-
locities in the thin layered substrates with differentp values,
because the particle displacement in the substrate is confined
in the propagation direction of the leaky Lamb wave, while
the particle displacements for otherfd values are on oval

FIG. 1. Schematic diagram of propagation directions of a leaky Lamb wave
in a double-layered substrate and a longitudinal wave radiated into a liquid.

FIG. 2. Phase velocity dispersion curves of the zeroth mode leaky Lamb
wave propagating in layered-structured substrates with various thickness
ratios.p50 corresponds to the single layer of glass.

FIG. 3. Phase velocity dispersion curves of the first mode leaky Lamb wave
propagating in layered-structured substrates with various thickness ratios.
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tracks in the plane containing the propagation directions of
both leaky Lamb wave and the longitudinal wave. The ve-
locities of the first mode approach the transverse wave ve-
locity of the piezoelectric ceramic forp in the range of 0.3–
0.9 with the increase offd, while they approach the Rayleigh
wave velocity of the glass in the cases ofp50, 0.1, and 0.2.
The coupling between the first and second propagation
modes causes an abrupt transition between the two curves for
p50.2 andp50.3.26 In the case ofp51, the first mode
velocity approaches the Rayleigh wave velocity of the piezo-
electric plate.

Higher order modes have their respective cutoff frequen-
cies corresponding to thep value and their velocities de-
crease asfd increases. Figures 4 and 5 show the velocity
dispersion curves of the second and third modes, respec-
tively, for variousp. For a certainp value between 0 and 1,
the double-layered substrate can be regarded as a single-
layered substrate whose elastic properties are between those
of the glass and piezoelectric ceramic plates, as far as the
velocity dispersion curves are concerned. By changingp, we
can broaden the choice of the material properties of the sub-
strate.

Figures 6 through 8 show the calculated results ofk2

andC on a two-dimensional plane (p- f d plane! in the cases
of the first, second, and third modes, respectively. The
shaded domains in the figures represent the combinations of
p and fd where the calculatedC is over 0.2, a value that is
considered large enough as a mode conversion ratio. The
thick dashed curves show thefd values giving the peak val-
ues ofk2 for respectivep. In designing a transducer for un-
derwater ultrasound, bothk2 andC must be large. Figures 6
and 8 say that the first and third mode operations of the
transducer are not promising for any combinations ofp and
fd. In Fig. 7, however, the dashed curve crosses one of the
shaded domains, indicating that the layered substrates with
the thickness ratios from 0.23 through 0.4 are promising for
transducers operating in the second mode with highk2 and
high C, if the interdigital periodicity of the IDTs are properly
selected so thatfd of the operation point gives the peak value
of k2. The maximum product ofk2 and C is about three
times as large as that in the case of a transducer using a
single layer of the ceramic plate. As for an application to a
liquid sensor having a combination of highk2 and lowC, the
three figures indicate that there are many combinations ofp
andfd which give favorable transducer configurations as liq-
uid sensing devices.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

Two devices were prepared using double-layered sub-
strates with two differentp values. One used a bilayer sub-
strate with the total thickness of 630mm and thep value of

FIG. 4. Phase velocity dispersion curves of the second mode leaky Lamb
wave propagating in layered-structured substrates with various thickness
ratios.

FIG. 5. Phase velocity dispersion curves of the third mode leaky Lamb
wave propagating in layered-structured substrates with various thickness
ratios.

FIG. 6. LargeC-valued region~shaded forC.0.2) and trace of maximum
k2 on ap- f d plane, for the first mode operation. The circle and the triangle
on the plane correspond to the operation points of two kinds of prepared
transducer configurations,p50.37 andp50.55, respectively.

FIG. 7. LargeC-valued region~shaded forC.0.2) and trace of maximum
k2 on a p- f d plane, for the second mode operation. The circle and the
triangle on the plane correspond to the operation points of two kinds of
prepared transducer configurations,p50.37 andp50.55, respectively.
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0.37. Two arch-shaped IDTs with the periodicity of 1200
mm, one for the input and the other for the output, were
deposited on the free surface of the ceramic. The IDT, com-
posed of three pairs of electrode fingers, had an aperture
angle of 45°. The operation points of this transducer in the
first, second, and third modes are shown by solid circles in
Figs. 6–8, respectively. This transducer was designed so that
it can most effectively operate in the second mode. The
phase velocities at the operation points of the transducer are
plotted by open squares in Fig. 9, which shows the velocity
dispersion curves of the leaky Lamb waves in the bilayer
substrate with thep value of 0.37.

When an rf electrical pulse is applied to one of two
arch-shaped IDTs on the double-layered substrate surface, a
leaky Lamb wave is excited at the part of the input IDT and
is immediately mode converted to a longitudinal wave in a
liquid ~water!. After being reflected by a placed brass plate
via the water layer, the wave arrives at another transducer to
be detected as a delayed electrical signal. Figure 10 shows
the observed input and output signals for the second mode
operation at the carrier frequency of 3.7 MHz, where an out-
put amplitude of 170 mV is observed for an input of 5 V. It
should be noted that the transducer effectively radiates the
leaky wave and detects the delayed signal after the propaga-
tion in the form of a longitudinal wave in water even for the
electrode finger pairs of 3. The center frequencies of the
transducer are 2.7, 3.7, 4.4, and 5.4 MHz, corresponding to
the first, second, third, and fourth modes, respectively. The

experimental results say that the insertion losses of each
mode are 41.1, 29.4, and 30.0 dB for the first, second, and
fourth mode, respectively. No output was observed for the
third mode. The above results are well consistent with the
calculated product ofk2 andC.

The other device configuration used a double layer with
the total thickness of 900mm and the thickness ratio of 0.55.
The interdigital periodicity of the arch-shaped IDTs with
three electrode finger pairs were 1050mm. The operation
points of this transducer are indicated by triangles in Figs.
6–8, which do not satisfy the condition required for under-
water ultrasound transducers. In the third mode operation,
however, the leaky Lamb wave can be detected effectively
without much attenuation accompanied by the radiation into
the water layer, as shown in Fig. 11. This agrees with the
calculated results in Fig. 8, corresponding to the combination
of largek2 and smallC.

In this case, the leaky Lamb wave mode propagates in
the layered substrate, of which the velocity is considered to
be dependent on the material properties of the loading liquid.
The calculated velocity change of the third mode leaky Lamb
wave in the layered substrate withp50.55 is represented in
Fig. 12 as a function of the concentration of the salified
water as a loading liquid. The velocity change could be ob-
served in the form of the change of the delay time between
the input and output transducers. This indicates the possibil-
ity of constructing a liquid sensing device.

FIG. 8. LargeC-valued region~shaded forC.0.2) and trace of maximum
k2 on ap- f d plane, for the third mode operation. The circle and the triangle
on the plane correspond to the operation points of two kinds of prepared
transducer configurations,p50.37 andp50.55, respectively.

FIG. 9. Phase velocity dispersion curves of the six lowest order modes of
the leaky Lamb waves propagating in the layered substrate with thep value
of 0.37. Open squares show the operation points of the transducer configu-
ration with the interdigital periodicity of 1200mm.

FIG. 10. Observed waveforms of input and output signals for the second
mode at the carrier frequency of 3.7 MHz, in the case ofp50.37 andd
5630mm.

FIG. 11. Observed waveforms of input and output signals for the third mode
at the carrier frequency of 3.8 MHz, in the case ofp50.55 and d
5900mm, where the free surface of the glass plate is in contact with air~a!
and water~b!.
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IV. CONCLUSIONS

We have described propagation characteristics of leaky
Lamb waves in a double-layered substrate composed of two
kinds of thin plates, ceramic and glass, from the viewpoint of
leaky wave transducers. Change of the thickness ratio be-
tween the two layers strongly influences the velocity disper-
sion curves, which makes it possible to realize wide combi-
nations ofk2 and C values. The favorable configuration in
using the double-layered substrate is related to the selection
of the thickness ratio of the two thin plates as well as the
interdigital periodicity. The operational performances of this
type of leaky wave transducer are quite different from the
other type of transducer configurations without the use of a
glass thin plate. The introduction of a glass thin plate would
be useful for realizing a unique transducer for nondestructive
testing and liquid sensing.
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The equations of in-plane vibration of thin plates are solved for rectangular panels with two parallel
edges clamped, while the other two edges are either both clamped, both free, or one clamped and
one free. The propagation characteristics of in-plane waves are investigated and the frequency bands
of attenuation and propagation of the waves are identified. Simple expressions for the cutoff
frequencies of different wave components are derived. The nature of the coupling between in-plane
longitudinal and in-plane shear waves is mathematically and physically illustrated. Although all the
modes in a plate panel are coupled through Poisson’s effect, it is shown that the coupling is very
weak in plate panels with all edges clamped as compared to the cases where one or two parallel
edges are free. As a first order approximation, the resonant modes of in-plane waves are classified
into uncoupled and coupled mode pairs. By using the coupled mode pairs approximation, it is
possible to predict the dynamic response of the plate panel with a reasonable accuracy. Simple
expressions are given for approximate estimation of the resonance frequencies of coupled and
uncoupled modes. Mode shapes are given, for each case of edge conditions, which satisfy both the
displacement and force conditions at the plate edges. A simple procedure is given for the
determination of resonance frequencies and mode shapes without excessive computations. The
predicted resonance frequencies and mode shapes are compared to the finite element results and
good agreement is found. The mode shapes of the in-plane vibration are depicted for the first eight
resonant modes for each case of edge conditions. ©1999 Acoustical Society of America.
@S0001-4966~99!03305-6#

PACS numbers: 43.40.Dx@CBB#

INTRODUCTION

The prediction of in-plane dynamic response and reso-
nance frequencies of flat plate panels is of practical impor-
tance. This is because in most applications the forces trans-
mitted to platelike structures, even if they are designed to be
perpendicular to the middle plane of the plate panel, are
practically inclined, and have in-plane components due to
imperfections in the manufacturing, assembly, or alignment
of the supporting mounts. In some applications the main
force components are designed to act parallel to or in the
middle plane of the plate.

The resonance frequencies and mode shapes for flexural
vibration are well documented.1,2 Much effort has also been
devoted to investigate the forced response of flexural vibra-
tions in platelike structures~see, for example, Refs. 3–5!.
Similar information for the in-plane vibration, to the knowl-
edge of the authors, are lacking.

In recent years, the in-plane vibrational response of
single and coupled plates has attracted the attention of re-
searchers. The forced response of in-plane vibration in infi-
nite plates can be found in many references~see, for ex-
ample, Refs. 3, 4!, much less work is reported on the in-
plane response of finite plates. References 6–10 report some
of the present efforts to include the in-plane response into
predictions and measurements of the response to simulta-
neous flexural and in-plane excitations. They emphasize the
importance of in-plane response at high frequencies and in

large coupled platelike structures. Only recently, Farag and
Pan presented a method to compute the in-plane response
and to extract the modal characteristics of thin rectangular
plates.11 The application of receptance concepts in the inves-
tigation of vibrational characteristics of plates can be found
in Refs. 5 and 12. Ljunggren13 has discussed an interesting
coincidence coupling between a pressure wave over an area
of a plate and the quasi-longitudinal waves in the plate. It is
expected that in-plane waves in this case will have a pre-
dominant influence on energy flow from external pressure
and through the coupling boundaries.

The resonant characteristics of in-plane vibrations of
rectangular plates is the concern of this paper. The boundary
conditions considered here represent the practical case of flat
plate panels fixed to frames from two parallel edges. The
other two edges may be either connected to stiffening beams
or free. Linear displacements along the connected boundaries
can be considered negligible while rotational displacements
are permissible. These correspond to the simply supported
conditions for flexural vibration and the clamped conditions
for in-plane vibration.

The modal receptance solution developed in this paper is
different from the solution presented in the previous
work11,14 in that:

~1! A modal receptance solution is developed for plate pan-
els with one or two parallel edges free while all other
edges are clamped. These two cases of edge conditions
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are important when two or more plates are coupled to-
gether where the coupling forces are applied on free
edges, as detailed in Ref. 14.

~2! In the present solutions the response is obtained as a
receptance function which is mathematically formulated
as a modal series summation.

~3! The present solution provides more insight into the
modal behavior and characteristics of rectangular panels.
For example, the cutoff frequencies are defined math-
ematically and the relation between the uncoupled and
coupled modes are discussed in detail. The free vibra-
tional characteristics can also be obtained directly with-
out first solving for the forced response.

~4! Detailed examination of the modal behavior led to the
development of approximate and simple procedures for
quick estimation of the in-plane resonance frequencies
and mode shapes.

~5! Reference 14 presents an approximate receptance func-
tion for prediction of the in-plane response of finite
plates excited by in-plane forces perpendicular to one
free edge when all other edges are clamped. The in-plane
response parallel to the free edge is neglected in Ref. 14.

In this paper, the two coupled equations governing the
two in-plane response components are presented. These
equations are based on the assumptions of the thin plate
theory. The first section discusses the free vibrational char-
acteristics of plates with two parallel edges clamped. In this
section, the propagation and attenuation frequency bands and
cutoff frequencies are examined, and expressions are derived
for the resonance frequencies of coupled and uncoupled
modes. In the second section, a solution for the forced re-
sponse to in-plane force excitations is developed, taking into
consideration the coupling between the in-plane longitudinal
and in-plane shear waves. The response is obtained in the
form of modal receptance functions. Subsequent sections
discuss the mode shapes, resonance frequencies, and forced
response of three different boundary conditions of rectangu-
lar plates with two parallel edges clamped and the other
edges are~1! both clamped,~2! both free, or~3! one clamped
and one free. The mode shapes satisfy both displacement and
force conditions at the plate edges. Examples are given
where the resonance frequencies and mode shapes of in-
plane vibration are obtained from the present method and
compared to the finite element predictions for plate panels
with the abovementioned boundary conditions. Mode shapes
corresponding to the first eight resonance frequencies are de-
picted.

I. GENERAL CHARACTERISTICS OF IN-PLANE
VIBRATION OF PLATES WITH TWO PARALLEL
EDGES CLAMPED

The equations presented in the present and next sections
are general for plate panels with two clamped edges atx
50 andx5a. They are valid for any combination of edge
conditions aty50 and y5b. The subsequent section will
consider the three specific cases shown in Fig. 1, namely;

~1! Clamped edges aty50 andy5b;
~2! Clamped edge aty50 and free edge aty5b;

~3! Free edges aty50 andy5b.

The first case is the simplest. A solution to this first case
is presented in Ref. 11 following a completely different ap-
proach. The second and third cases are important for analysis
of coupled plates.

A. The general equations for forced in-plane vibration

The equations governing the in-plane vibration of flat
plates can be found in Refs. 10, 11 and 15. They may be
written in the form:

CL
2 ]2u

]x2 1CT
2 ]2u

]y2 1~vCL
21CT

2!
]2v

]x ]y
2ü

52
Xe

rh
d~x2xe!d~y2ye!, ~1a!

CL
2 ]2v
]y2 1CT

2 ]2v
]x2 1~vCL

21CT
2!

]2u

]x ]y
2 v̈

52
Ye

rh
d~x2xe!d~y2ye!. ~1b!

A list of symbols is given in the Appendix.
When two edges parallel to theY axis are clamped,

modal decomposition in theX direction can be adopted and a
solution to Eqs.~1! may be assumed in the form:

u~x,y,t !5 (
m51

`

sin
mpx

a
Um~y!e2 j vt, ~2a!

v~x,y,t !5 (
n51

`

sin
npx

a
Vn~y!e2 j vt. ~2b!

The mode shapesUm(y) andVn(y) may be chosen to satisfy
any combination of edge conditions at the edgesy50 and
y5b. Substitution of Eq.~2! into Eq. ~1! and using the or-
thogonal properties of the sine functions in theX direction
and the selective property of Dirac delta functions lead to the
following equations:

@CT
2#Um9 1Fv22CL

2 S mp

a D 2GUm

1 (
n51

` F ~vCL
21CT

2!S 2

aD I m,nGVn8

52
2Xe

rha
sin

mpxe

a
d~y2ye!, ~3a!

FIG. 1. Three cases of boundary conditions considered for in-plane vibra-
tion of rectangular plates;C–C–C–C, C–C–C–F, and C–F–C–F.
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@CL
2#Vn91Fv22CT

2S np

a D 2GVn

1 (
m51

` F ~vCL
21CT

2!S 2

aD I n,mGUm8

52
2Ye

rha
sin

npxe

a
d~y2ye!, ~3b!

where the coupling factors between them andn modes are:

I m,n5E
x50

a S np

a D sin
mpx

a
cos

npx

a
dx,

~4!

I n,m5E
x50

a S mp

a D sin
npx

a
cos

mpx

a
dx.

Evaluation of the above integrals gives:

I m,n5H 2mn

~m22n2!
52I n,m , for odd values of~m1n!;

0, otherwise.
~5!

This indicates that the modeUm(y) is directly coupled to the
modeVn(y) only when (m1n) is an odd integer. They are
uncoupled when (m1n) is even. Equations~3! may be writ-
ten in a more compact form as follows:

Um9 1AmUm1 (
n51

`

Bm,nVn852Xmd~y2ye!, ~6a!

Vn91GnVn1 (
m51

`

Dn,mUm8 52Ynd~y2ye!, ~6b!

where

Am5
CL

2

CT
2 F S v2

CL
2D 2S mp

a D 2G ,
Gn5

CT
2

CL
2 F S v2

CT
2D 2S np

a D 2G ,
Bm,n5S 2

aD S v
CL

2

CT
2 11D ~ I m,n!,

Dn,m5S 2

aD S v1
CT

2

CL
2D ~ I n,m!, ~7!

Xm5
2Xe

rhaCT
2 sin

mpxe

a
, Yn5

2Ye

rhaCL
2 sin

npxe

a
. ~8!

Before entering into the consideration of full coupling of all
modes, it is necessary to obtain some insight into the modal
and coupling characteristics by investigating the coupling be-
tween one pair of modes.

B. Modal coupling characteristics

Equations~3! and~5! clearly show that the two compo-
nents of in-plane response are coupled only when (m1n) is
an odd integer. Equation~5! is plotted in Fig. 2 for values of
m51, 3, 7, 13, and 19 andn52 to 42. The following char-
acteristics of the coupling between the two components of
in-plane response in finite plates can be observed from Eq.
~5! and Fig. 2:

~1! The maximum coupling always exists between adjacent
modes, i.e., mode pair (m,n5m21) and mode pair
(m,n5m11).

~2! The maximum value of the coupling factor increases
with mode number.

~3! Equation~5! can be used to investigate the relation be-
tween the values of the maximum coupling factors for
two adjacent modes as follows:
Im,m11

Im,m21
52S111/m

121/mD S 221/m

211/mD . ~9!

From the above relation, the ratioI m,m11 /I m,m21 is
21.23, 21.11, 21.05, and21.0 for m55, 10, 20, and
`, respectively.

~4! The nature of the coupling term in each of Eqs.~6! can
now further be investigated for higher order modes. The
coupling term is a product of the coupling factor and the
first derivative of the coupled component of response.
Away from the boundary the spatial distribution of a
resonant response is generally sinusoidal. The products
I m,nVn8 and I n,mUm8 when summed up over the equal
number of modes at both sides of the two modes of
maximum coupling factors will produce very small
quantities~or practically cancel to zero!. This is due to

FIG. 2. Modal coupling factors of in-plane modes@Eq.
~5!#.
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the fact that the coupling factors are of nearly equal val-
ues and opposite signs for the modes of equal spacing
from those of maximum coupling factors@e.g., the two
modes (m,n5m23) and (m,n5m13)#. This is also
clear from examining Fig. 2 and from the fact that
I m,m11 /I m,m21 approaches21.0 for large values ofm.
This nature of the coupling terms is also supported by
the computational results presented in Sec. VI of this
paper where it is shown that considering the coupling of
more modes tends to reduce the value of the coupling
terms.

C. Solution of the equations of uncoupled modes

When m1n is an even integer,Um(y) and Vn(y) are
uncoupled to each other even though they are still coupled to
other modes as indicated by Eqs.~6!. Considering one mode
pair ~m and n! and neglecting the coupling to other modes,
Eqs.~6! become:

Um9 1AmUm52Xmd~y2ye!, ~10a!

Vn91GnVn52Ynd~y2ye!. ~10b!

The complementary solution to Eqs.~10! is obtained in the
form:

Um~y!5Um
1emmy1Um

2e2mmy,
~11!

Vn~y!5Vn
1emny1Vn

2e2mny,

where:

mm
2 52Am and mn

252Gn .

When the effect of other modes on a specific~m,n! pair are
ignored, the above solution represents the free in-plane vi-
bration in a flat plate with two edges clamped~parallel to the
Y axis! and with infinite extension in theY direction. The
frequencies at whichAm50 andGn50 are the cutoff fre-
quencies of the individual uncoupled modes given, respec-
tively, by:

vm5CLS mp

a D and vn5CTS np

a D . ~12!

Below these cutoff frequencies,Am andGn are negative,mm

and mn are real, and the response is mathematically ex-
pressed as hyperbolic functions~sinh and cosh! representing
free disturbances which are attenuating exponentially in the
Y direction. Above the cutoff frequencies,Am and Gn are
positive,mm andmn are imaginary, and the response is math-
ematically represented by trigonometric functions~sin and
cos! representing free disturbances which will propagate or
form a standing wave pattern in theY direction. It will be
shown in the following sections that for a plate with finite
extension in theY direction the cutoff frequencies are always
higher than those given by Eqs.~12!.

For free uncoupled response,Um(y) and Vn(y) must
satisfy the displacement and force boundary conditions at the
edgesy50 andy5b. The uncoupled response—Eqs.~11!—
may be expressed in a general form as:

Um~y!5Ūmf u~y!, Vn~y!5V̄nf v~y!. ~13!

The in-plane longitudinal and shear forces~per unit width! at
any point in the middle plane of the plate—see Fig. 3—are
given as.5,14

Nyy52
Eh

12v2 F]v
]y

1v
]u

]xG , Nxy52GhF]v
]x

1
]u

]yG .
~14!

Substituting the solution of Eqs.~2! and ~13! into Eqs.~14!
gives rise to the following relations for the longitudinal and
shear forces at the edgesy50 andy5b for one mode pair
~m andn!:

Nyy5
2Eh

12v2 F V̄n sin
npx

a
f v8~y!

1vŪmS mp

a D cos
mpx

a
f u~y!G , ~15a!

Nxy52GhF V̄nS np

a D cos
npx

a
f v~y!

1Ūm sin
mpx

a
f u8~y!G . ~15b!

1. For clamped edges at y 50 and y 5b

Below the cutoff frequency, the response is expressed
mathematically by a hyperbolic sine function ofy which sat-
isfies the condition of zero displacement aty50. But this
function will not satisfy the condition of zero displacement at
y5b. It follows that the uncoupled solution must not exist
below the cutoff frequency. Above the cutoff frequency, the
response, represented mathematically by a sine function, can
satisfy both the boundary conditions of zero displacements
and finite in-plane normal and in-plane shear forces aty
50 andy5b. It follows that the uncoupled response does
exist above the cutoff frequency.

2. For at least one free edge at y 50 and y 5b

Considering Eqs.~15a! and ~15b! at a free edge (y
5yf), multiplying the first equation by sin(npx/a) and the

FIG. 3. Positive directions of forces and displacements for in-plane vibra-
tion.
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second equation by sin(mpx/a), integrating with respect tox
from x50 to x5a and employing Eqs.~4!, one obtains:

05V̄nS a

2D f v8~yf !1vŪmI n,mf u~yf !,

05V̄nI m,nf v~yf !1ŪmS a

2D f u8~yf !.

For the special case of uncoupled modes, whereI m,n5I n,m

50, the above relations become:

V̄nf v8~yf !50, Ūmf u8~yf !50.

Substituting the above relations into Eqs.~15! and noting
that at the free edgef u(yf) and f v(yf) assume finite values,
it becomes obvious that the condition for in-plane forces to
vanish at a free edge is:Ūm50 andV̄n50. This result means
that the uncoupled modes do not exist for plate panels with
one or two parallel edges free while the other edges are
clamped.

D. Coupled mode pairs of in-plane vibration

Considering the coupling between one pair of modes~m
andn!, Eqs.~6! may be written, for the case of free vibration,
in the form:

Um9 1AmUm1Bm,nVn850, Vn91GnVn1Dn,mUm8 50.
~16!

The above equations, which govern the free vibration of a
pair of coupled modes, when solved simultaneously for
Um(y) andVn(y), give rise to the following equations:

Um
iv1Em,nUm9 1Fm,nUm50,

~17!
Vn

iv1Em,nVn91Fm,nVn50,

where

Em,n5Am1Gn2Bm,nDn,m and Fm,n5AmGn . ~18!

Solution to Eqs.~17! may be written in the form of Eqs.~13!,
where:

f u~y!5a1eK1y1a2e2K1y1a3eK2y1a4e2K2y, ~19!

K1
252S E

2 D2AS E

2 D 2

2F52a2,

~20!

K2
252S E

2 D1AS E

2 D 2

2F5b2.

a andb are related by the relation:

b25a22E, 2a2b25F. ~21!

Although Eqs.~19!–~21! are written for one pair of modes,
the subscriptsm,n are removed for clarity.f v(y) has the
same expression as Eq.~19!.

A nondimensional frequency parameter, defined asV
5va/CL , is substituted into Eqs.~7! and ~18! to obtain:

Em,n5S 32v
12v D S 1

a2DV21S ~11v !2

12v D S 2

a2D I m,n
2

2S 2

12v
m2p2

a2 1
12v

2

n2p2

a2 D , ~22!

Fm,n5S m2p2

a2 D S n2p2

a2 D F S 2

12v
1

m2p2

1

n2p2DV4

2S 1

m2p2 1
2

12v
1

n2p2DV211G . ~23!

K1
2 andK2

2 are plotted in Fig. 4 against the nondimensional
frequency parameterV for the modes~1,2!, ~1,4!, ~2,1!,
~2,3!, ~3,2!, and ~3.4!. The plate dimension across the
clamped edges isa51.0 m. The plate material is aluminum
of properties E5703109 N/m2, r52700 Kg/m3, and v
50.33.

It is evident from Fig. 4 that each pair of coupled modes
has two recognized frequencies atK1

250 andK2
250. From

the second of Eqs.~21! it is concluded thatFm,n50 at each
of these two recognized frequencies. The second of Eqs.~18!
becomesAmGn50 at these two recognized frequencies.
Hence, these two frequencies are the two cutoff frequencies
corresponding toAm50 andGn50.

Three distinct frequency ranges can be identified:

~1! Below the lower cutoff frequency,K1
2 and K2

2 are both
positive and the two parts of the solution are exponen-
tially decaying. This is a fully attenuated response.

~2! Above the lower and below the upper cutoff frequencies,
K1

2 is negative andK2
2 is positive. The first part of the

solution is propagating and the second part is attenuat-
ing. The in-plane response can be recognized in this fre-
quency range.

~3! Above the second cutoff frequency,K1
2 andK2

2 are both
negative. The two parts of the response are both propa-
gating.

This result illustrates the meaning of the two resonance
frequencies for each pair of coupled modes. For a coupled
mode pair, the lower resonance frequency occurs in the fre-
quency range bounded by the two cutoff frequencies while
the upper resonance frequency is higher than the upper cutoff
frequency. It has also to be noted that for some mode pairs
@as shown in Fig. 4~a! and ~d!# at low frequencies~small
values ofV!, K1

2 and K2
2 are imaginary. In such cases the

in-plane response, at least away from the source of excita-
tion, is completely suppressed.

E. Resonance frequencies of coupled modes

In this section, an approximate solution is obtained for
in-plane response to in-plane force excitations. The solution
is expressed in the form of receptance functions for each pair
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of coupled modes. The total response is the summation of the
receptance functions for all the participating modes.

Equations~13! are substituted into Eqs.~3!, and the re-
sultant equations are:

@ f r9~y!1Amf p~y!#Ūm1 (
n51

`

Bm,nf s8~y!V̄n

52Xmd~y2ye!, ~24a!

@ f s9~y!1Gnf s~y!#V̄n1 (
m51

`

Dn,mf p8~y!Ūm

52Ynd~y2ye!, ~24b!

where f p(y) and f s(y) are replacingf u(y) and f v(y), re-
spectively.

Multiplying the first of the above equations byf p(y) and
the second byf s(y) and integrating fromy50 to y5b, the
following equations are obtained:

~2ap
21Am!Ūm,p1(

n

2Bm,n

bSp

3(
s
E

y50

b

f pf s8 dyV̄n,s5
22Xmf p~ye!

bSp
, ~25a!

~2as
21Gn!V̄n,s1(

m

2Dn,m

bSs

3(
p
E

y50

b

f sf p8 dyŪm,p5
22Ynf s~ye!

bSs
. ~25b!

An approximate solution for the modal participation factors
Ūm,p and V̄n,s is obtained by considering the coupling be-
tween one mode pair~m,p! and~n,s! and neglecting the effect
of other modes. Thus Eqs.~25! are approximated as:

F ~2ap
21Am!

2Bm,n

bSp
E

y50

b

f pf s8 dy

2Dn,m

bSs
E

y50

b

f sf p dy ~2as
21Gn!

G F Ūm,p

V̄n,s
G

5F 22Xmf p~ye!

bSp

22Ynf s~ye!

bSs

G , ~26!

where:

Sp5
2

b E0

b

f p
2~y!dy, Ss5

2

b E0

b

f s
2~y!dy, ~27!

FIG. 4. Wave propagation characteris-
tic frequencies for in-plane vibration.
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E
0

b

f p~y! f p9~y!dy52ap
2Sp ,

~28!E
0

b

f s~y! f s9~y!dy52as
2Ss .

The subscriptsp ands are introduced for identification of the
mode shapes ofUm(y) andVn(y). Their mathematical and
physical meaning will be illustrated in subsequent sections
when considering specific boundary conditions aty50 and
y5b.

Substitution ofAm , Gn , Bm,n , andDn,m from Eqs.~7!
into ~26! gives rise to the following equations:

F ~vm,p
2 2v2! 2

4

abSp
~vCL

21CT
2!I m,nI p,s

2
4

abSs
~vCL

21CT
2!I n,mI s,p ~vn,s

2 2v2!
G

3F Ūm,p

V̄n,s
G5F 2XmCT

2 f p~ye!

bSp

2YnCL
2 f s~ye!

bSs

G , ~29!

where:

I p,s5E
0

b

f pf s8 dy, I s,p5E
0

b

f sf p8 dy,

~30!

vm,p
2 5S mp

a D 2

CL
21ap

2CT
2, vn,s

2 5S np

a D 2

CT
21as

2CL
2.

The condition for in-plane vibration to take place at no ex-
ternal excitation is obtained by equating the determinant of
the square matrix in the left hand side of Eq.~29! to zero.
This gives the following characteristic equation:

v42~vm,p
2 1vn,s

2 !v21~vm,p
2 vn,s

2 2R2!50, ~31!

where:

R252S 4

abD 2

~vCL
21CT

2!2I m,n
2 I p,sI s,p

SpSs
. ~32!

The solution of Eq.~31! is:

v
c2
c1
2

5S vm,p
2 1vn,s

2

2 D 7AS vm,p
2 2vn,s

2

2 D 2

1R2. ~33!

vc1 and vc2 are the two resonance frequencies for the
coupled mode pairUm,p and Vn,s . vm,p and vn,s are the
resonance frequencies if the mode pair were not coupled.
They will be referred as ‘‘the uncoupled resonance frequen-
cies.’’ Figure 5 is a diagrammatic representation of Eq.~33!.
It shows the relation between the coupled and the uncoupled
resonance frequencies. The following observations on the
characteristics of the resonance frequenciesvc1 andvc2 of
the coupled mode pairUm,p andVn,s are worth recording:

~1! The second term under the square root in Eq.~33! rep-
resents the effect of coupling on the resonance frequen-
cies. It will be shown in subsequent sections that this
term is positive for the three specific boundary condi-
tions considered in this work.

~2! It is clear from Fig. 5 thatvc1 andvc2 are always out-
side the range@vm,p ,vn,s#. This means that as a result
of couplingvc1 is lower than min@vm,p ,vn,s# andvc2 is
higher than max@vm,p ,vn,s#.

~3! vc1 and vc2 are approximate values because the cou-
pling with other modes is neglected. Consideration of the
coupling to other modes will change slightly the values
of vc1 andvc2 but the properties stated in~2! above will
still hold. The effect of neglecting the coupling to other
modes on the accuracy of predictions of the resonance
frequencies will be investigated by computational ex-
amples in subsequent sections.

~4! Each coupled mode pair has two resonance frequencies.
This is due to the fact that the vibrational behavior of the
coupled mode pair is mathematically represented—as a
two degrees of freedom system—by the two equations
@Eq. ~29!#. Hence, the solution produces two resonance
frequencies. This property of the coupled in-plane modes
was observed in the previous work.11 Its mathematical
proof and graphical illustration are demonstrated here by
Eq. ~33! and Fig. 5.

II. IN-PLANE FORCED RESPONSE

In this section an approximate solution will be derived
for the forced response of each pair of coupled modes by
neglecting the coupling to other modes. A more accurate
solution can then be obtained by iteration employing the ap-
proximate solutions and considering the coupling between
the different mode pairs.

The simultaneous solution of Eqs.~29! for Ūm,p and
V̄n,s may be written in the form:

F Ūm,p

V̄n,s
G5

1

M

1

~vm,p
2 2v2!~vn,s

2 2v2!2R2

3F ~vn,s
2 2v2! CY

CX ~vm,p
2 2v2!

G FXm,p

Yn,s
G . ~34!

The denominator in the above equation may be factorized as
presented in the previous section. Equation~34! is then writ-
ten in the form:FIG. 5. Relation between coupled and uncoupled resonance frequencies.
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F Ūm,p

V̄n,s
G5

1

M

1

~vc1
2 2v2!~vc2

2 2v2!

3F ~vn,s
2 2v2! CY

CX ~vm,p
2 2v2!

G FXm,p

Yn,s
G , ~35!

wherevc1
2 andvc2

2 are the squares of the approximate reso-
nance frequencies of the mode pair~m,p! and (n,s),

M5
rhab

4
,

Xm,p5
Xe

Sp
sin

mpxe

a
f p~ye!, Yn,s5

Ye

Ss
sin

npxe

a
f s~ye!,

~36!

CX5
2

abSs
CL

2~11v !I n,mI s,p ,

CY5
2

abSp
CL

2~11v !I m,nI p,s .

Equation~35! is used to obtain the approximate solutions for
Ūm,p and V̄n,s . These approximate values are then substi-
tuted into the following equations, which are obtained di-
rectly from Eqs.~25!, to get better approximation:

Ūm,p5
1

~vm,p
2 2v2! FXm,p

M
1

2

abSp
CL

2~11v !

3(
n

I m,n(
s

I p,sV̄n,sG , ~37a!

V̄n,s5
1

~vn,s
2 2v2! FYn,s

M
1

2

abSs
CL

2~11v !

3(
n

I n,m(
p

I s,pŪm,pG . ~37b!

The characteristics of the coupling term as represented by
Eqs. ~5! and ~9! and illustrated graphically in Fig. 2 can be
employed to reduce the computational effort in Eqs.~37!. It
is sufficient to consider the coupling with only three neigh-
boring modes in the summations of Eqs.~37!.

The second term in the right hand sides of Eqs.~37!
represents the coupling between the in-plane modes foru and
v displacements. It is also clear from these equations that a
pair of modes is uncoupled whenI m,n50 and/orI p,s50.

The approximate response of the uncoupled modes~if
they exist! is obtained from Eqs.~37! by neglecting the cou-
pling term. To obtain the response of the coupled modes, an
iteration process is required. In the first step the coupling
terms are neglected and an approximate solution is obtained.
This approximate solution is then substituted into Eqs.~37!
to obtain a second order approximation. The iteration process
continues until the required accuracy is reached. The modal
coupling characteristics presented in part ‘‘C’’ of Sec. I and
illustrated by Fig. 2 have to be considered in the choice of
the modes participating in the summations of Eqs.~37!. For
example, Fig. 2 shows that if the mode~m513, n512! is
included in the summation, then the mode~13, 14! must be

included, and also the modes~13, 10!, ~13, 16!, ~13, 8!, and
~13, 18! should be included.

III. THE IN-PLANE FORCED RESPONSE OF
RECTANGULAR PLATES WITH ALL EDGES
CLAMPED

A. The uncoupled modes

Applying the displacement boundary conditionsu5v
50 at y50 to the general solution for uncoupled modes,
Eqs.~11! become,

Um~y!5Ūm@emmy2e2mmy#,
~38!

Vn~y!5V̄n@emny2e2mny#.

Below the cutoff frequencies given by Eqs.~12!, mm andmn

are real and the solution may be written in the form:

Um~y!5Ūm sinhmmy, Vn~y!5V̄n sinhmny. ~39!

In this case, displacement boundary conditionsu5v50 at
y5b can only be satisfied whenŪm5V̄n50. This means
that the uncoupled modes do not exist below the cutoff fre-
quencies. Above the cutoff frequencies,mm and mn are
imaginary and the uncoupled mode shapes inY direction take
the form:

Um~y!5Ūm sinmmy, Vn~y!5V̄n sinmny. ~40!

Values ofmm andmn which satisfyu5v50 at y5b are:

mm,p5
CL

CT
AF S v2

CL
2D 2S mp

a D 2G5
pp

b
,

~41!

mn,s5
CT

CL
AF S v2

CT
2D 2S np

a D 2G5
sp

b
.

The corresponding resonance frequencies are:

vm,p5AS mp

a D 2

CL
21S pp

b D 2

CT
2,

~42!

vn,s5AS np

a D 2

CT
21S sp

b D 2

CL
2.

Combining Eqs.~40!, ~41!, and~2! gives rise to the follow-
ing solution for the uncoupled modes in the frequency range
of pure propagation:

u~x,y,t !5 (
m51

`

(
p51

`

Ūm,p sin
mpx

a
sin

ppy

b
e2 j vt, ~43a!

v~x,y,t !5 (
n51

`

(
s51

`

V̄n,s sin
npx

a
sin

spy

b
e2 j vt, ~43b!

where p and s are positive integers and, for uncoupled
modes, (m1n) is an even integer.

It is important that the above solution, in addition to
satisfying the displacement boundary conditions, also satis-
fies the force conditions at the edgesy50 andy5b. Substi-
tuting this solution into Eqs.~15! gives finite values for the
longitudinal and shear forces aty50 and y5b.
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B. Mode shapes and resonance frequencies of the
coupled modes

The general form of the solution for coupled modes is
given by Eq. ~19!. It is shown above that, to satisfy the
boundary conditions of theC–C–C–Cplate, the hyperbolic
part must not exist. It follows that the solution given by Eqs.
~43! is also a complete solution for the coupled modes where
(m1n) is an odd integer in the frequency range of propaga-
tion. It satisfies both the displacement and force boundary
conditions. Substituting this solution into Eqs.~1! and em-
ploying the orthogonal properties of the sine functions, the
following equations are obtained:

Fv22S mpCL

a D 2

2S ppCT

b D 2GŪm,p1S 4

abD ~vCL
21CT

2!

3 (
n51

`

(
s51

`

I m,nI p,sV̄n,s52
4Xe

rhab
sin

mpxe

a
sin

ppye

b
,

~44a!

Fv22S spCL

b D 2

2S npCT

a D 2G V̄n,s1S 4

abD ~vCL
21CT

2!

3 (
m51

`

(
p51

`

I n,mI s,pŪm,p52
4Ye

rhab
sin

npxe

a
sin

spye

b
,

~44b!

whereI m,n and I n,m are given by Eqs.~4! and their evalua-
tions by Eqs.~5!. Similarly, I p,s andI s,p and their evaluation
are given by the same expressions after replacingm with p
and n with s. For the C–C–C–Cplate, the in-plane modes
are coupled when both (m1n) and (p1s) are odd integers.

To obtain an approximate expression for the resonance
frequencies of the coupled modes, it is assumed that each
pair of coupled modesUm,p andVn,s is uncoupled from all
other modes. For free vibrations, this assumption leads to
Eqs.~44! be simplified to the form:

F ~v22vm,p
2 ! S 4

abD ~vCL
21CT

2!I m,nI p,s

S 4

abD ~vCL
21CT

2!I n,mI s,p ~v22vn,s
2 !

G
3F Ūm,p

V̄n,s
G5F00G . ~45!

A nontrivial solution of the above equation represents the
case of free vibration. The corresponding frequencies are the
resonance frequencies which result from the solution of the
characteristic equation. After substitution of the expressions
for I m,n and I p,s from Eqs.~5!, the approximate resonance
frequencies for the coupled mode pairUm,p and Vn,s are
given by Eq.~33! whereR2 is:

R2516FvCL
21CT

2

ab G2F 2mn

m22n2G2F 2ps

p22s2G2

. ~46!

The resonance frequencies of the coupled modes and their
relation to those of the uncoupled modes are illustrated by
Fig. 5. The general comments following Eq.~33! are still
valid in this special case ofC–C–C–Cplate.

C. The forced response of C–C–C–C plate

The approximate solution, assuming coupling of only
one mode pairUm,p and Vn,s is given by Eq.~35! for the
general case of boundary conditions aty50 andy5b. It is
given by the following relations for the special case ofC–C–
C–C plate:

Ūm,p>
4Xe

rhab

~vn,s
2 2v2!

~vc1
2 2v2!~vc2

2 2v2!
S sin

mpxe

a
sin

ppye

b D
1

4Ye

rhab

2CL
2~11v !I m,nI p,s

ab~vc1
2 2v2!~vc2

2 2v2!

3S sin
npxe

a
sin

spye

b D , ~47a!

V̄n,s[
4Ye

rhab

~vm,p
2 2v2!

~vc1
2 2v2!~vc2

2 2v2!
S sin

npxe

a
sin

spye

b D
1

4Xe

rhab

2CL
2~11v !I n,mI s,p

ab~vc1
2 2v2!~vc2

2 2v2!

3S sin
mpxe

a
sin

ppye

b D . ~47b!

An iteration process is required to improve the accuracy of
the solutions forUm,p andVn,s .

IV. THE IN-PLANE FORCED RESPONSE OF
CLAMPED–CLAMPED–CLAMPED–FREE PLATES

A. Mode shapes and resonance frequencies

It is proved in Sec. I~part ‘‘C’’ ! that for this case of
boundary conditions the uncoupled modes, where (m1n) is
an even integer, must not exist in order to obtain zero forces
at the free edge. For coupled modes, the mode shapes should
include a hyperbolic function in order to comply with the
general solution represented by Eq.~19!. The following as-
sumed mode shapes satisfy the conditions of zero in-plane
displacement aty50:

Um,p~y!5Ūm,pf p~y!

5Ūm,pFsinS p2
1

2D py

b
1Hps sinhbpyG . ~48a!

Vn,s~y!5V̄n,sf s~y!

5V̄n,sFsinS s2
1

2D py

b
1Hps sinhbsyG . ~48b!

Adopting Eqs.~15!, the conditions of zero forces at a free
edge are expressed as:
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Nyy5
2Eh

12v2 F V̄n,s sin
npx

a
f s8~y!

1vŪm,pS mp

a D cos
mpx

a
f p~y!G50, ~49a!

Nxy52GhF V̄n,sS np

a D cos
npx

a
f s~y!

1Ūm,p sin
mpx

a
f p8~y!G50. ~49b!

Multiplying the first equation by sin(npx/a), the second
equation by sin(mpx/a) and integrating both equations with
respect tox from x50 to x5a, the following relations are
obtained:

S a

2D f s8~y!V̄n,s1vI n,mf p~y!Ūm,p50, ~50a!

I m,nf s~y!V̄n,s1S a

2D f p8~y!Ūm,p50. ~50b!

The condition for a nontrivial solution for a coupled mode
pair ~Um,p and Vn,s! which produce zero in-plane forces at
the free edge, as obtained from the above equations, is:

S a

2D 2

f p8~y! f s8~y!1vI m,n
2 f p~y! f s~y!50. ~51!

Substituting the mode shapes from Eqs.~48!, Eq. ~51! be-
comes:

Hps
2 F S a

2D 2 bpbs

vI m,n
2 1tanhbpb tanhbsbG

2HpsF ~21!s
tanhbp

coshbsb
1~21!p

tanhbs

coshbpbG
1F ~21!~p1s!

coshbpb coshbsb
G50. ~52!

Equation~52! is a quadratic equation inHps . The discrimi-
nator of Eq. ~52! must be positive as a condition for the
mode pair to exist. It can be shown that an even value for
(p1s) will always produce a negative discriminator and an
odd value produces a positive discriminator. Hence, (p1s)
must be an odd integer for the coupled mode pair~Um,p and
Vn,s! to exist.

The resonant characteristics of the coupled modes are
investigated following the analysis presented in Sec. I. Equa-
tion ~35! governs the approximate forced response of a
coupled mode pair. In this equation,I ps and I sp have to be
evaluated for the specific mode shapes under consideration.
Approximate values forI ps andI sp may be obtained easily if
the hyperbolic term in the mode shape@see Eqs.~48!# is
neglected. This approximation is justifiable in view of the
fact that the hyperbolic term is always very small compared
to the trigonometric term. Thus considering only the trigono-

metric terms in the mode shapesf p(y) and f s(y) and noting
that (p1s) is odd for the coupled modes,Sp andSs of Eqs.
~32!–~37! are given bySp>Ss>1 and the evaluation ofI ps

and I sp becomes:

I ps>
~s2 1

2!

~p2s!
, I sp>

~p2 1
2!

~s2p!
. ~53!

For the present boundary conditions, Eqs.~30! and ~32! be-
come:

vm,p
2 5S mp

a D 2

CL
21S p2

1

2D 2S p

b D 2

CT
2,

~54!

vn,s
2 5S np

a D 2

CT
21S s2

1

2D 2S p

b D 2

CL
2,

R25S 4

ab
D 2

~vCL
21CT

2!2I m,n
2

~p2 1
2!~s2 1

2!

~p2s!2 . ~55!

The resonance frequencies for the coupled mode pair~Um,p

and Vn,s! are then obtained utilizing Eq.~33!. It is obvious
that the value ofR2 in Eq. ~55! is always positive. The reso-
nance frequenciesvc1 and vc2 of the coupled mode pair
Um,p andVn,s have the same characteristics as illustrated by
Fig. 5 and can be explained by the general comments follow-
ing Eq. ~33!.

To summarize, the resonance frequencies and mode
shapes for aC–C–C–Fplate are determined by the follow-
ing procedure:

~1! For each~m,n! pair, assume values forp ands. Note that
for coupled modes (m1n) and (p1s) are odd integers.

~2! Calculate the uncoupled~vm,p
2 andvn,s

2 ! and the coupled
~vc1 and vc2! frequencies employing Eqs.~54!, ~55!,
and ~33!.

~3! Use Eqs.~7! and~18! to obtainEm,n and Eq.~21! to get
bp andbs .

~4! Substitutebp and bs into Eq. ~52! and solve forHps .
Use Eqs.~48! for the mode shapes.

The above procedure has to be repeated for all~m,n! and
~p,s! combinations which produce resonance frequencies and
corresponding mode shapes in the frequency range of inter-
est.

B. The forced response of C–C–C–F plates

The approximate solution, assuming coupling of only
one mode pairUm,p andVn,s , is discussed in Sec. II for the
general case of boundary conditions aty50 andy5b. The
values off p(y), f s(y), I m,n , I n,m , I p,s , I s,p , Sp , Ss , vm,p ,
vn,s , vc1 , andvc2 for one coupled mode pairUm,p andVn,s

for a C–C–C–Fplate are substituted into Eqs.~36! and then
Eqs. ~35! to obtain the approximate forced responseŪm,p

and V̄n,s . Having obtained the approximate values for the
coupled mode pairs, more accurate values are obtained by
substituting the approximate values into Eqs.~37!.
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V. THE IN-PLANE FORCED RESPONSE OF
CLAMPED–FREE–CLAMPED–FREE PLATES

A. Mode shapes and resonance frequencies

It is proved in Sec. I that for this case of boundary con-
ditions the uncoupled modes, where (m1n) is an even inte-
ger, must not exist in order to obtain zero forces at the free
edges. For coupled modes, the mode shapes have to satisfy
the conditions of zero in-plane forces, as expressed by Eqs.
~49!, at the free edgesy50 andy5b.

The free vibrational modes may be classified into sym-
metric and antisymmetric modes. The symmetric modes in
the Y direction have the properties:

f ~0!5 f ~b!, ~56a!

f 8~0!52 f 8~b!, ~56b!

and the antisymmetric modes have the properties:

f ~0!52 f ~b!, ~57a!

f 8~0!5 f 8~b!. ~57b!

The symmetric and antisymmetric properties of the coupled
modes can be investigated in view of Eqs.~49!, ~56!, and
~57!. If f p(y) and f s(y) are both symmetric, Eq.~49a! will
be satisfied either aty50 or at y5b but not at the two
edges. The same thing applies for symmetric modes and Eq.
~49b!. This leads to a conclusion that symmetric modes ofU
cannot be coupled to symmetric modes ofV. Similarly, an-
tisymmetric modes ofU cannot be coupled to antisymmetric
modes ofV.

Following the same argument, it can be shown that sym-
metric modes ofU when coupled to antisymmetric modes of
V satisfy the boundary conditions expressed by Eqs.~49! at
y50 and aty5b. Also antisymmetric modes ofU when
coupled to symmetric modes ofV satisfy these boundary
conditions.

In view of the above discussion and the general expres-
sion for the complementary solution@Eq. ~19!#, a mode
shape pair for symmetricU coupled to antisymmetricV is
assumed in the form:

TABLE I. Comparison of resonance frequencies and mode shapes for in-plane vibration ofC–C–C–Cplate.
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Um,p~y!5Ūm,pf p
e~y!

5Ūm,pFcosS pepy

b D1Aps coshbpeS y2
b

2D G , ~58a!

Vn,s~y!5V̄n,sf s
0~y!

5V̄n,sFcosS s0py

b D1Aps sinhbs0S y2
b

2D G , ~58b!

and a mode shape pair for antisymmetricU coupled to sym-
metric V is assumed in the form:

Um,p~y!5Ūm,pf p
0~y!

5Ūm,pFcosS p0py

b D1Aps sinhbp0S y2
b

2D G , ~59a!

Vn,s~y!5V̄n,sf s
ese~y!5V̄n,sFcosS sepy

b D
1Aps coshbseS y2

b

2D G , ~59b!

wherep0 ands0 are odd integers assuming the values 1, 3, 5,
etc. pe andse are zero or even integers assuming the values
0, 2, 4, etc.

The condition for the free vibrational response to satisfy
the condition of zero in-plane forces at the free edge is
given by Eq. ~51!. Substituting the mode shapes from

TABLE II. Comparison of resonance frequencies and mode shapes for in-plane vibration ofC–C–C–Fplate.
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Eqs. ~58! or ~59! into Eq. ~51!, the following equation is
obtained:

Aps
2 F S a

2D 2 bpbs

vI m,n
2 tanh

bpb

2
1tanh

bsb

2 G
1ApsF tanh

bsb

2

cosh
bpb

2

2
1

cosh
bsb

2

G
2F 1

cosh
bpb

2
cosh

bsb

2
G50 . ~60!

The above equation is used to computeAps for each mode
pair. It can be shown that the discriminator of the above
equation is always positive indicating real roots.

The resonant characteristics of the coupled modes are

investigated following the analysis presented in Sec. I. Equa-
tion ~29! governs the approximate forced response of a
coupled mode pair. In this equation,I p,s and I s,p have to be
evaluated for the specific mode shapes under consideration.
Approximate values forI p,s and I s,p may be obtained with-
out excessive computations if the hyperbolic terms in the
mode shapes of Eqs.~58! and ~59! are neglected. This ap-
proximation is justifiable in view of the fact that the hyper-
bolic term is always very small compared to the trigonomet-
ric term. The sketches of the mode shapes~see Table III!
clearly show that the effect of the hyperbolic term is only
noticeable very close to the free ends. It can also be observed
that this effect is such that it increases the response at one
edge and decreases it at the other end so that the area is
approximately the same as that of the trigonometric term
only.

The evaluation ofI p,s andI s,p , based on the above sim-
plification, is given by:

TABLE III. Comparison of resonance frequencies and mode shapes for in-plane vibration ofC–F–C–Fplate.
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I p,s>
2s2

~p22s2!

and

I s,p>
2p2

~s22p2!

6 for odd values of~p1s!,

~61!

I p,s>I s,p>0 otherwise.

Also, Sp andSs of Eqs.~25!–~32! are given bySp>Ss>1.
The result of Eq.~61! confirms that a coupled mode pair

always consists of one odd~antisymmetric! mode coupled to
an even~symmetric! mode. Substitution of the above values
of I p,s andI s,p into Eq. ~32! givesR2 for the present bound-
ary conditions in exactly the same form as Eq.~46!. The
resonance frequencies for the coupled mode pair are obtained
from Eq. ~33!. The illustration by Fig. 5 and the general
comments following Eq.~33! are still valid in the special
case ofC–F–C–Fplate.

To summarize, the resonance frequencies and mode
shapes of in-plane vibration in aC–F–C–Fplate are deter-
mined by the following procedure:

~1! For each~m,n! pair, assume values forp ands. Note that
for coupled modes (m1n) and (p1s) are odd integers.
Calculateap andas from the relations:

ap5
pp

b
, as5

sp

b
;

~2! Calculate the uncoupled~vm,p
2 andvn,s

2 ! and the coupled
frequencies~vc1 and vc2! employing Eqs.~30!, ~46!,
and ~33!;

~3! Use Eqs.~7! and~18! to obtainEm,n then Eq.~21! to get
bp andbs ;

~4! Substitutebp andbs into Eq. ~60! and solve forAps .

The above procedure has to be repeated for all~m,n! and
~p,s! combinations which produce resonance frequencies and
corresponding mode shapes in the frequency range of inter-
est.

B. The forced response of C–F–C–F plates

The approximate solution, assuming coupling of only
one coupled mode pairUm,p andVn,s , is discussed in Sec. II
for the general case of boundary conditions aty50 andy
5b. The values off p(y), f s(y), I m,n , I n,m , I p,s , I s,p , Sp ,
Ss , vm,p , vn,s , vc1 , and vc2 for one coupled mode pair
Um,p andVn,s for a C–F–C–Fplate are substituted into Eqs.
~36! and Eqs.~35! to obtain the approximate forced response
Ūm,p and V̄n,s . Having obtained the approximate values for
the coupled mode pairs, more accurate values can be ob-
tained by substituting the approximate values into Eqs.~37!.

VI. COMPUTATIONAL EXAMPLES

The resonance frequencies and mode shapes of in-plane
vibration in a rectangular plate are computed using the pro-
cedures given in the last three sections for the three cases of

boundary conditions of Fig. 1. The accuracy of the present
formulation is assessed by comparing its results with Finite
Element~FE! predictions for these three cases of boundary
conditions. The predictions of the present method are also
compared against the predictions of the method of Ref. 11
for C–C–C–C edges. The comparisons are presented in
Tables I, II, and III.

The rectangular plate used in the simulation has the
same configuration as that used in Ref. 11. Plate dimensions
are 1.231.030.025 m3 and its aluminum material has a
Young’s modulus of 703109 N/m2, density of 2700 kg/m3,
and Poisson’s ratio of 0.33. To obtain FE predictions, the
plate was modeled, using MSC NASTRAN, by 480 plate
elements~0.0530.0530.025 m each! of the 4-node type.

For the C–C–C–Ccase, Table I presents the mode
shapes and compares the resonance frequencies for the first
eight modes of in-plane vibration. The results of the present
method are compared against the FE predictions and the re-
sults of Ref. 11. Tables II and III present the mode shapes
and compares resonance frequencies obtained from the
present method and FE for the first eight modes forC–C–
C–F and C–F–C–Fedge conditions, respectively. The plots
of mode shapes in Tables I, II, and III are those of FE pre-
dictions.

The following observations are worth noting:

~1! Predictions of the mode shapes by the different methods
are very similar. This is clear from subjective compari-
son of the mode shapes predicted by FE and the assumed
mode shapes of Eqs.~43!, ~48!, ~58!, and~59!.

~2! Predictions of resonance frequencies by the present
method are always higher than FE predictions. They are
also higher than predictions of the method of Ref. 11 for
C–C–C–Cboundaries~for the first seven modes!. This
is attributed to the fact that the present method considers
only the coupling between one pair of modes and ne-
glects the coupling to all other modes. This also suggests
that, in view of Eqs.~32! and~33!, the coupling termR2

decreases as more modes are considered in computing
the coupled resonance frequencies~vc1 andvc2!.

~3! The deviation of the predictions of the present method
from those of FE is within 4.6%, 8.4%, and 12% for
C–C–C–C, C–C–C–F, and C–F–C–Fboundary condi-
tions, respectively. This suggests that the coupling to
other modes has its highest strength in theC–F–C–F
case and its lowest strength in theC–C–C–Ccase.
This observation agrees with the expected physical be-
havior of the rectangular panels with these cases of
boundary conditions. The clamped edges aty50 andy
5b ~see Fig. 1! add a constraint to the response in theY
direction due to excitation in theX direction while the
free edges aty50 and/ory5b ~see Fig. 1! give more
freedom for the coupling to occur.

~4! The method of Ref. 11 produces high accuracy on the
expense of high computational cost. The present method
produces reasonable accuracy with a very low computa-
tional effort. It can be used for quick and approximate
estimation of the in-plane resonances. It gives more in-
sight into the physical behavior of in-plane vibrations in
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thin plates. The accuracy of the present method can be
increased by considering the coupling between many
modes.

~5! Further work is recommended to investigate the effect of
number of mode pairs considered and the boundary con-
ditions on the accuracy of the predictions.

VII. CONCLUSIONS

The equations of in-plane vibration of thin plates are
solved for rectangular panels with two parallel edges
clamped while the other two edges are either both clamped,
both free or one clamped and one free. The propagation char-
acteristics of in-plane waves are investigated and three fre-
quency ranges are identified for full attenuation, partial
propagation and full propagation. Simple expressions for the
cutoff frequencies are derived. The nature of the coupling
between in-plane longitudinal and in-plane shear waves is
illustrated to be due to the shear waves accompanying the
longitudinal waves and due to Poisson’s effect. The resonant
modes are classified into uncoupled and coupled modes. It is
proved that the uncoupled modes only exist when all edges
are clamped. Simple expressions are derived for approximate
estimation of the resonance frequencies of coupled and un-
coupled modes. Resonant mode shapes are given, for each
case of edge conditions, which satisfy both the displacement
and force conditions at the plate edges. A simple procedure
is given for the determination of resonance frequencies and
mode shapes, in any frequency range of interest, without
excessive computations. The forced response to in-plane
force excitations is expressed as modal receptance functions.
The predicted resonance frequencies and mode shapes are
compared to the finite element results for the three cases of
boundary conditions considered in this paper. The maximum
deviation is 12% in the frequency range considered in the
example problems. This deviation is mainly due to the ap-
proximation of considering the coupling between two modes
only. The accuracy can be improved if the coupling to other
modes is considered. The mode shapes of in-plane vibration
are depicted for the first eight resonant modes for each case
of edge conditions. The results of the present method are also
compared against the results of the method of Ref. 11 for the
same plate panel to illustrate the consequences of neglecting
the coupling to other modes in the present method.

The solutions presented in this paper can be used in the
plate coupling procedures. This is because the mode shapes
are satisfying both the displacement and force boundary con-
ditions. Also, the cases of one or two free edges are consid-
ered. These cases are important in the plate coupling proce-
dures where the coupling edges are considered free and the
coupling forces are applied to these free edges. The results of
the present analysis lay grounds for further investigations of
in-plane vibrational power flow characteristics in single and
coupled plates.14
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APPENDIX: LIST OF SYMBOLS

a,b,h plate dimensions alongX,Y,Zdirections
r material density~mass per unit volume!
v Poisson’s ratio
h structural~hysteretic! damping coefficient
v angular frequency~radian per second!
CL

25E/r(12v2) square of the longitudinal wave speed in
plates

CT
25E/2r(11v) square of the transverse~in-plane! shear

wave speed in plates
E Young’s modulus of elasticity of the plate

material
Nxx ,Nyy ,Nxy Intensities of in-plane internal forces

~force per unit length! in the directions
shown in Fig. 3

m,n number of half-wave lengths inX direc-
tion for in-plane responseu and v, re-
spectively

p,s indicators of the number of half-wave
lengths foru andv in-plane response inY
direction

u,v andü,v̈ components of in-plane response displace-
ment in the directions of the coordinate
axes and corresponding components of
the acceleration response

U,V mode shape functions ofu andv in theY
direction

U8,V8 first derivatives ofU and V with respect
to y

(Xe ,Ye) components of in-plane excitation force
vector inX andY directions

(xe ,ye) excitation position on the middle plane of
the plate
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Frequency constants for transverse vibration of annular disks
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Frequency constants for the transverse vibration of thin, annular disks are presented. All nine
combinations of the boundary conditions, free, simply supported, and clamped, are included for
Poisson’s ratios of 0.0, 0.3, and 0.5. Many of these cases have been treated earlier in the literature
but with occasional, significant error. Consequently, several tests of the validity of the present
solutions are described. ©1999 Acoustical Society of America.@S0001-4966~99!01206-0#

PACS numbers: 43.40.Dx, 46.70.De, 43.38.Ar@CBB#

INTRODUCTION

Solution for the frequency constants for transverse vi-
bration of annular disks is not new.1–8 Frequency constants
for many cases are given in a number of references, includ-
ing the excellent compilation by Leissa.5 Unfortunately,
there are errors in many of the original works that have
propagated into standard references. In many cases, three or
four digits are published but only two of the digits are reli-
able. In a few cases, there are errors of 20% to 40%. Some of
these errors may be simple typographic errors in the original
references. Some are probably errors from inaccurate ap-
proximations for the relevant Bessel functions. Accurate val-
ues for Bessel functions have been available9–11 since the
late 1800’s, but lower-quality approximations~by polyno-
mial approximation,11,12 poorly converging series solutions,
or propagated errors from repeated application of recursion
formulas, for example! may be used in the actual computer
implementation. Other errors may be the result of inaccurate
calculation of the roots of the eigenvalue determinant.

It is the intent of this paper to present a reasonable sur-
vey of frequency constants for the transverse vibration of
annular~circular! disks with all combinations of the bound-
ary conditions: free, clamped, and simply supported. Interpo-
lation will handle many intermediate cases but a strategy for
mechanizing the computation is also outlined so that specific
cases can be computed directly if necessary~hopefully, after
checking a few nearby values against the values presented
here!.

How many digits should be published for the frequency
constants? Two or three are sufficient for most engineering
design purposes but engineering design is not the only appli-
cation for such data. Careful measurement of resonances in
well controlled circumstances can produce agreement in fre-
quency ratios ~e.g., ratio of nth-mode frequency to first-
mode frequency! to three digits so at least four digits should
be published. Approximation of resonance frequencies by
Rayleigh–Ritz can also achieve three-digit accuracy with
relatively simple, adjustable guess functions~and greater ac-
curacy with more sophisticated functions8!, so at least four
digits are useful. Consequently, in the tables included in this
paper, five digits will be given. The quality checks discussed
below indicate that the worst case solution underlying any
tabulated value is still reliable to at least six digits.

I. FORMULATION

The governing differential equation and its origins are
well know for thin, circular plates1–5 and will not be repeated
here. The general solution for the transverse displacement,w,
as a function of radius,r, and angle,u, is

w~r ,u!5cos~nu!@An1Jn~kr !1An2Yn~kr !1An3I n~kr !

1An4Kn~kr !#, ~1!

where

k45
12~12n2!rv2

Eh2
, ~2!

and E, r, andn are the elastic modulus, density, and Pois-
son’s ratio for the disk material;h is the disk thickness, and
v is the angular frequency.Jn andYn are the ordinary Bessel
functions of the first and second kind, whileI n and Kn are
the modified Bessel functions. The definition ofKn differs
~in sign of the odd orders! between Abramowitz and
Stegun11 and Whittaker and Watson.10 Here, the convention
of Abramowitz and Stegun will be followed; some older
papers3 use the Whittaker and Watson convention.

The boundary conditions are satisfied by specifying two
conditions at the outer edge and two conditions at the inner
edge. At each edge, the two conditions are selected from a
set of four functions:~1! the displacement,D; ~2! the radial
slope,S; ~3! the radial bending moment,M, and~4! the radial
Kelvin–Kirchhoff shear,5 V. For a free edge,M and V are
zero; for a clamped edge,D andSare zero; and for a simply
supported edge,D andM are zero.

For the purposes of making the calculations systematic,
the following definitions will be made: First, three auxiliary
functions,pn , qn , andtn , are defined as

pn~kr !5n/~kr !, ~3!

qn~kr !5~12n!/~kr !, ~4!

tn~kr !5n~n21!~12n!/~kr !2. ~5!

Then, omitting the arguments, functional forms for the
boundary condition terms are introduced:

Dn15Jn ; Dn25Yn ,
~6!

Dn35I n ; Dn45Kn ,
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Sn15pnJn2Jn11 ; Sn25pnYn2Yn11 ,
~7!

Sn35pnI n1I n11 ; Sn45pnKn2Kn11 ,

Mn15~ tn21!Jn1qnJn11 ; Mn25~ tn21!Yn1qnYn11 ,
~8!

Mn35~ tn11!I n2qnI n11 ; Mn45~ tn11!Kn1qnKn11 ,

Vn15pn~ tn11!Jn2~npnqn11!Jn11 ,

Vn25pn~ tn11!Yn2~npnqn11!Yn11 ,
~9!

Vn35pn~ tn21!I n1~npnqn21!I n11 ,

Vn45pn~ tn21!Kn2~npnqn21!Kn11 .

These functions are combined to form the appropriate
boundary conditions. For example, the condition for zero
displacement atr 5a would be written:

(
i 51

4

AniDni~ka!50. ~10!

The frequency constants are found by searching for the
zeroes of the determinant of the fourth-order matrix formed
by the boundary-condition functional forms. For an annular
disk with inner radius,b, and outer radius,a, define a fre-
quency constant,l2, and a radius ratio,a:

l25~ka!2; a5b/a. ~11!

If, for example, the inner edge is clamped and the outer edge
is free, the matrix,F, of boundary-condition functions would
be

F5FDn1~al! Dn2~al! Dn3~al! Dn4~al!

Sn1~al! Sn2~al! Sn3~al! Sn4~al!

Mn1~l! Mn2~l! Mn3~l! Mn4~l!

Vn1~l! Vn2~l! Vn3~l! Vn4~l!

G .

~12!

The frequency constants are then found from the roots of the
determinant:

uFu50. ~13!

The frequency constants,lnm
2 , are independent of the

disk dimensions and the disk material except for a modest
dependence on Poisson’s ratio. The actual frequencies can be
found from the frequency constants as follows:

f nm5
lnm

2 h

2pa2
A E

12r~12n2!
. ~14!

These frequencies describe modes withn nodal diameters
and m nodal circles.~Throughout this paper,r is the mass
per unit volume; many references use mass per unit area.!

II. QUALITY CHECKS

With modern mathematical analysis software, solutions
for the zeroes of the frequency equation are simple to obtain.
It is not, however, trivial to ensure that the software algo-
rithms produceaccurate solutions. Because of the impor-

tance of avoiding the introduction of still more erroneous
values into the literature, quality checks were performed.

As a basic test of the mathematical analysis packages,
many values of the Bessel functions,J, Y, I, and K were
calculated for orders 0, 1, and 2 and compared to tabulated
values.11 Beyond this obvious test, a number of other checks
were applied to ensure accurate solutions. Several of these
checks are sufficiently general that they can be applied to
many problems in numerical root finding.

A. Wronskians of the Bessel functions

Point-by-point comparison of calculated Bessel-function
values with tabulated values is tedious at best. The critical
points of comparison are generally in the vicinity of those
arguments that are at points of transition in the form of ap-
proximation used by the analysis software. However, the
forms of approximation and the arguments at which transi-
tions from one form to another occur are often not available
to the user. Consequently, it is useful to have a means for
scanning large ranges of argument in fine steps with reason-
able speed. In order to do this, the Wronskians11 of the
Bessel functions were computed. For each pair of functions,
the true Wronskian was subtracted from the computed result
to form two test functions,WJY for Jn andYn andWIK for I n

andKn :

WJY~z!5Jn11~z!Yn~z!2Jn~z!Yn11~z!22/~pz!, ~15!

WIK~z!5I n11~z!Kn~z!1I n~z!Kn11~z!21/z. ~16!

The logarithm to the base 10 of either quantity roughly indi-
cates the number of reliable decimal places in the Wronskian
calculation. For example, if the log10(WIK) is 214 for some
z, then about 14 significant figures are reliable. This is actu-
ally a harsh test of the software calculation because, particu-
larly for WIK , the result depends on subtraction of two
nearly equal, large numbers to form a small result. Such
differences are always suspect operations insofar as loss of
precision is concerned.

Plotting the log10 of WIK revealed a significant loss of
precision in one of the software packages forz in the vicinity
of 8. Since the Wronskian calculation may introduce loss of
precision even if the Bessel functions are calculated cor-
rectly, at any points of concern, values for the individual
Bessel functions were calculated and compared to 15-digit
values in Abramowitz and Stegun. This isolated the problem
to the calculation ofKn and a correction was developed. The
Wronskian test was not used as a substitute for manually
checking computed values against tabulated values. Instead,
the test was used to scan quickly~by generating a plot of the
error! over the entire range of relevant argument and order of
each type of Bessel function with a much finer resolution in
argument than is possible with checks against tables.

B. Subtraction of nearly equal numbers

Most loss-of-precision problems in numerical algorithms
can be traced to results that depend on subtraction of two
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nearly equal numbers.13 Such situations arise in two places in
evaluation of the frequency constants:~1! in the calculation
of the constituent functions,S, M, and V; and ~2! in the
calculation of the determinant. Since the inner workings of
the determinant evaluation are not available to the user in
most software packages, an explicit, step-by-step expansion
of the determinant was programmed so that each differenc-
ing operation could be examined individually.

Each subtraction~actually, each sum or difference since
the sign of the terms is not predetermined! is evaluated in the
following manner. Consider the subtraction of two terms,
A2B. The following quantity is computed:

TAB5 log10UuAu1uBu
A2B U. ~17!

This test value gives~roughly! the number of digitslost in a
fixed-precision, floating-point operation. This test was per-
formed for each step of each calculation. The integer sum of
all the values gives an overestimate of the number of digits
lost in the calculation because summing assumes that each
operation has the same significance in the final result. Cal-
culations were performed with 16 decimal-digit computa-
tions; in a few cases in which the test indicated a loss of
more than 10 digits, the calculations were repeated using
20-digit computations. As expected, the actual loss in preci-
sion was not as great as predicted from the sum all of the
values forTAB from a given calculation.

C. Location of true zeros

Although it is rare that modern analysis packages fail in
this manner, each root was tested to ensure that the root
actually represented a zero of the function. This was done by
adding and subtracting one part per million and recalculating
the value of the determinant. The two values should have
opposite sign and nearly equal magnitude. If a root passes
this test, it is not guaranteed to be correct but a failure would
indicate a problem. No cases ultimately failed this test but
the test did indicate several instances in which a tighter con-
vergence tolerance was required in the root finder.

D. Energy-method verification

Once the frequency constant is determined, the corre-
sponding deflection function can be determined. The fre-
quency constants come from the eigenvalue solution; the de-
flection function comes from the eigenfunction solution. The
eigenfunction can be computed using an eigenfunction rou-
tine in the analysis package or the appropriate coefficients,
Ani , can be determined by assuming a value for one of the
coefficients, by reducing the 434 homogeneous system to a
333 inhomogeneous system and by solving the resulting
matrix equation.

Having the displacement function permits an indepen-
dent check on the frequency constant. The frequency of a

TABLE I. Frequency constants for annular disks with free inner boundary
and free outer boundary.

n m n

Radius ratio,a

0 0.1 0.3 0.5 0.7

0.0 0 0 - - - - -
0.0 0 1 - - - - -
0.0 0 2 6.1530 6.0670 5.4768 4.6416 3.8262
0.0 0 3 13.956 13.952 13.657 12.393 10.473
0.0 0 4 24.124 24.124 24.026 22.835 19.784
0.0 0 5 36.600 36.600 36.572 35.677 31.694

0.0 1 0 8.2439 8.1823 8.2895 9.5655 13.721
0.0 1 1 20.060 20.024 18.932 18.906 24.733
0.0 1 2 35.442 34.936 33.240 33.970 43.603

0.3 0 0 - - - - -
0.3 0 1 - - - - -
0.3 0 2 5.3583 5.3034 4.9060 4.2711 3.5725
0.3 0 3 12.439 12.437 12.266 11.425 9.8589
0.3 0 4 21.835 21.835 21.783 21.067 18.697
0.3 0 5 33.495 33.495 33.481 32.982 30.025

0.3 1 0 9.0031 8.7745 8.3535 9.3135 13.163
0.3 1 1 20.475 20.406 18.292 17.198 21.914
0.3 1 2 35.260 34.931 32.973 31.115 37.841

0.5 0 0 - - - - -
0.5 0 1 - - - - -
0.5 0 2 4.6404 4.6016 4.3107 3.8052 3.2039
0.5 0 3 10.941 10.939 10.829 10.221 8.9035
0.5 0 4 19.415 19.415 19.385 18.908 16.965
0.5 0 5 30.027 30.027 30.020 29.710 27.351

0.5 1 0 9.4137 8.9544 7.9537 8.5969 12.003
0.5 1 1 20.722 20.610 17.313 15.394 19.212
0.5 1 2 35.145 34.917 32.373 28.159 32.801

TABLE II. Frequency constants for annular disks with simply supported
inner boundary and simply supported outer boundary.

n m n

Radius ratio,a

0.1 0.3 0.5 0.7

0.0 0 0 14.693 21.357 40.261 110.23
0.0 0 1 16.774 23.495 41.985 111.61
0.0 0 2 25.636 30.246 47.200 115.73
0.0 0 3 39.626 41.714 55.973 122.61
0.0 0 4 56.497 57.262 68.304 132.25
0.0 0 5 75.864 76.108 84.106 144.67

0.0 1 0 52.674 82.329 159.05 439.49
0.0 1 1 57.027 85.163 160.96 440.90
0.0 1 2 71.612 93.778 166.71 445.14

0.3 0 0 14.485 21.079 40.043 110.06
0.3 0 1 16.776 23.317 41.797 111.44
0.3 0 2 25.936 30.273 47.089 115.59
0.3 0 3 39.976 41.910 55.957 122.49
0.3 0 4 56.842 57.546 68.379 132.17
0.3 0 5 76.203 76.427 84.257 144.63

0.3 1 0 51.781 81.737 158.64 439.18
0.3 1 1 56.507 84.635 160.57 440.59
0.3 1 2 71.687 93.417 166.35 444.84

0.5 0 0 14.110 20.776 39.827 109.90
0.5 0 1 16.654 23.103 41.606 111.29
0.5 0 2 26.110 30.237 46.959 115.44
0.5 0 3 40.197 42.013 55.904 122.37
0.5 0 4 57.063 57.721 68.399 132.08
0.5 0 5 76.421 76.630 84.336 144.56

0.5 1 0 50.912 81.268 158.33 438.95
0.5 1 1 55.992 84.215 160.27 440.37
0.5 1 2 71.696 93.122 166.07 444.62
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mode can be expressed in terms of the stored potential en-
ergy of flexure and the kinetic energy of motion of the disk.
Both of these energy terms can be obtained by integrals in-
volving the displacement function and its derivatives. The
potential energy,U, resulting from flexure is3–5

U5
Eh3

24~12n2!
Û, ~18!

where

Û5E E H @¹2w#222~12n!F ]2w

]r 2 S 1

r

]w

]r
1

1

r 2

]2w

]u2 D
2S ]

]r S 1

r

]w

]u D D 2G J dS ~19!

in polar coordinates. The integration over angle was done
analytically. Furthermore, the integration over angle pro-
duces the same factor for the potential energy and the kinetic
energy so that factor cancels in the frequency-constant cal-
culation. All of the derivatives were expanded by hand using
either the differential equations satisfied by the Bessel func-
tions ~Eqs. 9.1.1 and 9.6.1 in Abramowitz and Stegun! or the
recursion relations~Eqs. 9.1.27 and 9.6.26 in Abramowitz
and Stegun!. Then the integration over the radial coordinate
was done numerically. For a few cases, namely those for
which the inner edge was free,a50.1, andn54 or 5, the
convergence of the integration was slow. In these cases,
there is a strong concentration of bending potential energy
near the inner edge. By splitting the integration into two
sections—a small inner section at the strain-energy concen-
tration and another section covering the remainder of the
radial coordinate—the integrations were performed without
difficulty.

The kinetic energy,T, is

TABLE III. Frequency constants for annular disks with clamped inner
boundary and clamped outer boundary. These solutions are independent of
Poisson’s ratio.

n m n

Radius ratio,a

0.1 0.3 0.5 0.7

- 0 0 27.281 45.346 89.251 248.40
- 0 1 28.916 46.644 90.230 249.16
- 0 2 36.617 51.139 93.321 251.48
- 0 3 51.219 60.033 98.928 255.44
- 0 4 69.678 73.945 107.57 261.20
- 0 5 90.740 92.495 119.70 268.92
- 1 0 75.366 125.36 246.34 684.99
- 1 1 78.635 127.38 247.74 686.04
- 1 2 90.448 133.67 251.97 689.19

TABLE IV. Frequency constants for annular disks with free inner boundary
and simply supported outer boundary.

n m n

Radius ratio,a

0 0.1 0.3 0.5 0.7

0.0 0 0 4.4436 4.4279 4.4994 5.1040 7.1366
0.0 0 1 13.501 13.488 12.947 12.485 14.841
0.0 0 2 25.245 24.909 23.522 23.268 27.209
0.0 0 3 39.603 39.569 38.003 35.954 40.755
0.0 0 4 56.496 56.494 55.647 51.726 55.624
0.0 0 5 75.864 75.864 75.529 70.907 72.289

0.0 1 0 29.364 29.751 38.174 67.118 177.23
0.0 1 1 48.136 47.898 48.036 72.030 180.22
0.0 1 2 69.782 68.499 66.850 85.023 188.92

0.3 0 0 4.9351 4.8533 4.6641 5.0769 6.9310
0.3 0 1 13.898 13.872 12.816 11.607 13.311
0.3 0 2 25.613 25.394 24.116 22.357 24.329
0.3 0 3 39.957 39.935 38.775 35.636 37.097
0.3 0 4 56.842 56.840 56.250 52.032 51.713
0.3 0 5 76.203 76.203 75.975 71.638 68.502

0.3 1 0 29.720 29.438 37.042 65.842 175.64
0.3 1 1 48.479 48.012 45.837 69.891 178.07
0.3 1 2 70.117 69.260 65.038 81.100 185.24

0.5 0 0 5.2127 5.0367 4.5412 4.7588 6.3736
0.5 0 1 14.141 14.097 12.410 10.564 11.769
0.5 0 2 25.844 25.693 24.284 20.951 21.510
0.5 0 3 40.182 40.167 39.167 34.414 33.238
0.5 0 4 57.062 57.061 56.595 51.209 47.084
0.5 0 5 76.421 76.421 76.248 71.225 63.335

0.5 1 0 29.946 28.861 35.951 64.805 174.46
0.5 1 1 48.699 47.923 43.612 68.168 176.50
0.5 1 2 70.333 69.712 62.378 77.757 182.55

TABLE V. Frequency constants for annular disks with free inner boundary
and clamped outer boundary.

n m n

Radius ratio,a

0 0.1 0.3 0.5 0.7

0.0 0 0 10.216 10.311 12.030 18.626 44.503
0.0 0 1 21.260 21.226 20.508 23.737 47.440
0.0 0 2 34.877 34.349 32.580 34.383 55.354
0.0 0 3 51.030 50.966 48.523 47.593 66.676
0.0 0 4 69.666 69.662 68.148 63.906 80.456
0.0 0 5 90.739 90.739 90.080 83.894 96.448

0.0 1 0 39.771 40.445 53.537 95.873 254.36
0.0 1 1 60.829 60.435 62.700 100.17 256.91
0.0 1 2 84.583 82.952 82.176 112.09 264.44

0.3 0 0 10.216 10.159 11.424 17.715 43.142
0.3 0 1 21.260 21.195 19.540 22.015 45.332
0.3 0 2 34.877 34.535 32.594 32.116 51.585
0.3 0 3 51.030 50.990 49.069 45.812 61.290
0.3 0 4 69.666 69.663 68.584 63.018 74.009
0.3 0 5 90.739 90.739 90.288 83.814 89.579

0.3 1 0 39.771 39.521 51.745 93.847 251.64
0.3 1 1 60.829 60.061 59.759 97.376 253.72
0.3 1 2 84.583 83.478 79.061 107.49 259.91

0.5 0 0 10.216 9.970 10.827 16.958 42.133
0.5 0 1 21.260 21.152 18.447 20.485 43.734
0.5 0 2 34.877 34.642 32.182 29.682 48.533
0.5 0 3 51.030 51.003 49.197 43.235 56.526
0.5 0 4 69.666 69.664 68.767 60.827 67.717
0.5 0 5 90.739 90.739 90.387 82.211 82.115

0.5 1 0 39.771 38.451 50.233 92.337 249.74
0.5 1 1 60.829 59.559 57.093 95.272 251.49
0.5 1 2 84.583 83.763 75.348 103.84 256.71
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T5 1
2 rhv2T̂, ~20!

where

T̂5E E w2 dS. ~21!

Using these definitions, the frequency constant is

k25~l/a!25AÛ/T̂. ~22!

If the deflection function is exact, the resulting fre-
quency will be exact~for any mode, not just the fundamen-
tal!. All of the frequency constants were verified to six digits
in this manner. Selected values were verified to eight digits.

As a further check, several solutions were examined to
ensure that the energy-derived frequency constants repre-
sented local stationary points with respect to perturbations of
the deflection function. For the stationarity property to hold,
the perturbeddeflection function must still satisfy any con-
straining boundary conditions~zero displacement or zero
slope! but need not satisfy the ‘‘natural’’ boundary
conditions14 ~zero bending moment or zero Kelvin–
Kirchhoff shear!. Consequently, the simplest case to examine
is the free–free case because the true deflection function
must represent a stationary point with respect toany pertur-
bation. Once what is assumed to be the exact deflection func-
tion @i.e., Eq.~1!# is determined, each of the four constants,

Ani , and the frequency constant,k2, can be varied~one at a
time! and the modifiedk2 computed from Eq.~22!. For both
positive and negative perturbation of theAni’s or k2, the
modifiedk2 computed from Eq.~22! must be stationary with
respect to the zero-perturbation value, otherwise the initial
solution is incorrect. Each of the instances examined in this
manner proved to correspond to proper stationary points.
This process was also applied to several instances of free-
clamped and free-simply supported disks by forcing the con-
straining boundary conditions to be satisfied under perturba-
tion and examining variations ink2 about the assumed exact
value.

E. Convergence on alternate variables

Normally, the exact solutions are found by applying the
root finder to the parameter,l. The root finder convergence
can be tested by allowing eithera or n be the free parameter
instead. This fixes the values of the Bessel functions and
forces the convergence to depend on another variable in the
determinant. The procedure is as follows:~1! the ‘‘exact’’
solution is found for a particular set ofa andn; ~2! that value
for l and the previous value forn are set and the root finder
is permitted to varya; and~3! the values forl anda are set
and the root finder is applied ton. In each case, the same
values should result. This test passed for each case to at least
eight digits.

TABLE VI. Frequency constants for annular disks with simply supported
inner boundary and free outer boundary.

n m n

Radius ratio,a

0.1 0.3 0.5 0.7

0.0 0 0 3.4119 3.5694 4.3562 6.5416
0.0 0 1 2.6401 3.7903 5.5502 9.5752
0.0 0 2 6.2422 7.0680 9.4160 15.959
0.0 0 3 13.959 14.203 16.088 24.110
0.0 0 4 24.124 24.187 25.459 33.988
0.0 0 5 36.600 36.615 37.400 45.768

0.0 1 0 20.894 31.480 60.602 168.59
0.0 1 1 24.290 34.572 63.129 170.73
0.0 1 2 36.063 43.576 70.455 177.04

0.3 0 0 3.4497 3.4223 4.1210 6.1867
0.3 0 1 2.4377 3.3738 4.8616 8.3506
0.3 0 2 5.4277 6.0804 7.9861 13.427
0.3 0 3 12.441 12.611 14.035 20.454
0.3 0 4 21.835 21.876 22.788 29.403
0.3 0 5 33.495 33.504 34.047 40.387

0.3 1 0 20.889 31.603 61.009 169.49
0.3 1 1 24.244 34.457 63.227 171.31
0.3 1 2 35.774 42.937 69.766 176.70

0.5 0 0 3.3360 3.1367 3.7283 5.5878
0.5 0 1 2.2246 2.9782 4.2337 7.2425
0.5 0 2 4.6963 5.2284 6.8091 11.391
0.5 0 3 10.942 11.067 12.181 17.442
0.5 0 4 19.415 19.442 20.119 25.394
0.5 0 5 30.027 30.033 30.417 35.343

0.5 1 0 20.590 31.541 61.180 170.01
0.5 1 1 24.063 34.274 63.211 171.62
0.5 1 2 35.572 42.470 69.264 176.44

TABLE VII. Frequency constants for annular disks with simply supported
inner boundary and clamped outer boundary.

n m n

Radius ratio,a

0.1 0.3 0.5 0.7

0.0 0 0 23.541 34.691 64.979 175.77
0.0 0 1 25.834 36.717 66.453 176.86
0.0 0 2 35.521 43.277 70.998 180.18
0.0 0 3 51.074 54.896 78.897 185.78
0.0 0 4 69.668 71.185 90.413 193.79
0.0 0 5 90.739 91.259 105.66 204.33

0.0 1 0 67.011 105.31 203.13 559.45
0.0 1 1 71.680 108.06 204.89 560.71
0.0 1 2 87.053 116.44 210.22 564.51

0.3 0 0 22.701 33.765 63.973 174.41
0.3 0 1 25.283 35.906 65.486 175.52
0.3 0 2 35.406 42.731 70.136 178.87
0.3 0 3 51.065 54.609 78.182 184.53
0.3 0 4 69.667 71.063 89.857 192.61
0.3 0 5 90.739 91.216 105.25 203.23

0.3 1 0 65.639 104.22 202.07 558.10
0.3 1 1 70.689 107.03 203.85 559.37
0.3 1 2 86.716 115.58 209.21 563.17

0.5 0 0 21.899 33.055 63.255 173.47
0.5 0 1 24.792 35.288 64.796 174.59
0.5 0 2 35.315 42.324 69.523 177.97
0.5 0 3 51.058 54.400 77.677 183.67
0.5 0 4 69.667 70.976 89.467 191.80
0.5 0 5 90.739 91.185 104.97 202.48

0.5 1 0 64.460 103.44 201.33 557.19
0.5 1 1 69.861 106.29 203.12 558.45
0.5 1 2 86.452 114.96 208.52 562.27
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F. Hand checks of special values

Tabulated values11 are available for the Bessel functions
for arguments in increments of 0.1. Cases in whichl andal
are ‘‘even’’ to a 0.1 increment can be calculated manually
from tabulated values. Such cases were isolated by picking
trial values forl anda and root finding onn. Only cases in
which the resulting value forn was between 0 and 0.5 were
used for these checks.

G. Transcription checks

Once the frequency-constant tables were constructed as
spreadsheets, text files were generated from those tables.
These text files were read by another routine that extracted
the appropriaten, n, anda for eachl2 and performed the
energy-method check. In this manner, the values in the tables
were tested for accuracy. Since it is vital to avoid transcrip-
tion errors in publication, these table files were transmitted
electronically to the publisher.

III. RESULTS

All of the calculations were performed using either
MathCad15 4.0 or Mathematica16 3.0 on a Pentium-based PC
with the default machine precision in numerical calculations
~16 decimal digits for Mathematica!. For most calculations,
both packages were used to compare and cross-check results.

The resulting frequency constants,lmn
2 , are given in

Tables I–IX. Each of the permutations of free, clamped, and
simply supported boundary conditions are presented fora
from 0.1 to 0.7 in steps of 0.2~including a50 for cases in
which this is appropriate! and for Poisson’s ratios of 0.0, 0.3,
and 0.5. Thea50 cases5 were calculated from the 232
determinants formed from Eq.~1! with An2 andAn4 set iden-
tically to zero and the clamped, simply supported, and free
outer edge conditions. The special cases described in Sec.
II F above ~for the clamped-inside/free-outside case! are
given in Table X. A small set of solutions is given in Table
XI to eight digits so that workers developing their own so-
lutions can test them.

The symbology in this paper is generally consistent with
Leissa.5 Here,l2 is identical to (ka)2. In Young,17 the fre-

TABLE VIII. Frequency constants for annular disks with clamped inner
boundary and free outer boundary.

n m n

Radius ratio,a

0.1 0.3 0.5 0.7

0.0 0 0 3.9633 6.2383 12.377 35.842
0.0 0 1 3.4605 6.4757 13.063 36.855
0.0 0 2 6.4182 8.7637 15.518 39.891
0.0 0 3 13.969 14.888 20.502 44.966
0.0 0 4 24.125 24.415 28.436 52.139
0.0 0 5 36.600 36.681 39.319 61.508

0.0 1 0 24.436 41.592 83.657 237.64
0.0 1 1 27.167 43.922 85.630 239.36
0.0 1 2 37.111 51.006 91.480 244.49

0.3 0 0 4.2374 6.6604 13.024 36.953
0.3 0 1 3.4781 6.5523 13.290 37.498
0.3 0 2 5.6227 7.9565 14.704 39.277
0.3 0 3 12.451 13.276 18.562 42.654
0.3 0 4 21.836 22.074 25.596 48.071
0.3 0 5 33.495 33.557 35.730 55.880

0.3 1 0 25.262 42.614 85.033 239.84
0.3 1 1 27.673 44.631 86.706 241.28
0.3 1 2 36.941 50.947 91.738 245.59

0.5 0 0 4.3794 6.8904 13.398 37.632
0.5 0 1 3.4883 6.5974 13.427 37.898
0.5 0 2 4.9156 7.3057 14.115 38.862
0.5 0 3 10.951 11.734 16.915 40.974
0.5 0 4 19.415 19.621 22.862 44.840
0.5 0 5 30.027 30.077 31.943 51.004

0.5 1 0 25.750 43.237 85.894 241.26
0.5 1 1 27.979 45.068 87.383 242.52
0.5 1 2 36.833 50.910 91.903 246.29

TABLE IX. Frequency constants for annular disks with clamped inner
boundary and simply supported outer boundary.

n m n

Radius ratio,a

0.1 0.3 0.5 0.7

0.0 0 0 17.332 29.425 59.091 167.38
0.0 0 1 18.960 30.869 60.271 168.35
0.0 0 2 26.334 35.761 63.952 171.29
0.0 0 3 39.706 45.036 70.481 176.29
0.0 0 4 56.503 58.895 80.239 183.47
0.0 0 5 75.864 76.781 93.483 192.96

0.0 1 0 59.770 99.953 197.41 551.47
0.0 1 1 62.872 102.02 198.91 552.63
0.0 1 2 74.277 108.47 203.43 556.11

0.3 0 0 17.789 29.978 59.820 168.52
0.3 0 1 19.394 31.403 60.987 169.49
0.3 0 2 26.717 36.243 64.631 172.41
0.3 0 3 40.062 45.459 71.107 177.38
0.3 0 4 56.848 59.273 80.802 184.51
0.3 0 5 76.203 77.133 93.988 193.95

0.3 1 0 60.144 100.42 198.05 552.51
0.3 1 1 63.243 102.48 199.54 553.67
0.3 1 2 74.631 108.92 204.05 557.14

0.5 0 0 18.072 30.326 60.286 169.27
0.5 0 1 19.663 31.739 61.445 170.23
0.5 0 2 26.957 36.549 65.067 173.14
0.5 0 3 40.287 45.728 71.509 178.09
0.5 0 4 57.068 59.515 81.166 185.19
0.5 0 5 76.421 77.359 94.314 194.60

0.5 1 0 60.385 100.73 198.47 553.19
0.5 1 1 63.482 102.78 199.96 554.35
0.5 1 2 74.859 109.21 204.46 557.82

TABLE X. Special values of parameters for manual checking of frequency-
constant solutions. These frequency constants are for disks with clamped
inner edge and free outer edge.

n a l al n

0 0.10 2.0 0.2 0.034 953
0 0.40 3.0 1.2 0.286 850
0 0.64 5.0 3.2 0.147 685
0 0.70 6.0 4.2 0.040 742
1 0.40 3.0 1.2 0.040 307
2 0.20 2.5 0.5 0.362 239
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quency constants are given asKn which are also (ka)2. Vo-
gel and Skinner2 usel to denote their frequency constants
but thisl is related toka as follows:

lVS5
~ka!2

A3~12n2!
. ~23!

Southwell3 simply tabulateska. Singh and Chakraverty18 use
l2 and present some comparisons between different authors
for the fundamental mode.

A note about the order of the resonances is appropriate.
Without treating each case separately, it is not practical to
make each list of frequency constants complete from lowest
to highest. In some cases, the frequency of one mode is
higher than another for some range ofa and lower for some
other range. In other cases, some of the modes shift so much
with a that they are beyond the upper range of the table for
somea but in the middle of the range for some othera.
Some of these modes are missing from the tables so it should
not be assumed that a table including frequency constants up
to some value is complete up to that value.
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For the purpose of understanding and improving the acousto-ultrasonic~AU! technique, the AU
characteristics for an isotropic plate is investigated in this paper. Unlike the previous wave tracing
method, a spectral analysis approach is presented, which can take into account the effects of the
transducers’ characteristics. Using this approach and introducing the point source/point receiver
assumption, the input–output frequency spectrum relationships for the cases of one transmitter/one
receiver and one transmitter/multiple receivers coupled to an isotropic thin plate are expressed in
explicit forms. Based on this, a wave scattering parameter to bridge two different sensing types of
the receiving transducers is presented, and a new type stress wave parameter for the AU technique
is developed, which eliminates the influence of the complex mechanic-electron transduction
characteristics of the receivers and also separates to some extent the effects of some other external
factors such as transducer masses and locations. Finally, some numerical simulations are carried out
and conclusions drawn concerning the AU technique. ©1999 Acoustical Society of America.
@S0001-4966~99!03906-5#
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INTRODUCTION

In recent years, an analytical nondestructive evaluation
technique, known as the acousto-ultrasonic~AU! technique
or stress wave factor technique, has been receiving consider-
able attention~Vary, 1991!. This technique is especially use-
ful for providing a measurable quantitative parameter which
correlates well with mechanical properties of various ad-
vanced materials. This technique is a combination of acous-
tic emission and ultrasonic material characterization method-
ology. It involves exciting ultrasonic interrogation pulses at
one position on a material surface by means of a transmitting
transducer and sensing the resulting disturbance stress waves
at another position on the same material surface using a re-
ceiving transducer. In principle, this technique consists of
three physical processes: wave generation, wave propaga-
tion, and wave reception.

To increase the theoretical understanding and to enable
the development of measurement systems for general appli-
cations, several aspects of the basic physical processes men-
tioned above have been studied in previous theoretical inves-
tigations. The major attention has clearly been paid to
investigate the propagation behavior of stress waves in vari-
ous homogeneous and inhomogeneous materials, e.g., Duke
et al. ~1989! and Dattaet al. ~1988, 1992!. Many of these

studies have resulted in the development of special purpose
measurement systems which were used to determine, for ex-
ample, the elastic properties of composite materials or char-
acterize the mechanical behavior of specific materials and
structures, e.g., Veidtet al. ~1990,1994!. In order to specifi-
cally describe the wave generation and reception processes,
some theoretical models for the transducers have been exam-
ined, e.g., Roseet al. ~1994 and Pelts and Rose, 1996!. With
respect to synthetic studies of the whole three stages of the
AU technique, Williams~1982! presented a wave tracing
method. In his work the ultrasonic input–output for transmit-
ting and receiving transducers coupled to an isotropic elastic
plate was studied through examining the multiple reflections
of waves in the plate excited by a single tone burst input.

Understanding of the technique is still limited, since
many problems related to the technique have unclear solu-
tions. For example, the effects of transducer characteristics,
mass and mounting pressure, type of coupling agent used
between transducer and material surface, and the interroga-
tion characteristics have not been modeled. And because of
this, the stress wave factor used as a measure of efficiency of
the stress wave energy transmission in the AU technique
does not yet have a standard definition~dos Reis Henrique,
1991!. It is traditionally evaluated as the number of oscilla-
tions higher than a chosen threshold in the ring down oscil-
lations in the output signal from the receiving transducer
~Hennekeet al., 1987!. Although several investigators have
presented alternative parameters for the stress wave factor

a!Visiting scholar, the Department of Civil Engineering, The University of
Queensland, Australia.

b!Corresponding author.
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such as peak amplitude, event duration, energy and various
spectral moments~Lorenzo and Hahn, 1988; Dukeet al.,
1989; Kautzet al., 1991!, there is no analytical model to
analyze the effects of the various external factors.

In this paper as an initial attempt to model the above
problems, the acousto-ultrasonic characteristics for an isotro-
pic plate are investigated. Unlike Williams’ wave tracing
method, a spectral analysis approach is presented, which can
take into account the transducers’ characteristics. Using this
approach the input–output frequency spectrum relationships
for the cases of one transmitter/one receiver and one
transmitter/multiple receivers coupled to an isotropic plate
are expressed in explicit forms. Based on this a wave scat-
tering parameter to bridge two different sensing types of the
receiving transducers is presented, and a new type of stress
wave parameter for AU technique is developed which can
eliminate the influence of various external factors.

I. THEORETICAL CONSIDERATION

A schematic of the problem under consideration is
shown in Fig. 1. A transmitting transducer and a receiving
transducer are coupled to an isotropic plate. The input pulse
in the form of a normal contact stress is first injected on the
surface of the plate through the transmitting transducer to
excite ultrasonic interrogation pulses. As the pulse wave
front arrives at the receiving transducer, the output can be
sensed in a form of normal contact stress. Here the electron-
mechanic and the mechanic-electron transfer segments are
not considered. This does not affect the investigation in this
paper at all, since such consideration only requires introduc-
tion of two transduction ratios~Williams et al., 1982!.

We assume the dominant wavelength of the interroga-
tion pulse excited by the transmitting transducer is larger
enough than the thickness of the plate, so the classical plate
theory can be used~Medick, 1961; Gorman, 1996!. From
this theory, the equations governing the motion of the plate
can be written as

DS ]2

]x2 1
]2

]y2D 2

w~x,y,t !1rh
]2w~x,y,t !

]t2 5q~x,y,t !

~1!

with

D5
Eh3

12~12n2!
, ~2!

wheret is the time variable,x andy are the space variables
referring to the coordinate system with thex andy axes lying
in the plane of the plate and thez axis perpendicular to the

plane of the plate, andr, E, n and h are the mass density,
Young’s modulus, Poisson’s ratio and the thickness of the
plate, respectively.w(x,y,t) denotes the transverse displace-
ment of the plate, andq(x,y,t) the distributed forces exerted
on the surface of the plate by the transmitting and the receiv-
ing transducers.

As the fundamental study of the problem considered, the
point source/point receiver assumption is introduced in this
investigation, that is, the radius of each transducer is as-
sumed to be so small that the normal contact pressures be-
tween the transducer and the plate can be considered as a
point force. Thus,q(x,y,t) in Eq. ~1! can be expressed as

q~x,y,t !5d~x!d~y! f ~ t !1d~x2x0!d~y2y0!s~ t !, ~3!

whered(x) stands for the Dirac delta function,f (t) is the
normal force exerted on the plate by the transmitting trans-
ducer located at the origin, ands(t) is the normal force
sensed by the receiving transducer located atx5x0 , y5y0,
which is an unknown function to be determined.

In view of the motion of the receiving transducer, the
following equation is obtained

M
d2w~x0 ,y0 ,t !

dt2
52s~ t !, ~4!

whereM stands for the mass of the receiving transducer, and
the displacement continuity condition between the receiving
transducer and the plate is used.

In order for the analysis method in this paper to also be
applicable to the composite plate cases, a multi-dimensional
integral transform method referring to the rectangular coor-
dinate system is presented to solve the above equations.

The following Fourier transforms for time domain and
space domain~Sneddon, 1951! are introduced:

ḡ~x,y,v!5E
0

`

g~x,y,t !e2 ivtdt, ~5!

ḡ5 ~kx ,ky ,v!5E
2`

` È`

ḡ~x,y,v!e2 i (kxx1kyy)dxdy. ~6!

Applying the transform~5! and ~6! to Eqs.~1!, ~3!, and ~4!
with respect to the variablet and x, y, respectively, the un-
known s̄(v) can be finally expressed as follows:

s̄~v!5
f̄ ~v!I 2

4p2/Mv2 2I 1
, ~7!

in which

I 15E
2`

` E
2`

`

1/F~kx ,ky ,v!dkxdky , ~8!

I 25E
2`

` E
2`

`

ei (kxx01kyy0)/ F~kx ,ky ,v!dkxdky , ~9!

F~kx ,ky ,v!5D~kx
21ky

2!22rhv2. ~10!

Using the contour integration technique to evaluate the inte-
grals I 1 and I 2 and settingy050 yields

FIG. 1. Schematic of acousto-ultrasonic technique configuration.
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s̄~v!52
Mv f̄ ~v!

4pDa~11 ig!
~TR1 iTI !, ~11!

in which

g5
Mv

8Da
, ~12!

TR5K0~Aavx0!1
p

2
Y0~Aavx0!, ~13!

TI5
p

2
J0~Aavx0!, ~14!

whereJ0(x) andY0(x) stand for the Bessel function of order
zero of the first kind and second kind, respectively, and
K0(x) is the modifying Bessel function of the first kind and
order zero~Gradshteyn, 1980!.

Although Eq.~11! only corresponds to the case when the
receiving transducer is located on thex axis, obviously, for
the isotropic plate case this does not affect the generality of
the result obtained.

II. SOLUTION FOR ONE TRANSMITTER/MULTIPLE
RECEIVERS CASE

In this section, the problem of ultrasonic input–output
for one transmitting transducer and two receiving transducers
coupled to an isotropic plate is further examined.

Without loss of generality of the analysis method, here
we only consider the case for two receivers in order to sim-
plify the expressions. We assume a transmitting transducer is
located at the origin on the plate, and two receiving trans-
ducers are, respectively, at the two points (x1 , y1) and (x2

y2) on the plate. Equation~1! is still used to simulate the
motion of the plate, butq~x,y,t! is rewritten in the following
form:

q~x,y,t !5d~x!d~y! f ~ t !1d~x2x1!d~y2y1!s1~ t !

1d~x2x2!d~y2y2!s2~ t !, ~15!

wheres1(t) ands2(t) are the normal forces sensed by the
receiving transducers.

Like Eq. ~4!, the governing equations for the two receiv-
ing transducers can be expressed as follows:

M1

d2w~x1 ,y1 ,t !

dt2
52s1~ t !, ~16!

M2

d2w~x2 ,y2 ,t !

dt2
52s2~ t !, ~17!

in which M1 , M2 stand for the masses of the two receivers,
respectively, and the displacement continuity conditions be-
tween the two receivers and the plate have been used.

Applying the integral transforms~5! and ~6! to Eqs.~1!
and ~15–~17!, after some manipulations, leads to

4p2

M1v2s̄1~v!5I 10f̄ ~v!1I 11s̄1~v!1I 12s̄2~v!, ~18!

4p2

M2v2s̄2~v!5I 20f̄ ~v!1I 21s̄1~v!1I 22s̄2~v!, ~19!

with

I j 05E
2`

` E
2`

`

ei (kxxj 1kyyj )/F~kx ,ky ,v!dkxdky ,

j 51,2, ~20!

I j j 5E
2`

` E
2`

`

1/F~kx ,ky ,v!dkxdky , j 51,2, ~21!

I 215E
2`

` E
2`

`

ei [(kx(x22x1)2ky(y22y1)] /

F~kx ,ky ,v!dkxdky , ~22!

I 125I 21* , ~23!

in which F(kx ,ky ,v) is seen in Eq.~10!, and the symbol
‘‘*’’ denotes the complex conjugate.

Following the same procedure for the evaluation ofI 1

and I 2, the integralsI 11, I 22, I 10, I 20, I 21 in Eqs.~20!–~22!
can all be determined. After that, according to Eqs.~18! and
~19! the spectral responsess̄1(v) and s̄2(v) of the output
of the two receiving transducers can be finally evaluated.
Due to the limitations on the length of this paper, the final
results are only given for the casey15y250, i.e., the trans-
mitter and the two receivers lying on a straight line, as fol-
lows:

s̄1~v!52
D1

D
f̄ ~v!, ~24!

s̄2~v!52
D2

D
f̄ ~v!, ~25!

in which

D5
p4

v2 H 16

M1M2v2 2
1

4D2a2 @11J0
2~Aavx12!#

2
1

4D2a2 F 2

p
K0~Aavx12!1Y0~Aavx12!G2

1 i
2

Dav S 1

M1
1

1

M2
D J , ~26!

D15
p2

D2a2v2 F4pDa

M2v
I 10

(0)2I 12
(0)I 20

(0)1 i
p

2
I 10

(0)G , ~27!

D25
p2

D2a2v2 F4pDa

M1v
I 20

(0)2I 21
(0)I 10

(0)1 i
p

2
I 20

(0)G , ~28!

with

I j 0
(0)5K0~Aavxj !1

p

2
Y0~Aavxj !

1 i
p

2
J0~Aavxj !, j 51,2, ~29!

I 12
(0)5K0~Aavx12!1

p

2
Y0~Aavx12!2 i

p

2
J0~Aavx12!,

~30!
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I 21
(0)5K0~Aavx12!1

p

2
Y0~Aavx12!1 i

p

2
J0~Aavx12!,

~31!

wherex125x22x1, andx2.x1 is required.

III. A WAVE SCATTERING PARAMETER FOR THE
RECEIVER

In order to examine the scattering effect of the receiving
transducer on the AU results, we first consider the output of
receiver when the scattering effect is omitted. In this case,
Eq. ~3! is rewritten as follows:

q~x,y,t !5d~x!d~y! f ~ t !. ~32!

Combining Eq.~32! with Eqs.~1!, ~2!, and~4! and following
the same procedure as presented in Sec. II, we obtain the
spectral response of the output in the form of the normal
contact force between the receiving transducer and the plate
as follows:

s̄~v!52
Mv f̄ ~v!

4pDa
~TR1 iTI !. ~33!

Comparing Eqs.~33! and~11!, it is observed that for two
equations corresponding to the cases with and without con-
sideration of the scattering effect of receiving transducer, the
only difference is ing. Hence, we can deduce thatg is, in
fact, a parameter reflecting the receiver’s scattering effect on
the output of itself. It is a ratio of the impedance of a lumped
mass~the transducer! and a thin plate.

Examining this parameter, two different sensing types of
the receiver can be found. First, we assume

g5
Mv

8Da
!1, ~34!

i.e., the product of the receiver’s mass and frequency is very
small with respect to the value of 8Da. Then it is seen that
Eq. ~11! can be approximately replaced by Eq.~33!. That is,
the scattering effect of the receiver is so small that it can be
neglected. This implies that in this case the output of the
receiver is completely a result of its vibration.

Second, we assumeM is so large that

g5
Mv

8Da
@1 ~35!

then from Eq.~11!, the following result can be obtained:

s̄~v!'
2

p
f̄ ~v!~2TI1 iTR!. ~36!

It can be found that in this case, the output of the receiver is
no longer related toM, which is similar to the case of a wave
being reflected by a fixed boundary.

From the above analysis, it can be concluded that when
g!1, the output of the receiver is, in fact, sensed through a
vibration process; and wheng@1, the output of the receiver
is sensed through a wave reflection process. This conclusion
is of much significance to understanding the AU results.

IV. A NEW STRESS WAVE PARAMETER FOR THE AU
TECHNIQUE

There exist many other external factors influencing the
AU measurement results apart from material properties or
the internal conditions, such as the transducer’s spectral
characteristics, mass, aperture, location, coupling agent, and
so on. Hence, in order to accurately assess the internal con-
dition of materials, the effects of the irrelevant signal com-
ponents caused by these external factors must be eliminated
or reduced substantially if possible. In previous investiga-
tions, several stress wave parameters, or alternatives to the
so-called stress wave factor, have been presented. However,
since they are all based on the simple measurement configu-
ration, i.e., one transmitter/one receiver, it is difficult to
eliminate or determine the influence of the external factors.
In view of this, a new type of stress wave parameter is de-
veloped based on a measurement configuration of one
transmitter/two receivers.

Assume a harmonic electrical voltage is applied to the
transmitting transducer. Then the contact forces sensed by
the two receiving transducers, or in other words, the stress
waves impinging on the two receivers, can be expressed as

s1~ t !5A1e2 i (vt1f1), ~37!

s2~ t !5A2e2 i (vt1f2), ~38!

whereAi and f i ~i51,2! are the amplitudes and the phase
angles, respectively. When two mechanic-electron transduc-
tion ratiosT1(v) andT2(v) for the two receivers are intro-
duced~Williams et al., 1982!, the two output voltages, de-
noted byv1(t) and v2(t), from the two receivers can be
written as follows:

v1~ t !5T1~v!A1e2 i (vt1w1), ~39!

v2~ t !5T2~v!A2e2 i (vt1w2), ~40!

wherew1 , w2 are the phase angles of the two output volt-
ages.

With the above assumptions, the amplitudes of the spec-
tra of the output voltages corresponding to the two contact
force spectral responsess̄1(v) and s̄2(v) can be evaluated
from Eqs.~24! and ~25! as follows:

uv̄1~v!u5T1~v!
uD1u
uDu

u f̄ ~v!u, ~41!

uv̄2~v!u5T2~v!
uD2u
uDu

u f̄ ~v!u, ~42!

where uu denotes the module of a complex number. From
Eqs.~41! and~42! evaluating the ratio ofuv̄2(v)u to uv̄1(v)u,
we have

uv̄2~v!u

uv̄1~v!u
5

T2~v!uD2u
T1~v!uD1u

. ~43!

Like the case of one transmitter/one receiver, we introduce
two receiver scattering parameters as

g15
M1v

8Da
, ~44a!
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g25
M2v

8Da
. ~44b!

Substituting Eqs.~27! and ~28! into Eq. ~43!, and then ap-
plying the expressions~44a! and~44b! to the resultant equa-
tion, yields

uv̄2~v!u

uv̄1~v!u
5

M2T2~v!UI 20
(0)~11 ig1!2

2

p
g1I 21

(0)I 10
(0)U

M1T1~v!UI 10
(0)~11 ig2!2

2

p
g2I 12

(0)I 20
(0)U . ~45!

If the two receiving transducers chosen are the same,
then the expression~45! reduced to the following form:

uv̄2~v!u

uv̄1~v!u
5

UI 20
(0)~11 ig1!2

2

p
g1I 21

(0)I 10
(0)U

UI 10
(0)~11 ig2!2

2

p
g2I 12

(0)I 20
(0)U , ~46!

in which g15g2.
So far, an analytical expression for a measurable ratio

which reflects the wave attenuation properties of the plate
has been obtained. Using this expression, the effects of vari-
ous external factors with respect to the internal condition of
the material can be evaluated. It can be found that the pa-
rameter eliminates the influence of the interrogation pulses
excited by the transducer and, especially, avoids the complex
problem of the mechanic-electron transduction properties of
the receivers which cannot, in general, be exactly determined
theoretically.

In order to evaluate the influence of the receivers’ self-
scattering and mutual interaction, and the attenuation of
waves spread in plane of the plate, first consider a fundamen-
tal case forg1→0, g2→0. From Eq.~46!, it can be found
that in this case

uv̄2~v!u

uv̄1~v!u
5

uI 20
(0)u

uI 10
(0)u

. ~47!

Using Eq.~29! and noticing the asymptotic relations, it can
be obtained that whenbx1 andbx2 are both large,I 20

(0) and
I 10

(0) in Eq. ~47! are of the following form:

uI 20
(0)u'A p

2bx2
, ~48a!

uI 10
(0)u'A p

2bx1
. ~48b!

Substituting Eqs.~48a! and ~48b! into Eq. ~47!, yields

uv̄2~v!u

uv̄1~v!u
'Ax1

x2
. ~49!

Following the preceding analysis procedure for the scattering
parameterg, it can be found that Eqs.~47! and ~49! are, in
fact, the results corresponding to the case without consider-
ation of the receivers’ self-scattering and mutual interaction
influence. It can also be seen that Eq.~49! in fact stands for
the influence of the wave spreading attenuation.

With regard to the above features, in order to specify the
influence of the receivers’ self-scattering and mutual interac-
tion we introduce an influence coefficient as follows:

F5Ax2

x1

uI 20
(0)~11 ig1!2 ~2/p! g1I 21

(0)I 10
(0)u

uI 10
(0)~11 ig2!2 ~2/p! g2I 12

(0)I 20
(0)u

. ~50!

Using this coefficient, the influence of receivers self-
scattering and mutual interaction can be evaluated to some
extent.

A normalized stress wave parameter can be finally con-
structed as follows

«~v!5Ax2

x1
•

1

F
•

uv̄2~v!u

uv̄1~v!u
. ~51!

The first term on the right hand side of Eq.~51! reflects the
influence of the wave spreading attenuation, while the sec-
ond term reflects the influence of receivers self-scattering
and mutual interaction. The third term is a practical measure-
ment value, which is related not only to the internal condi-
tion of the material but also to the above external factors. It
can be seen that for a perfect plate, this parameter is equal to
1, while for a plate that is damaged or has some internal
imperfections between the two receivers will have a param-
eter value less than 1. Therefore this parameter can be used
to evaluate and define the internal condition of materials.

FIG. 2. A displacement response of the plate without receiving transducers
(x050.1 m,y050, andT520 ms!.

FIG. 3. A time history of the output forT520 ms, M5 0.1 kg,x050.1 m,
andy050.
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V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, a series of numerical results are pre-
sented and some discussions concerning the AU technique
are detailed.

In all calculations, the applied forcef~t! is assumed to be
the delayed sine pulse of time duration, i.e.,

f ~ t !5H sin~2pt/T!, 0<t,T

0, t>T.

In the above equationT is called the pulse width and, unless
otherwise noted, it is given a fixed value 20ms. The param-
eters for the plate are chosen as:r52700 kg/m3, E569
3109 N/m2, n50.33, andh50.002 m.

Figure 2 shows a time history of the output of the re-
ceiving transducer forM50.1 kg, x050.1 m, andy050,
while the corresponding displacement response of the re-
ceiver location point on the plate is shown in Fig. 3. From
these two figures it can been seen that the output of the
receiver is different from the displacement response of its
location point. Two differences are observed: one is the in-
stant corresponding to the peak point, the other is the event
duration. This implies that examination of only the surface
displacement response of materials due to input pulses is not
sufficient to simulate the AU results.

For the purpose of examination of the receiver self-
scattering effects on its output, Fig. 4 gives a time history of

the output of the receiver forM50.1 kg, x050.1 m, y050
calculated according to Eq.~33!, i.e., without consideration
of the receiver scattering effects. Comparing this figure and
Fig. 3 it is observed that the effects on output are very large.
Evaluating the scattering parameterg presented in the above
section we can observe that in this caseg@1. Hence it can
be concluded that wheng@1, i.e., when the output is sensed
mainly through wave reflection process, ignoring the re-
ceiver scattering influence causes a large error in the evalu-
ation of the receiver output.

In order to examine the effects of receiving transducer
mass on the output, the numerical results of the output of the
receiver (x050.1 m, y050! for three different masses~M
50.1, 0.01, 0.005 kg! are illustrated in Fig. 5. It can be seen
that the difference between these three output results is very
small. But it is necessary to point out that this difference, to
some extent, varies with the width of the input pulse. If the
width of the input pulse increases, then this difference be-
comes large. That means for low-frequency input or less
wave scattering effect of a receiver, the output is sensitive to
the receiving transducer mass. In Fig. 6, the numerical re-
sults forT5100ms are given for the above three mass cases.

The investigation of the features of output forg!1 is
illustrated in Fig. 7, in which the time history of the output
for x050.1 m, y050, M50.1 kg, T5200 ms is calculated,
respectively, according to Eqs.~11! and ~33!, i.e., with and

FIG. 5. Influence of receiver mass on its output (x050.1 m, y050, and
T520 ms!.

FIG. 6. Influence of receiver mass on its output forT5100 ms (x050.1 m,
andy050!.FIG. 4. A time history of the output forT520 ms, M50.1 kg,x050.1 m,

and y050 calculated without consideration of the receiver’s scattering ef-
fects.

FIG. 7. The receiver scattering effects on the output forg!1 ~T5200 ms,
M5 0.001 kg ,x050.1 m, andy050!.
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without consideration of the receiver scattering influence.
Comparing the two results, it can be seen that the receiver
scattering influence on the output of itself can be neglected.

The problem of interaction between two receiving trans-
ducers for the measurement configuration of one transmitter/
two receivers is examined in Figs. 8 and 9. The influences of
the inner receiver, which is near to the transmitter, on the
output of the outer receiver are shown in Fig. 8, where the
corresponding results for the single outer receiver case are
also given and denoted byM150. From this figure it is evi-
dent that:~1! adding an inner receiver makes the output of
the outer receiver decrease and~2! with increasing mass of
the inner receiver, the output of the outer receiver decreases,
but after the mass reaches a certain value, further increases in
mass do not cause further reduction of the output of the outer
receiver. The influence of the outer receiver on the output of
the inner one is illustrated in Fig. 9. Compared with the
influence of the inner on the outer one, the effect of the outer
on the inner one is insignificant.

Finally, some numerical results are given in Fig. 10 for
the coefficientF @see Eq.~50!# which is used to reflect the
influences of receiver self-scattering and mutual interaction
on the ratio of the two spectrum amplitude of the output
voltages measured from the two receiving transducers. In the
calculations we choseM15M250.1 kg. Using this figure we
can readily determine the influence coefficient required for

further determining the stress wave parameter when the AU
technique of one transmitter/two receiver is used. In addi-
tion, we can easily specify the influences of the receivers
self-scattering and mutual interaction. It is evident that the
closer the curves are to the lineF51, the smaller the influ-
ences will be.

VI. CONCLUDING REMARKS

The acousto-ultrasonic characteristics for isotropic thin
plates have been investigated in this paper. The following
conclusions are drawn:

~1! Unlike the wave tracing method, a spectral analysis
approach is presented, which can take into account the influ-
ences of the receiving transducer’s characteristics. Using this
approach and the point source/point receiver assumption, the
input–output frequency spectrum relationships for the cases
of one transmitter/one receiver and one transmitter/multiple
receivers coupled to an isotropic thin plate are expressed in
explicit forms. Based on this, using the fast Fourier trans-
form ~FFT! technique, a series of numerical results in time
domain are presented for the discussion of various influence
on the AU technique. Since the analysis approach is based on
a general multiple-dimensional integral transform method in-
stead of Green’s function method, it can be extended to com-
plex plate cases and transducer cases.

~2! For the AU technique with contact-type transducers,
examination of only the displacement response is insufficient
to simulate its output. The transducers’ own characteristics
must be taken into account.

~3! There exists a wave scattering parameter for contact-
type receiving transducers which can bridge two important
sensing types: one is a vibration sensing in which the trans-
ducer scattering effect can be neglected, and the other is a
wave-reflecting sensing in which the transducer scattering
effect is dominant. The former corresponds to the general
vibration measurement case, while the latter applies to the
ultrasonic measurement case as long as the mass of the re-
ceiver is not very small and the dominant frequency of the
interrogation pulse is not too low.

~4! Extending the traditional one transmitter/one re-
ceiver configuration of the AU technique to the one
transmitter/two receiver case, a new type of stress wave pa-

FIG. 8. The influence of the inner receiver on the output of the outer re-
ceiver forx150.05 m andx250.1 m ~T520 ms andM 250.1 kg!.

FIG. 9. The influence of the outer receiver on the output of the inner re-
ceiver forx150.05 m andx250.1 m ~T520 ms andM 150.1 kg!.

FIG. 10. The influence coefficientF in the expression of the stress wave
parameter presented in this paper (M 15M250.1 kg andT520 ms!.
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rameter has been developed which avoids the complex prob-
lem of evaluation of the mechanic-electron transduction
characteristics of receivers, and also to some extent can be
used to specify the influences of receiver self-scattering and
mutual interaction, and the natural attenuation of wave
spreading in the plate plane.
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Efficiency of a noise barrier with an acoustically soft cylindrical
edge for practical use
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This paper examines the sound shielding efficiency of a noise barrier having an acoustically soft
cylindrical edge, as it compares to that provided by the well-known absorptive cylindrical edge. It
has been reported that the waterwheel-shaped cylinder~acoustic tubes in a radial arrangement!
approximates a soft surface cylinder, and that the sound shielding efficiency of a noise barrier is
improved by placing the cylinder on its edge. The efficiency of the waterwheel-shaped edge barrier
is strongly frequency dependent, thus the improvement in overall sound pressure level is smaller
than expected when the source is broadband noise. The present study investigates the use of varied
tube depths to improve the efficiency of the waterwheel-shaped edge. It is shown that adding tubes
of different depths can flatten the frequency dependence, and that such tubes are only needed in the
upper half of the cylinder. These findings led to the design of a new edge device for controlling road
traffic noise, whose numerical simulations suggest that it is twice as effective in overall sound
pressure level as the original waterwheel with uniform-depth channels. ©1999 Acoustical Society
of America.@S0001-4966~99!03806-0#

PACS numbers: 43.50.Gf, 43.20.Fn@MRS#

INTRODUCTION

Noise barriers are the most common solution for con-
trolling traffic noise from expressways, and several methods
have been developed for improving their efficiency without
increasing their height. It is well known that the sound pres-
sure measured at the barrier edge can be regarded as an
imaginary line source for a diffracted field in the back of the
barrier. Thus, suppression of the sound pressure at the edge
reduces this imaginary source and decreases the diffracted
field behind the barrier. Installing an absorptive obstacle on
the barrier’s edge has also been proposed, based on the same
concept. According to one report,1 the installed absorber re-
duced the sound pressure around the edge and improved the
sound shielding efficiency of the noise barrier. Installation of
an absorber around the barrier edge to control expressway
noise is currently in use.

If the sound pressure at the edge is considered as an
imaginary source, then additional suppression of the sound
pressure should further improve sound shielding efficiency.
As such, installing an obstacle with an ‘‘acoustically soft
surface’’2 on the barrier’s edge should prove effective. The
characteristic impedance of a ‘‘soft surface’’ is sufficiently
less than that of air; consequently, the soft-surface sound
pressure is much less than that of an absorptive surface. It
has been theorized that barriers with soft cylindrical edges3

and those that are soft only around the edge4 are both effi-
cient. Despite their significant effect, these barriers are not
widely used because of the difficulty in obtaining materials
whose impedance is significantly less than that of air. There-
fore, the authors previously tried to develop a soft-surface
cylinder consisting of open ends of tubes arranged radially,5,6

as shown in Fig. 1. Hereafter, this design is referred to as a
‘‘waterwheel-shaped cylinder’’ because of its cross-sectional
shape.

It has been shown that the waterwheel-shaped cylinder
approximates a soft surface and that installing the water-
wheel on the edge of a noise barrier improves its sound
shielding efficiency.5 Due to interference inside the tubes,
however, the efficiency of a noise barrier with a waterwheel-
shaped edge is unavoidably frequency dependent.6 Although
the improvement in the efficiency of the barrier is remark-
able for those frequencies in which the waterwheel can de-
velop a soft surface, its improvement is zero, or even nega-
tive, outside these effective frequencies; therefore, the
efficiency of the waterwheel-shaped edge against a broad-
band noise, such as road traffic, is unexpectedly small. This
paper investigates the relationship between the cross-section
design of the waterwheel-shaped edge and the sound shield-
ing efficiency of the noise barrier against broadband noise,
and presents the design of a new edge device for efficiently
reducing road traffic noise.

I. NUMERICAL ANALYSIS

A. Boundary element method

In this section, the boundary integral equation and the
boundary element method~BEM! are described briefly. De-
tails of the theory and accuracy analyses are shown in a
previous report.6 A two-dimensional sound field is assumed
throughout this paper because the three-dimensional simula-
tions require many more computational resources and calcu-
lation time. It is already shown by scale-model experiments
that the two-dimensional analyses can be applied to a prac-
tical situation; that is, the three-dimensional situation that a
point source and a receiver are in the vertical plane which is
perpendicular to the barrier.6

a!Current address: Kobayasi Institute of Physical Research, 3-20-41 Higashi-
motomachi, Kokubunji, Tokyo 185-0022, Japan. Electronic mail:
okubo@kobayasi-riken.or.jp
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Figure 2 shows the cross section of the situation for
which the sound field was calculated. A noise barrier of in-
finite length lies on a rigid plane, i.e., on a reflective ground.
The barrier and a monofrequency line source of sound are
parallel to thez axis. Let r0 denote the source position,r
denote the receiver position, andb(r s) denote the normal-
ized surface admittance at pointr s on the barrier surfaceS.
The sound pressure at the receiver,p(r ,r0), satisfies the fol-
lowing boundary integral equation:7

«~r !p~r ,r0!5G~r0 ,r !2E
S
S ]G~r s ,r !

]n~r s!
1 jkb~r s!G~r s ,r ! D

3p~r s ,r0! ds~r s!, ~1!

whereds(r s) denotes the arc-length of the barrier surfaceS
at point r s , ]/]n(r s) denotes the normal derivative atr s , k
denotes the wave number, and the time dependence factor
exp(jvt) is understood.«~r !51 whenr is in the propagating
medium and not onS; «~r !51

2 whenr is onS. G(r ,r0) is the
sound pressure atr in the absence of the barrier:

G~r ,r0!5
1

4 j
$H0

~2!~kur02r u!1H0
~2!~kur082r u!%, ~2!

wherer08 denotes the position of the imaginary line source in
the rigid ground, and H0

(2) is the Hankel function of the sec-
ond kind of order zero. In order to solve Eq.~1! numerically,
the BEM was carried out. The barrier surfaceS was divided
into straight elements, then Eq.~1! is written in a discrete
form by the approximation that sound pressure on an element
surface is constant and equal to that at the midpoint of the
element. Then by settingr to the midpoints of the elements,
a set of linear equations is obtained in the unknowns of the
surface sound pressure. When the equations are solved, the
sound pressure at any pointr can be calculated by substitut-
ing the pressure at the midpoint of each element into the

discrete equation. To solve the integral equation with suffi-
cient accuracy, a maximum element length is smaller than
l/8 ~Ref. 8! in all of the calculations carried out in this paper.

It is well known that the BEM analysis has numerical
difficulty at some frequencies: the linear equations have
more than one solution at frequencies which are close to the
eigenfrequencies of the interior boundary value problem. If
the frequency where the BEM calculation is carried out hap-
pens to be very close to one of the eigenfrequencies, the
result of the BEM is unreliable. That is, when a calculated
result at a certain frequency protrudes significantly from the
frequency characteristic curve of the sound pressure level
~SPL!, it might be caused by the numerical difficulty, espe-
cially in higher frequency range. Although different kinds of
methods to improve this numerical difficulty around the
eigenfrequencies have been proposed~most of them are
based on the CHIEF method by Schenck9 or the linear com-
bined integral equation method by Burton and Miller10!, the
improvement of the difficulty was not adopted in this paper.
This is because some of the methods are computationally
expensive to implement, and others are quite simple but do
not always improve successfully. Instead, if calculated re-
sults protrude extremely from the SPL curve and they are
definitely not related to the essential characteristics of the
sound field, the calculated peak or dip at the frequency was
modified to flatten the SPL curve. The protrusions were
never removed when authors could not distinguish the nu-
merical problem and the acoustical properties of the
waterwheel-shaped cylinder which is strongly frequency de-
pendent.

B. Configuration of the sound field and the spectrum
of traffic noise

Figure 3 shows the cross section of the sound field to be
calculated numerically. It is assumed that the cross-sectional
shape of a noise barrier does not vary along its length. The
positions of a line source, noise barrier, and receiver were
determined to simulate the sound field around a noise barrier
built along road traffic. The relationship between their posi-
tions and the efficiency of the edge device is investigated
later ~in Figs. 20 and 21!. A rigid noise barrier of infinite
length, 3-m height, and 0.03-m thickness was positioned on
the reflecting ground. The 0.03-m thickness is unrealistically
small, as 0.095-m-thick barriers are typically used in Japan.
The 0.03-m dimension was used, however, to avoid the nu-
merical difficulty described in the previous section. A coher-
ent monofrequency line source was placed at a horizontal
distance of 5 m in front of the barrier, and a receiver was
placed 25 m behind the barrier. The line source and the re-

FIG. 1. Development of a soft cylinder with a waterwheel-shaped cylinder.

FIG. 2. Cross section of the two-dimensional sound field investigated by the
boundary element method.

FIG. 3. Configuration of the two-dimensional sound field simulated by the
boundary element method.
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ceiver were placed on the ground surface to avoid complica-
tions due to interference caused by reflections from ground
surface in the monofrequency sound field. Were the interfer-
ence to minimize the sound pressure at a receiver above the
ground, it would be impossible to distinguish the sound
shielding efficiency of the barrier from the effect of the in-
terference.

The shape of the spectrum of the noise targeted for sup-
pression by barriers appears considerably significant when
designing a frequency-dependent noise-control device, such
as the waterwheel-shaped edge. In general, the traffic noise
behind a noise barrier can be predicted by subtracting the
numerically calculated efficiency of the barrier from the
power level spectrum of the noise source. However, in a
realistic sound field, the predicted spectrum sometimes dif-
fers from the measured spectrum, probably because proper-
ties of the field, such as the effect of the ground surface, are
not dealt with successfully in the numerical simulations.
Therefore, the traffic noise spectrum measurements were
taken behind noise barriers that had been built along express-
ways, and were used in this paper as the target of barrier
noise control. Measurements of1

3-octave-band SPLs were
taken at five points along the Kyushu expressway, which is
in southwestern Japan. A microphone was placed on the
ground at a distance of 25 m behind a 3-m-high noise barrier.
The ground surface was asphalt at four of the observation
points and grass at the fifth. Two spectra of five differ from
the others obviously: at a point on the asphalt ground SPL
around 500 Hz is emphasized by the sound of engine braking
from large vehicles running down the long slope, and at the
point on the grass SPL in higher frequency range decreases
because of the ground absorption. Thus the two spectra were
not considered and three other spectra were averaged to rep-
resent the traffic noise. The solid line in Fig. 4 shows aver-
aged results of the three spectra as a1

3-octave-band SPL rela-
tive to the noise level at 1 kHz, and the variation of the three
spectra is indicated by error bars. The broken line shows the
spectrum simulated by the combination of a measured power
level spectrum of vehicles11 and the BEM calculation; the

curve is adjusted to equal its overall SPL to that of the mea-
sured spectrum. It is shown that the peak of the measured
spectrum is narrower as compared with the simulated spec-
trum. In the following sections, it is assumed that the traffic
noise spectrum of solid line in Fig. 4 was observed at a
receiver that was 25 m behind the 3-m-high barrier, as shown
in Fig. 3.

II. RELATIONSHIP BETWEEN THE PROFILE OF THE
WATERWHEEL-SHAPED EDGE AND ITS SOUND
SHIELDING EFFICIENCY

The frequency characteristics of the SPL behind barriers
with and without the waterwheel-shaped edge were calcu-
lated using the BEM. The complicated cross-sectional shape
of the barrier with the waterwheel was divided into many
straight-line elements, and the admittance is zero on the sur-
face of all elements. Both of the barriers with and without
the waterwheel were 3 m high in order to exclude the effect
of extra barrier height from the effect of the waterwheel-
shaped edge. The waterwheel increases the thickness of the
edge, even as the height remains constant; thus, the geo-
metrical boundary of diffraction moves upward and increases
the so-called ‘‘effective height.’’ This increase in effective
height, however, is sufficiently small that its efficiency
changes only slightly with the increase in height.

The SPLs behind the barriers were calculated using the
BEM at 1

15-octave frequency intervals. The five results
around a1

3-octave-band center frequency were averaged en-
ergetically to approximate13-octave-band SPL. The SPL dif-
ference between barriers with and without the waterwheel-
shaped edge is referred to as the effect of the waterwheel.
The traffic-noise spectrum observed in back of the
waterwheel-equipped barrier was predicted by subtracting
this waterwheel effect from the representative spectrum of
road traffic noise shown in Fig. 4.

A. Waterwheel diameter and channel depth

A waterwheel cylinder with a diameter of 590 mm and a
channel depth of 170 mm, evaluated in previous reports, was
installed on the edge of a 3-m-high barrier as shown in Fig.
5. The opening angle of the channels is 15 degrees~the cir-
cumference is divided into 24 arcs!. Figure 6 shows the
analysis based on a 70 dB SPL at a 1 kHz band before

FIG. 4. Road traffic noise spectrum observed at the receiver behind the
barrier shown in Fig. 3.

FIG. 5. Waterwheel cylinder installed on the edge of a barrier.
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installation of the waterwheel-shaped edge. The two points
on the right-hand side of Fig. 6 indicate the overall SPL
behind the barrier with and without the cylinder. The overall
SPL was reduced by only 1.7 dB, whereas the waterwheel
brings noticeably large effect, more than 10 dB, at 630 Hz,
mainly because those peaks remaining at 315 Hz and 1.2
kHz affect the overall SPL. In particular, because the peak at
1.2 kHz prevents the reduction of the original peak of the
observed spectrum without the cylinder, it prevents the re-
duction of the overall SPL. Moreover, the sound shielding
efficiency of the barrier decreases~i.e., its sound pressure
level increases! remarkably in the broad frequency range
around 315 Hz. In the following discussion, the decrease in
efficiency is referred to as the ‘‘negative effect’’ of the
waterwheel-shaped edge.

Changing the depth of the channels while keeping their
diameter at 590 mm, the waterwheel effect changes as shown
in Fig. 7. A waterwheel with a channel depth of 110 mm~a
quarter of the wavelength at 770 Hz! shows that the effect
shifts toward a higher frequency range, as compared to the
results from a depth of 170 mm. Furthermore, this effect

shifts to a much higher range when the depth is changed to
50 mm ~a quarter of the wavelength at 1.7 kHz!. The
‘‘negative-effect’’ range is widened when the depth is short-
ened, while the lower limit of the range remains almost the
same, around 200 Hz. The relationship between channel
depth and improvement in overall SPL reveals that 110-mm
channels reduce the overall SPL more than do 170-mm chan-
nels, because the effective range of the waterwheel matches
the peak of the traffic noise spectrum. In the case of 50-mm
channels, the peak of the traffic noise corresponds to the
negative effect of the waterwheel; installing the waterwheel
unfortunately increases the noise at 800 Hz and 1 kHz which
strongly affects the overall SPL. Consequently, it is the
waterwheel-shaped edge with 50-mm channels that decreases
the sound shielding efficiency of a barrier. The change of
diameter affects the waterwheel effect, as shown in Fig. 8.
The effects of waterwheel-shaped edges with a channel depth
of 130 mm ~a quarter of the wavelength at 650 Hz! and
diameters of 590 and 800 mm were compared. The result
indicates that increasing the diameter while keeping the
channel depth constant shifts the lower limit of the improve-
ment range downward, even while the upper limit remains at
the same frequency. Hence, the improvement range becomes
wider and the ineffective range shifts to a lower-frequency
range.

Figure 9 shows the improvement by the waterwheel-
shaped edge in overall SPL as a function of channel depth.
Calculations were carried out based on two waterwheel-
shaped edges, with diameters of 590 and 800 mm, and vari-
able channel depth at 10-mm intervals. The channel depths
that maximize overall improvement are 140 and 130 mm;
however, the maxima of improvement are not large: 2.3 and
3.1 dB, respectively. The overall effect of the waterwheel-
shaped edge against broadband noises, such as traffic noise
from expressways, is relatively small because of the fre-
quency characteristics of the waterwheel-shaped effect, that
is, its negative effect and the narrowness of the effective
range. The following discussion of the relationship between
the negative effect and the cross-sectional shape of the wa-
terwheel, its diameter and channel depth, is based on the 29

FIG. 6. Effect of the waterwheel-shaped edge; 590-mm diameter and
170-mm channel depth.

FIG. 7. Effect of the waterwheel-shaped edge; 590-mm diameter and dif-
ferent channel depths.

FIG. 8. Effect of the waterwheel-shaped edge; different diameters and
130-mm channel depth.
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spectra calculated to draw Fig. 9, but the spectra were not
included due to page considerations.~Please refer to Figs. 7
and 8.! Diameter determines the lower limit frequency of the
ineffective range, and the larger-diameter waterwheel has a
negative effect in the lower frequency range. The lower limit
is hardly affected by the channel depth; rather, the upper
limit of the ineffective range~i.e., the lower limit of the
effective range! shifts with varying channel depth. In other
words, the waterwheel-shaped edge with a large diameter
and shallow channels decreases the sound shielding effi-
ciency of the barrier across a broad frequency range.

B. Combining channels of various depths

As described in the previous section, installing a water-
wheel with uniform-depth channels does not obviously de-
crease the overall SPL, because the peaks of the noise spec-
trum remaining on both sides of the effective range prevent a
decrease in the overall level, even though the sound shield-
ing efficiency is greatly improved in the effective frequency
range. In this section, channels of various depths are com-
bined with channels of uniform depth to improve the overall
efficiency of the waterwheel-shaped edge. As shown in Fig.
8, when the waterwheel with 800-mm diameter and 130-mm
channels is installed, two peaks remain in the noise spec-
trum: one between 315 Hz and 400 Hz, and the other at 1.6
kHz. In the following, channels with depths corresponding to
the remaining peaks are added to reduce the sound pressure
of the peaks.

First, the channel depth necessary to reduce the sound
pressure around 400 Hz is investigated. It had already been
indicated that sound pressure at the open end of the channel
is minimized at a little higher frequency than the frequency
at which the channel depth corresponds to a quarter of the
wavelength when the open end is larger than the bottom in
the cross-sectional shape of the channel.5 Therefore, when
the depth of the newly added channel is 260 mm correspond-
ing to a quarter of the wavelength at 330 Hz, this additional
channel is expected to minimize sound pressure at a higher
frequency, around 400 Hz. Figure 10 shows the additional

channel of 260 mm is placed on the top of the original
waterwheel-equipped barrier. The opening angle of the chan-
nels is 22.5 degrees~circumference divided into 16 arcs!.
Figure 11 shows the change in the sound shielding efficiency
caused by the addition of the 260-mm channel. At 400 Hz,
the SPL decreases 5.2 dB, even though the overall SPL still
is not improved because of the remaining two peaks. Be-
tween 630 Hz and 1.2 kHz, the improvement obtained by the
original waterwheel-shaped edge with a uniform channel
depth is decreased, probably because the addition of the
260-mm channel decreases the number of open ends of
130-mm channels in the cylinder surface.

Next, the relationship between the position of the addi-
tional channel and its effect is investigated. The position of
the 260-mm channel is changed to one of five positions
~A–E, Fig. 10!, and the changes in sound shielding effi-
ciency are calculated. Only one channel is 260 mm, and the
other channels are 130 mm. Figure 12 shows the result of~a!
effective positions and~b! ineffective positions. Placing the
260-mm channel at positions B, C, or D, which are close to
the top of the barrier, reduces the SPL peak at 400 Hz; at

FIG. 9. Change in overall sound pressure level as a function of the depth of
the channels.

FIG. 10. An additional channel of 260-mm depth to reduce the negative
effect of the waterwheel.

FIG. 11. Improvement in the waterwheel’s negative effect by the additional
channel of 260 mm.
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position B or C by more than 5 dB, and at position D by 3
dB. However, placing the 260-mm channel at position A or
E does not cause intended improvements at 400 Hz. Similar
investigations were carried out on the remaining 1.6-kHz
peak. A channel at one of the positions of A–E was changed
to 80 mm and the efficiency of the barrier calculated. It has
been reported that a channel does not work successfully
when the open end is much larger than the wavelength~i.e.,
the opening angle of the channel is too wide! because the
sound wave propagation is not only in the direction of the
channel depth,6 thus, for the 80-mm channel to work suc-
cessfully, two 80-mm channels with opening angles of 11.25
degrees~half the opening angle of the other channels! are
assigned to one of five positions. Figure 13 shows that plac-
ing the 80 mm channels at position B or C successfully re-
duces the peak at 1.6 kHz, and that placing the channels at
other positions does not affect the noise spectrum. Also,
when 80-mm channels are located at position B or C, the
SPL is increased in the 630-Hz to 1-kHz frequency range,
where a large improvement was obtained originally. The ad-
dition of 80-mm channels increases the SPL in the range
between 630 Hz and 1 kHz more than does the addition of a

260-mm channel. This reduction of improvement for the
original 130-mm channels is probably due to the reduction in
the number of 130-mm channels and to the negative effect of
the 80-mm channels. In summary, there are effective and
ineffective positions for channels with different depth to be
assigned and the sound shielding efficiency is not affected so
long as the additional channel is not close to the top of the
barrier. Moreover, 80-mm channels on the position D do not
affect the efficiency at all while a 260-mm channel on the
position D works effectively. This indicates that ideal posi-
tioning for additional channels is related to the wavelength.
In other words, when the target frequency of the additional
channel is high, the channels should be assigned close to the
top of the barrier; when the target frequency is low, the chan-
nels can be effective even if assigned far from the barrier top.

Based on these results, the next step is to determine the
cross-sectional shape of the waterwheel-shaped edge that
will be appropriate for broadband traffic noise. Additional
channels with depths of 260, 80~described previously!, and
430 mm~corresponding to a quarter of the wavelength at 200
Hz! were added to a waterwheel of 800-mm diameter and
130-mm basic channels, as shown in Fig. 14. The cross sec-

FIG. 12. Effect of the position of the additional 260-mm channel. FIG. 13. Effect of the position of the additional 80-mm channel.
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tion of the deeper half of the 430-mm channel is rectangular
because keeping a channel wedge shaped as it becomes
deeper results in the bottom of the channel becoming too
small. Thus, neither the volume of the air in the channel nor
the frequency minimizing of the open-end sound pressure are
affected, even by large changes of channel depth. Therefore,
the channel bottom must be large enough to relate the change
of the depth with the change of the frequency that is devel-
oping the soft surface. Figure 15 shows the effect of a
waterwheel-shaped edge that has channels of four different
depths. The two peaks that remain with uniform channels of
130 mm are reduced although the improvement between 630
Hz and 1 kHz that is obtained by uniform channels is de-
creased. Consequently, the shape of the noise spectrum be-
comes rather flat and the improvement in overall SPL
changes from 2.8 to 4.3 dB by the additional channels.

As discussed previously, shallow channels should be as-
signed near the top of the barrier, so BEM calculations were
performed by switching 80- and 130-mm channels at the top
of the barrier in Fig. 14. The resulting spectrum of improve-
ment is not the expected shape, probably due to either the

strong effect of the 80-mm channels or the decrease in the
improvement by the 130-mm channel. Although this result
suggests that the channel on the highest position of the
waterwheel-equipped barrier affects efficiency improvement
very strongly, it must be remembered that this discussion is
based on the assumptions that each channel independently
affects the improvement of the efficiency, and that the inter-
action between adjacent channels of different depths is not
considered.

C. Minimum number of channels

The discussions in the previous section show that four
kinds of channels are needed on the top of the waterwheel-
shaped barrier. Now it is investigated how 130-mm channels
other than the four kinds of channels~i.e., five channels on
the source side and six channels on the receiver side! affect
the efficiency of the waterwheel shapes, in order to deter-
mine the minimum number of the channels to obtain the
same improvement. Change in the improvement by the
waterwheel-shaped edge is calculated by filling up the chan-
nels one by one, starting with the channel furthest from the
top of the barrier, as shown in Fig. 16. Six channels on the
receiver side are not filled up when the source side channels
are filled up, and similarly five channels on the source side
are not filled up when the receiver side channels are filled up.
Figure 17 shows the change in the overall SPL of the noise
spectrum as a function of the number of filled channels. As
regards both source and receiver side channels, the overall
SPL remarkably increases when the fourth channel is filled
up. Namely, the channels arrayed on the upper half of the
cylinder surface are necessary and those on the lower half do
not affect the efficiency. In other words, even if all channels
of the source or receiver sides are filled up, the SPL behind
the waterwheel-equipped barrier increases by only 0.8 dB.

III. WATERWHEEL FOR PRACTICAL USE

When one applies the waterwheel investigated in this
paper to the practical noise barrier, some modifications are
still needed. The horizontal width of the cylinder sticking out
of the barrier must not exceed legal building restrictions on
expressway facilities. The cylinder had better weigh as little

FIG. 14. The waterwheel-shaped edge with the basic 130-mm channels and
the additional channels of 80, 260, and 430 mm.

FIG. 15. Improvement of the negative effect by the combination of the
channel depths.

FIG. 16. Channels filled up gradually to determine the minimum number of
channels to obtain the same improvement.
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as possible for the structural strength of the noise barrier.
Furthermore, a smaller cylinder can suppress the cost of its
material. These imply that the waterwheel of 800-mm diam-
eter is not practical enough to be applied.

Thus, the cross-sectional design is based on the discus-
sions in the previous section: the combination of various-
depth channels at the top of the barrier, and the omission of
the channels arranged on the lower half of the cylinder. Fur-
thermore, the minimization of the overall volume of the
waterwheel-shaped edge is considered. The decrease in over-
all SPL of the noise spectrum shown in Fig. 4 was evaluated,
resulting in the cross-section diagram shown in Fig. 18.
There are five kinds of channels, 90, 160, 260, 340, and 430
mm; they correspond to a quarter of the wavelength at 940,
530, 330, 250, and 200 Hz, respectively. This combination of
channels is obtained by the procedure described in the pre-
vious section: the remaining peaks from a waterwheel-
shaped edge with uniform 160-mm channels are reduced by
the addition of four kinds of channels. Three of these addi-
tional channels are bent to minimize the volume of the wa-
terwheel. Results of some numerical calculations indicated
that it is appropriate for the channels to be bent twice to
avoid reflection in the channel. If the channel is bent only
once, the bending angle becomes acute and the reflection
caused around the bend harmfully reduces efficiency; if the
channel is bent more than three times, the results are the

same as bending it twice. By bending the channels, the size
of the waterwheel can be minimized to 530 mm wide and
330 mm high. This width is almost the same as the absorbing
cylinder already being used, thus it will not be against the
building regulations of expressway.

Figure 19 shows the change in the noise spectrum that
results from installation of the practical waterwheel-shaped
edge on the barrier. The spectrum with the waterwheel
~dashed line! becomes rather flat and the negative effect of
the waterwheel, which had harmed overall efficiency, is
completely removed, resulting in an improvement of 4.7 dB
in overall SPL. This improvement is approximately twice
that of the uniform depth waterwheel with a 590-mm diam-
eter~2.3 dB; see Fig. 9!. The dotted line in Fig. 19 shows the
spectrum behind a simple barrier of 6.2-m height. The 6.2-m
simple barrier is less effective than a 3.0-m barrier with the
waterwheel around 1 kHz, although it is efficient in the lower
frequency range. Its decrease in overall SPL is almost the
same as that of the practical waterwheel, thus installation of
the waterwheel is equivalent to 3.2 m of extra height of a
simple barrier. Notice that the cross section shown in Fig. 18
is designed only to control the noise source which has the
spectrum shown in Fig. 4, and that a different cross section
would be needed for a different noise spectrum. In other
words, precise prediction of the traffic noise spectrum to be
suppressed is quite significant in designing a noise control
device, such as the waterwheel-shaped edge, whose effect is
strongly dependent on frequency.

Spatial distribution of the effect of the practical
waterwheel-shaped edge was calculated in the back of the
barrier. The calculation was carried out in the region of 5–30
m horizontally from the barrier and ground surface to 5 m
high, as shown in Fig. 20, with the receivers set in an array
~2636! at intervals of 1.0 m. Figure 21 shows the results
behind a barrier of 3.0-m height placing a line source in front
of the barrier at a horizontal distance of~a! 20.0 m,~b! 12.5
m, and~c! 5.0 m. Positive values in Fig. 21 indicate improve-
ment of the sound shielding efficiency, i.e., decrease in over-
all SPL. The source positions correspond to the farthest lane,
the central reservation, and the nearest lane, respectively, of
an expressway with four traffic lanes. The improvement by

FIG. 17. Effect of the filled channels: change in the overall sound pressure
level of the expressway noise.

FIG. 18. New waterwheel-shaped edge designed for practical use.

FIG. 19. Improvement by the practical waterwheel-shaped edge.
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the waterwheel is large when the source is close to the bar-
rier. Figure 21~c!–~e! shows the results behind a barrier of
3.0-, 5.0-, and 8.0-m height, respectively, placing a line
source in front of the barrier at a distance of 5.0 m. It is
shown that the improvement increases with an increasing
height of the barrier. There are some dips of the improve-
ment, for example, in the region of 22–30 m and 1 m high in
Fig. 21~c!. In this region, SPL around 1 kHz is minimized
before installation of the waterwheel, because of the interfer-
ence caused by the receiver height. Thus the effect of the
waterwheel is wasteful because the sound pressure which is
already minimized cannot decrease any more, although the
waterwheel-shaped edge is quite efficient in this frequency
range. As a result, overall SPL is less affected by the
waterwheel-shaped edge. The average of the improvement in
the calculated region ranges approximately from 2 dB@Fig.
21~a!# to 7 dB @Fig. 21~e!#: the waterwheel is very effective
when a noise barrier is high and a source is close to the
barrier. Therefore, the waterwheel-shaped edge should be

equipped on the edge of a higher barrier which is efficient
even without the waterwheel, whereas it is against our policy
to improve the efficiency of a barrier without increasing its
height.

IV. CONCLUSIONS

The sound shielding efficiency of a noise barrier with a
waterwheel-shaped edge was investigated, and the relation-
ship between the efficiency and the cross section of a water-
wheel installed on the barrier edge was discussed. The origi-
nal waterwheel-shaped edge, with uniform depth channels,
was less effective than expected because the sound shielding
efficiency is not changed or even decreased in any frequency
range where the soft surface is not developed. Thus, the as-
signment of additional channels corresponding to the ineffec-
tive range extends the effective range of the waterwheel-
shaped edge. The assignment of channels with various
depths decreases the number of basic channels, and conse-
quently decreases the large improvement originally obtained
in the effective frequency range. Nevertheless, the reduction
of the ‘‘negative effect’’ successfully results in an improve-
ment in overall SPL. Also, additional channels work effec-
tively when they are located close to the top of the barrier.

Next, the minimum number of channels that would be
required to equal the efficiency of the waterwheel-shaped
edge having channels arranged around the full circumference
was investigated. The results show that channels located far
from the edge hardly affect the efficiency; hence, channels
are only needed in the upper half of the cylinder. As a result,
the characteristics of the waterwheel-shaped edge are deter-
mined by the channels close to the top of the barrier. These
results were used to design the practical waterwheel-shaped
edge, with channels of various depth on the upper half of a
cylinder. In general, smaller devices are preferred for practi-
cal applications, and the waterwheel-shaped device described
in this paper is quite effective, despite its small~30 cm by 50
cm! size.

Discussions in this paper are highly dependent on the
BEM model. It has already been shown by experiments us-
ing 1/10 scale model that the two-dimensional BEM model
can be used to evaluate the efficiency of noise barriers in a
three-dimensional sound field,6 thus the waterwheel-shaped
device designed in this paper should be efficient as predicted
by the BEM. Currently full-scale experiments in a hemi-
anechoic chamber and in an outdoor field are testing the
efficiency of the practical waterwheel-shaped edge made of
polycarbonate to confirm the BEM results.
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Demographic and attitudinal factors that modify annoyance
from transportation noise

Henk M. E. Miedemaa) and Henk Vos
TNO Prevention and Health, P.O. Box 2215, 2301 CE Leiden, The Netherlands
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The effect of demographic variables~sex, age, education level, occupational status, size of
household, homeownership, dependency on the noise source, and use of the noise source! and two
attitudinal variables~noise sensitivity and fear of the noise source! on noise annoyance is
investigated. It is found that fear and noise sensitivity have a large impact on annoyance~DNL
equivalent equal to@at most# 19 and 11 dB, respectively!. Demographic factors are much less
important. Noise annoyance is not related to gender, but age has an effect~DNL equivalent equal to
5 dB!. The effects of the other demographic factors on noise annoyance are~very! small, i.e., the
equivalent DNL difference is equal to 1–2 dB, and, in the case of dependency, 3 dB. The results are
based on analyses of the original data from various previous field surveys of response to noise from
transportation sources~number of cases depending on the variable between 15 000 and 42 000!.
© 1999 Acoustical Society of America.@S0001-4966~99!03905-3#

PACS numbers: 43.50.Qp, 43.50.Sr@MRS#

INTRODUCTION

Various authors~Schultz, 1978; Fidell, Barber, and
Schultz, 1991; Miedema and Vos, 1998! established for
transportation noise simple relationships between noise ex-
posure ~descriptor: DNL! and annoyance~descriptor: per-
centage highly annoyed persons, %HA!. They did not inves-
tigate the causes of variation in individual reactions to
exposures with equal DNL level. Apart from random factors,
demographic and attitudinal variables may have a systematic
effect on annoyance. Fields~1992, 1993! investigated the
effect of personal and situational factors on annoyance by a
meta-analysis. He concluded that the demographic variables
studied~age, sex, socioeconomic status, income, education,
homeownership, type of dwelling, use of the noise source,
dependency on the source! do not have an~important! effect
on annoyance, and that the attitudinal variables fear of the
source, feeling that noise annoyance is preventable, and
noise sensitivity have an important effect on annoyance.
Fields~1993! stated that for most variables, the chief impedi-
ments to forming strong conclusions are not inherent differ-
ences in data, but rather differences in published presenta-
tions of data. According to Fields, for these issues the most
efficient advances in our knowledge can come from second-
ary analyses of existing datasets. Such analyses are presented
in this paper, so that stronger conclusions can be formulated
with respect to the effect of demographic and attitudinal vari-
ables on noise annoyance.

I. DATA

The last decennium TNO in Leiden has been building an
archive of original datasets from studies on annoyance
caused by environmental noise. Investigations on different
modes of transportation~aircraft, road traffic, and railway!
are included. They were carried out in Europe, North

America, and Australia. As far as possible, a common set of
variables is derived from the studies, which includes, among
others, noise-exposure measures, noise-annoyance measures,
and various demographic and attitudinal variables. Much ef-
fort has been put into the consistent derivation of the com-
mon variables from different studies. Studies are included in
the archive if and only if DNL@or LAeq(24h)# and %HA can
be derived in such a way that they satisfy certain minimal
criteria ~see Miedema and Vos, 1998!. Currently, the data
archive contains 49 701 annoyance responses related to the
exposure level of the respondent, and information on addi-
tional variables~see Table I!. Here, such a combination is
called a case. The total number of different respondents is
lower than 49 701, because in some studies the respondents
evaluated two noise sources. More information about the ar-
chive can be found in Miedema and Vos~1998!, where
exposure-response relationships are presented.

Demographic variables in the data archive are sex, age,
education level, occupational status, size of household, ho-
meownership, dependency on the noise source, and use of
the noise source. Available attitudinal variables are noise
sensitivity and fear of the noise source. Table I gives an
overview of the information available per study.

Cases with DNL,45dB or DNL.75 dB are excluded
from the analyses of effects of personal and situational vari-
ables, because linear regression from annoyance to DNL is
used and nonlinearity is expected outside the range 45–75
dB.

II. METHOD OF ANALYSIS

Because noise-annoyance relationships depend on the
study and the mode of transportation~Miedema and Vos,
1998!, a variable ‘‘dataset’’ that discriminates between stud-
ies, and within studies between the modes of transportation
investigated, is included in the analyses as an independent
variable. Effects of secondary~i.e., demographic and attitu-a!Electronic mail: hme.miedema@pg.tno.nl
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dinal! variables are investigated by fitting the coefficients in
the following linear models through multiple regression
analysis:

A5a1bL1~c1S11¯1cmSm

1~d1S1L1¯1dmSmL !, ~1!

A5a1bL1~c1S11¯1cmSm!1~d1S1L1¯

1dmSmL !1~e1V11¯1enVn!, ~2a!

A5a1bL1~c1S11¯1cmSm!1~d1S1L1¯

1dmSmL !1~ f 1V1L1¯1 f nVnL !, ~2b!

A5a1bL1~c1S11¯1cmSm!1~d1S1L1¯

1dmSmL !1~e1V11¯1enVn!

1~ f 1V1L1¯1 f nVnL !, ~3!

where A is the annoyance score;L is the DNL; Si is the
indicator variable which is 1 for cases from dataseti and
otherwise 0; andVj is the indicator variable which is 1 for

cases in categoryj of a secondary variable and otherwise 0.
Model ~1! assumes separate linear noise-annoyance re-

lationships for individual datasets. The parameters of these
relationships can be derived from the model parametersa, b,
ci , di as follows. If there arem11 studies, thenm indicator
variablesSi are used in the above models. Each indicator
variable is equal to 1 for the cases in one dataset. This means
that these indicators are all equal to 0 for the remaining
dataset. Consequently, in the first model the parametersa
andb ~intercept and slope! are determined by the cases in the
study for which there is no indicator variable. The param-
etersci and di are the additive ‘‘corrections’’ toa and b,
respectively, which give the intercept and the slope for study
i. Thus, separate linear relationships are fitted for the indi-
vidual datasets. Differences between studies, e.g., related to
the use of different annoyance questions, are reflected by
differences between the individual relationships. An effect of
a secondary variable is described in the following models as
a change relative to the individual relationships, and there-
fore it is not likely that this effect depends on differences

TABLE I. Studies included in analyses in this paper. The study codes in the first column refer to Fields’~1994! catalog, the second column gives a key
reference. Cases are counted in columns 3–5 if valid noise exposure and annoyance data are available. In general, the number of cases in analyses involving
a demographic or attitudinal variable is less due to missing values for these variables. A ‘* ’ in columns 6–12 indicates that a variable was included in a study.
Age and sex are determined in all studies.

Study Air Road Rail Education Occupation
Household

size
Home

ownership
Depend-

ency
Use of
source Sensitivity Fear

AUL-210 R. B. Bullenet al., 1986 3212 * * * *
CAN-120 J. S. Bradley, 1976 1112 * * * * * *
CAN-121 F. L. Hallet al., 1977 1147 * * * *
CAN-168 F. L. Hallet al., 1981 635 574 * * * * * * *
FRA-092 M. Valletet al., 1978 879 * * * * *
FRA-239 M. Valletet al., 1986 570 570 * * * * * *
FRA-364 M. Valletet al., 1996 848 * * * *
GER-192 V. Knallet al., 1983 1579 1569 * * * * * *
GER-372 J. Kastka, no publication 551 * * * *
GER-373 J. Kastka, no publication 421 * * *
NET-106 J. E. F. van Dongen, 1981 420 * * *
NET-153 R. G. de Jong, 1979 602 * * * * * * *
NET-240 I. D. Diamondet al., 1986 573 474 * * * * *
NET-258 J. E. F. van Dongen, 1981 304 * * *
NET-276 H. M. E. Miedemaet al., 1988 697 265 * * * *
NET-361 R. G. de Jonget al., 1994 788 69 * *
NET-362 W. J. Ericszet al., 1986 293 * * * *
NOR-311 T. T. Gjestlandet al., 1990 1396 * * * * * * *
NOR-328 T. T. Gjestlandet al., 1993a 687 * *
NOR-366 T. T. Gjestlandet al., 1991b 322 * *
SWE-365 E. O¨ hrström et al., 1996 2802 * *
SWI-173 J. Nemeceket al., 1981 1219 * * * * *
UKD-24 A. E. Knowler, 1971 3845 * * * * * *
UKD-071 F. J. Langdon, 1976a,b 2067 * * * * *
UKD-072 D. G. Harland, 1977 904 * * * * * *
UKD-116 J. M. Fields, 1977 1127 * * * * * * *
UKD-157 I. D. Griffiths et al., 1980 302 * * * *
UKD-238 I. D. Diamondet al., 1986 607 562 * * * * * *
UKD-242 P. Brookeret al., 1985 1993 410 * *
USA-022 W. R. Hazard, 1971 2247 * * * * * * *
USA-032 W. R. Hazard, 1971 1491 * * * * * * *
USA-044 H. P. Pattersonet al., 1973 1612 * * * * * * *
USA-082 S. Fidellet al., 1975 374 * *
USA-203 G. J. Rawet al. 1985 629
Total 20 193 16 121 6434
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between studies in the measurement of exposure and annoy-
ance.

In model ~2a!, the intercept of the linear noise-
annoyance relationship also depends on the level of the sec-
ondary variable; in model~2b! the slope depends on that
variable, and in model~3! the intercept and the slope depend
on the secondary variable. If the secondary variable being
investigated hasn11 categories, thenn indicator variables
Vj are used in these models. These indicators are all equal to
0 for the remaining category. Consequently, in models~2a!,
~2b!, and~3!, the parametersa andb are determined by the
cases in the study for which there is no indicator variable and
which come in the category of the secondary variable for
which there is no indicator variable. The parametersej and
f j are the additive corrections toa andb, respectively, which
give the intercept and the slope for categoryj.

Model ~2a! in which a secondary variable is assumed to
have a constant effect on annoyance that does not depend on
the exposure level, is called a constant effect model. Model
~2a! includes constant effects of the categories of one sec-
ondary variable. It can be extended to include constant ef-
fects of more than one variable. Sex and age are known in all
datasets so that it is possible to fit constant effect models
which include these demographic variables in addition to
another secondary variable. By including these variables, the
effect of a secondary variable on annoyance is found, taking
into account possible effects of the demographic variables
sex and age on annoyance. Models extended with sex and
age will be fitted to the data only if these demographic vari-
ables are found to have a significant effect on annoyance.

DNL is used as the exposure metric, and the annoyance
score is used as the annoyance variable. DNL is chosen as
the exposure metric because it is being used in practice, and
it has been the exposure metric in important previous expo-
sure response analyses~see the introduction!. Furthermore, it
generally has a high correlation with otherLAeq-based met-
rics, which are widely used. Effects found for secondary
variables will not depend on the selection of the exposure
metric from these related metrics.

The annoyance score is obtained by assigning numbers
to annoyance categories. A typical noise annoyance question
is: ‘‘How would you describe your general feelings about the

aircraft noise in this neighborhood? Would you say you are:
~1! not at all annoyed,~2! slightly annoyed,~3! moderately
annoyed,~4! considerably annoyed, or~5! highly annoyed?’’
On the basis of the assumption that each category of this
five-point category scale occupies an equal portion of the
annoyance continuum, the midpoints 10, 30, 50, 70, and 90
of five categories from 0 to 100 are assigned as scores to
these categories. Scores are assigned in a similar manner if a
different number of categories is used. The general rule is

scorecategoryi5100~ i 21/2!/m,

where m is the number of categories andi 51,...,m is the
rank number of the category. For corrections because of ex-
pected effects of specific, unusual verbal category labels
used in some studies, see Miedema and Vos~1998!. The
same procedure is used to translate secondary variables into
scales from 0 to 100.

III. RESULTS

The above models are fitted for each secondary variable.
Table II gives the multiple correlation coefficients,r, for
model ~1!. For model ~2a! and ~2b!, the increase in the
square of this coefficient~5increase of proportion of ex-
plained variance!, Dr 2, relative to model 1 is given. For
model 3, the increases relative to model~2a! and ~2b! are
given. It is indicated whether an increase is significant at the
1% level.

Table II shows that noise annoyance is related to ‘‘noise
sensitivity’’ and especially to ‘‘fear associated with the
source.’’ Noise annoyance has no relation with sex, and a
significant but~very! weak relation with the other variables.
Of these other variables, ‘‘age’’ has the strongest relation
with noise annoyance.

Table III reproducesDr 2 @relative to model~1!# for
model ~2a! from Table II. Model ~2a! is a constant effect
model with only one secondary variable. In addition, a con-
stant effect model with a secondary variable combined with
age is investigated@model~2a! and age#, andDr 2 relative to
the constant effect model which only includes age@model~1!
and age# is reported in Table III. It is indicated whether an
increase is significant at the 1% level. Table III shows that

TABLE II. The multiple correlation coefficients,r, for model ~1!, and the increase in the square of this
coefficient,Dr 2, for model~2a!, ~2b!, and~3!. An asterisk~* ! indicates that an increase is significant at the 1%
level.

Model ~1!
r

Model ~2a!
Dr 2 re Model ~1!

Model ~2b!
Dr 2 re Model ~1!

Model ~3!

Dr 2 re
Model ~2a!

Dr 2 re
Model ~2b!

Sex 0.48 0.0000 0.0000 0.0000 0.0000
Age 0.48 0.0025* 0.0027* 0.0005* 0.0003
Education 0.47 0.0008* 0.0009* 0.0006* 0.0004*
Occupation 0.48 0.0004* 0.0005* 0.0003* 0.0003
Household size 0.50 0.0010* 0.0010* 0.0004* 0.0004*
Homeownership 0.46 0.0012* 0.0012* 0.0000 0.0001
Dependency 0.46 0.0012* 0.0014* 0.0006* 0.0004*
Use 0.47 0.0006* 0.0006* 0.0002 0.0002
Sensitivity 0.53 0.0405* 0.0437* 0.0071* 0.0039*
Fear 0.44 0.1148* 0.1135* 0.0000 0.0014*
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the relation of noise annoyance with all but one of the sec-
ondary variables becomes slightly weaker if the effect of age
is taken into account. The strongest reduction is found for
education. The relation with ‘‘use of the source’’ becomes
slightly stronger if the effect of age is taken into account.

The outcomes for the individual secondary variables are
discussed in more detail in separate sections. If the increase
in Dr 2 is significant for model~2a! ~all secondary variables
except sex!, then the estimates ofej are presented. Because
the increase inDr 2 for model ~3! is small compared to the
increase for model~2a! and~2b!, no estimates of the param-
eters in model~3! will be given. If it is not obvious how the
information about a secondary variable was obtained in the
surveys, then this is discussed.

A. Sex of respondent

Table II shows that men and women react in a similar
way to transportation noise. The overrepresentation of
women in the studies~57.5% is female! is probably related to
the fact that they were at home more. Consequently, the out-
come indicates indirectly that annoyance is not higher if
more time is spent at home.

B. Age

Table II shows that age has an effect on annoyance.
Model ~2b! has a slightly better fit than model~2a!, which
indicates that the effect of age depends on the noise level.
Table IV shows that relatively young and relatively old per-
sons are less annoyed. The contribution of age to the ex-
plained variance,Dr 2, would be greater if the proportion of
respondents in the extreme age classes, which have the larg-
est effect, were greater.

Fields ~1993! did not find clear evidence that noise an-
noyance is related to age. This can be explained at least

partly by the fact that many studies that were included in his
meta-analysis only investigated the existence of a linear re-
lationship between age and annoyance. Because, according
to our findings, relatively young as well as relatively old
persons report less annoyance, there is no linear relationship,
but a relationship that has a curvilinear shape.

C. Education level

Information about education level was translated into
categories based upon the International Standard Classifica-
tion of Education~ISCED!. The ISCED defines levels of
education uniformly across all countries participating in the
United Nations Educational, Scientific, and Cultural Organi-
zation ~UNESCO!. The original ISCED categories were
combined into four broader classes because often, available
information was not a sufficient basis for a finer distinction.
The definition of education levels in terms of the ISCED
categories~4 does not exist! is as follows:

1st 5ISCED 0, 1 5completed primary school;
2nd 5ISCED 2, 3 5completed secondary school,

high school;
High 5ISCED 5 5completed higher education

that does not lead to a first
university degree;

University 5ISCED 6, 7 5~polytechnics! university,
first degree and postgraduate
level.

In some studies it was not the education level, but the num-
ber of years of education that was determined, or the age
when education was finished. In the latter case, 6 years is
subtracted from this age to obtain an estimate of the length of
education, on the basis of the assumption that education
starts at the age of 6. If only~an estimate of! education
length was available, it was used to estimate the education
level. Based upon the joint distribution of education length

TABLE III. The increase in the square of the correlation coefficient,Dr 2,
for model~2a! and for model~2a! and age. AllDr 2 are significant at the 1%
level.

Model ~2a!
Dr 2 re Model ~1!

Model ~2a! and age
Dr 2 re Model ~1! and age

Education 0.0008 0.0005
Occupation 0.0004 0.0003
Household size 0.0010 0.0009
Homeownership 0.0012 0.0011
Dependency 0.0012 0.0012
Use 0.0006 0.0007
Sensitivity 0.0405 0.0387
Fear 0.1148 0.1139

TABLE IV. Extra noise annoyance~scale: 0–100! relative to the category
30–39, i.e., the estimates of parametersej in model~2a! and the distribution
of the variable ‘‘age of the respondent.’’

Age

N10–19 20–29 30–39 40–49 50–59 60–69 701

Effect (ej ) 25.6 21.5 0 0.4 20.7 22.1 24.2
Distribution 3% 18% 20% 19% 17% 15% 8% 42 496

TABLE V. Extra noise annoyance~scale: 0–100! relative to the category
‘‘2nd level,’’ i.e., the estimates of parametersej in model ~2a! and model
~2a! and age, and the distribution of the variable ‘‘education level of the
respondent.’’

Education level

N1st 2nd High University

Effect (ej ) 21.0 0 0.7 2.3
Effect (ej ) with age 20.8 0 0.6 1.9
Distribution 35% 45% 11% 9% 32 254

TABLE VI. Extra noise annoyance~scale: 0–100! relative to the category
‘‘medium,’’ i.e., the estimates of parametersej in model~2a! and model~2a!
and age, and the distribution of the variable ‘‘occupational status.’’

Occupational status

Low Medium High N

Effect (ej ) 20.9 0 0.7
Effect (ej ) with age 20.8 0 0.6
Distribution 24% 42% 34% 27 018
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and education level in the study NET-240, where both vari-
ables were available, 1–8 years of education was coded as
‘‘1st level,’’ 9–12 years as ‘‘2nd level,’’ 13–14 years as
‘‘high level,’’ and 15 and more years of education was coded
as ‘‘university level.’’

Table V shows that a little higher noise annoyance is
reported if the education is higher. If age is taken into ac-
count, then the effect of education on noise annoyance be-
comes slightly smaller.

D. Occupational status

The available information about occupation and occupa-
tional status is very diverse. Categories were combined and
sometimes ordered to create classes ordered according to oc-
cupational status. For example, in study NOR-311 there was
a classification of blue collar workers@~1! unskilled and~3!
skilled# and a classification of white collar workers@~2! gen-
eral office worker,~4! professional worker, and~5! man-
ager#. The numbers indicate the rank order used with this
information. Such a rank order is not self-evident and in-
volves a subjective judgment. If occupational status was de-
termined for more than one member of the household, then
the highest level was taken. Respondents without occupation
~student, homemaker, retired, etc.! were excluded from the
analysis, except when there was information about the occu-
pation of another member of the household~breadwinner!.
The number of categories was not equal for all studies. In
order to obtain a comparable indicator for occupational sta-
tus, the categories were translated into a 0–100 scale in the
same manner as described above for annoyance. In the
present analysis, this scale is divided into three levels: low
~0–32!, medium~33–66!, and high~67–100!.

The results in Tables II and VI indicate that the reaction
to transportation noise is not strongly related to occupational
status. Education and occupational status are two compo-
nents of socioeconomic status. In general, the classification
of the education will be more accurate and unambiguous

than the classification of occupation. This may partly explain
the smaller effect found for occupational status.

E. Number of persons in household

Noise annoyance has a weak relation with the size of the
household~Table II!. Single persons tend to be less annoyed
by noise, and persons in a household with two persons tend
to be more annoyed by noise, also if the effect of age is taken
into account~Table VII!.

F. Homeownership

Homeowners are expected to be more concerned about
environmental noise. This hypothesis is confirmed~Table II!.
Table VIII shows that the effect of the type of tenure is
small, and is not substantially affected by taking the age of
the respondent into account.

G. Dependency on the noise source

Respondents who depend economically on the activities
that cause the noise are expected to report less annoyance
than persons who have no economic relation with that activ-
ity. Many aircraft noise surveys and three railway noise sur-
veys included a question about this kind of dependency~see
Table I!. An example of a question about economic depen-
dency is ‘‘Are you or anyone else in the family employed at
this time by the airport or by an airline company?’’ with, for
example, the following response categories: ‘‘yes’’ and
‘‘no.’’ Table II shows that noise annoyance is related to eco-
nomic dependency, and Table IX gives estimates of the ef-
fect of dependency.

H. Use of the noise source

Respondents who frequently use the mode of transpor-
tation that causes the noise are expected to report less annoy-
ance than persons who do not use it much. An example of a

TABLE VII. Extra noise annoyance~scale: 0–100! relative to the category
‘‘2 person household,’’ i.e., the estimates of parametersej in model~2a! and
model ~2a! and age, and the distribution of the variable ‘‘size of house-
hold.’’

Size of household

N1 2 3 4 >5

Effect (ej ) 22.7 0 0.1 20.6 20.5
Effect (ej ) with age 22.6 0 20.3 21.3 21.3
Distribution 14% 30% 20% 19% 17% 27 241

TABLE VIII. Extra noise annoyance~scale: 0–100! relative to the category
‘‘renter,’’ i.e., the estimates of parameterej in model ~2a! and model~2a!
and age, and the distribution of the variable ‘‘homeownership.’’

Type of tenure

NRenter Owner

Effect (ej ) 0 2.3
Effect (ej ) with age 0 2.2
Distribution 44% 56% 33 343

TABLE IX. Extra noise annoyance~scale: 0–100! relative to the category
30–39, i.e., the estimates of parametersej in model~2a! and model~2a! and
age, and the percentage of respondents per category of the variable ‘‘depen-
dency of the respondent on the noise maker.’’

Dependency

Depend not Depend N

Effect (ej ) 0 23.6
Effect (ej ) with age 0 23.7
Distribution 91% 9% 21 516

TABLE X. Extra noise annoyance~scale: 0–100! relative to the category
‘‘no user,’’ i.e., the estimates of parametersej in model~2a! and model~2a!
and age, and the distribution of the variable ‘‘use of the transportation con-
cerned.’’

User

NNot Low Use High

Effect (ej ) 0 20.9 21.3 22.2
Effect (ej ) with age 0 21.0 21.4 22.4
Distribution 40% 13% 29% 18% 16 800
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question about the use of transportation is ‘‘Looking back at
the last 12 months, how many times have you flown?’’ with,
for example, the following response categories: ‘‘10 or
more,’’ ‘‘4–9,’’ ‘‘more seldom,’’ ‘‘never.’’ The responses
are translated into a 0–100 scale, which is divided in the
present analysis into four categories: not~0–24!, low ~25–
49!, use ~50–74!, and high~75–100!. Table II shows that
noise annoyance is related to use of source, and Table X
gives estimates of the effect of this variable.

I. Noise sensitivity

Respondents who report to be sensitive to noise are ex-
pected to be more annoyed at the same exposure level. In
various studies, a question such as ‘‘Are you sensitive to
noise?’’ is included with, for example, the following re-
sponse categories: ‘‘more than average,’’ ‘‘about average,’’
and ‘‘less than average.’’ In order to obtain a comparable
indicator for noise sensitivity, the categories were translated
to a 0–100 scale in the same manner as described above for

annoyance. In the present analysis, this scale is divided into
three levels: low~0–32!, medium ~33–66!, and high~67–
100!. The results in Tables II and XI show that noise sensi-
tivity has the expected effect. Respondents who report to be
not sensitive to noise report less annoyance than highly sen-
sitive respondents.

J. Fear

Repondents who express fear associated with the activ-
ity that causes the noise are expected to be more annoyed at
the same exposure level. Fear with respect to the source is
determined with a question such as ‘‘When you see or hear
planes overhead, how often do you feel there is some danger
that they might crash nearby?’’ with, for example, the fol-
lowing response categories: ‘‘never,’’ ‘‘sometimes,’’ ‘‘of-
ten,’’ and ‘‘very often.’’ In order to obtain a comparable
indicator, again the categories were translated into a 0–100
scale in the same manner as described above for annoyance.
In the present analysis, this scale is divided into three levels:
low ~0–32!, medium~33–66!, and high~67–100!.

TABLE XI. Extra noise annoyance~scale: 0–100! relative to the category
‘‘low sensitivity,’’ i.e., the estimates of parametersej in model ~2a! and
model ~2a! and age, and the percentage of respondents per category of the
variable ‘‘noise sensitivity reported by the respondent.’’

Noise sensitivity

NLow Medium High

Effect (ej ) 0 6.8 16.0
Effect (ej ) with age 0 6.5 15.7
Distribution 46% 32% 22% 15 171

TABLE XII. Extra noise annoyance~scale: 0–100! relative to the category
‘‘low fear,’’ i.e., the estimates of parametersej in model ~2a! and model
~2a! and age, and the distribution of the variable ‘‘fear.’’

Fear

NLow Medium High

Effect (ej ) 0 16.1a 27.4a

Effect (ej ) with age 0 16.1a 27.3a

Distribution 62% 21% 17% 17 494

aUpper boundaries: see the text.

TABLE XIII. Questions on ‘‘fear’’ in the studies from which the data are included in the analyses here.

Study Question N

AUL-210 Have you ever thought that there is a danger that a plane might crash in this neighborhood?~yes! ~no! 2345
Using the opinion thermometer, would you please estimate how much you feel afraid or worried about a
possible plane crash in this neighborhood.
Note: persons who never thought of a crash skipped the latter question. We assigned them to the lowest level
on the opinion thermometer.

CAN-120 How concerned are you that a traffic accident will occur near your home?~not at all!...~very much! 1112
FRA-239 see UKD-238 564
NOR-311 Do you ever consider that a plane crash may occur near the place where you live?~no! ~yes! if so, do you think

about it?~often! ~now and then! ~seldom! ~never! ~don’t know!
1389

UKD-024 When you hear the aircraft fly overhead, do you ever feel there is a danger they might crash nearby?~yes!~no!
~don’t know! ~inap! Would you say you feel this~very often! ~fairly often! ~only occasionally! ~don’t know!?

3829

Note: persons who did not hear aircraft skipped the latter question; we assumed that their answer to the first
question would have been~no!.

UKD-072 Apart from the danger of crossing roads, do you ever feel in danger from traffic when you are walking on the
pavements~or along beside the road! in this area?~yes! ~no! ~don’t know/inap!

896

UKD-116 When you hear trains go by, do you ever feel there is any danger they might crash nearby?~no! ~very often!
~fairly often! ~only occasionally! ~don’t know! ~inap!

1113

UKD-238 When watching an aircraft fly over, have you ever been afraid that it would crash?~yes! ~no! Has this
happened to you:~several times! ~a few times! ~once or twice! ~don’t know!?

600

USA-022 When you see or hear planes overhead, how often do you feel there is some danger that they might crash
nearby?~never!...~very often!.

2201

Note: persons who never noticed aircraft skipped the question. We assigned them to the category ‘‘never’’
of the fear question.

USA-032 see USA-022 1474
USA-044 see USA-022 1601
USA-082 see USA-022 370
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Tables II and XII show that fear is related to noise an-
noyance in the expected way. At the same exposure level,
persons with fear concerning the transportation that causes
the noise are more annoyed than persons without such feel-
ings. Because ‘‘fear’’ is found to be such an important de-
terminant of annoyance and it is not obvious how questions
about fear were formulated, the~translated! original ques-
tions are given in Table XIII.

The effect of fear on annoyance is probably overesti-
mated because of the routing in the questionnaires used in
the aircraft studies AUL-210, UKD-024, USA-022, USA-
032, USA-044, and USA-082. Persons who did not notice
the aircraft skipped the fear question and were assumed to
experience no fear of the aircraft. This appears to be a rea-
sonable assumption. Nonetheless, it will not always hold,
and therefore it induces some correlation between fear and
noise annoyance scores. Estimates of the effect of fear on
annoyance based on studies with the described routing can
be conceived as upper boundaries.

The nature of the thread is not the same for different
modes of transportation. This may interact with the effect of
fear on noise annoyance. Therefore, this effect was deter-
mined for the three modes of transportation separately by
creating indicator variables for the modes of transportation,
and extending model~2a! with the products of these indica-
tor variables and the indicator variables for the fear catego-
ries. The increase in the square of the multiple correlation
coefficient resulting from the addition of these terms to the
model is equal to 0.0054, which is significant at the 1%

TABLE XIV. Extra noise annoyance~scale: 0–100! relative to the category
‘‘low fear for the three modes of transportation.’’

Fear

NLow Medium High

Aircraft 0 16.8a 30.2a

~63%! ~21%! ~16%! 14 373
Road traffic 0 5.7 13.5

~43%! ~19%! ~38%! 2008
Railway 0 14.4 43.1? 1113

~86%! ~13%! ~1%!

aUpper boundaries: see the text.

TABLE XV. Extra noise annoyance~DNL equivalent!, the lower and upper bound of the 95%-confidence
interval of the estimated extra annoyance, and the range of the estimates for different categories of the same
variable.

Categories

Estimated
extra annoyance

~DNL equivalent!
Lower bound
95% interval

Upper bound
95% interval

Range of
Estimates

Sex ¯ ¯ ¯ 0
Age 10–20 24.0 25.2 22.9

20–30 21.1 21.6 20.5
30–40 0 0 0
40–50 0.3 20.3 .9 5
50–60 20.5 21.1 20.1
60–70 21.5 22.1 20.9
701 23.0 23.7 23

Education 1st 20.5 21.1 20.0
2nd 0 0 0 2
High 0.4 0.3 1.1
University 1.4 0.6 2.2

Occupation Low 20.6 21.1 20.0
Medium 0 0 0 1
High 0.4 20.1 1.0

Household 1 21.9 22.6 21.1
size 2 0 0 0

3 20.2 20.9 0.4 2
4 20.9 21.6 20.2
>5 21.0 21.7 20.2

Homeownership Renter 0 0 0 2
Owner 1.6 1.1 2.1

Dependency Depend 0 0 0 3
Not depend 22.6 23.5 21.7

Use Not 0 0 0
Low 20.7 21.7 0.2 2
Use 21.0 21.7 20.3
High 21.7 22.7 20.7

Sensitivity Low 0 0 0
Medium 4.6 4.0 5.3 11
High 11.2 10.5 12.0

Fear Low 0 0 0
Medium 11.4* 11.1 11.8 19*
High 19.5* 19.1 19.9

*Upper boundaries: see text.
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level. The effects for fear estimated in this way per mode of
transportation are given in Table XIV.

The results for road traffic and railway noise need to be
interpreted with caution because they are based on only three
studies~two on road traffic, one on railway noise!, and the
number of cases is limited. The results indicate that few per-
sons experience fear due to railway transportation. The esti-
mate of the extra annoyance associated with high fear due to
trains is unreliable because it is based on very few respon-
dents. The overall conclusion on the basis of Table XIV is
that fear is an important determinant of noise annoyance for
all modes of transportation.

Table XV gives an overview of the results. The rule
used to translate an estimate of extra annoyance~scale
0–100! into the equivalent change in DNL~1.4 annoyance
points;1 dB! is based on a linear regression analysis from
the annoyance score~scale 1–100! to DNL. This gave a
slope for DNL of 1.44 if no distinction was made between
the modes of transportation.

IV. CONCLUSION AND DISCUSSION

Fear has a very large impact on annoyance. Persons who
experience fear related to the transportation that causes the
noise report higher annoyance compared to persons who do
not experience such fear. With three categories, the differ-
ence between the lowest and the highest fear level is equiva-
lent to a DNL difference of~at most! 19 dB. The effect of
fear is found for all three modes of transportation, but it
appears that only few persons associate high fear with rail-
way traffic. It is not clear whether the relation of annoyance
with fear depends on the actual experience of fear, or is due
to a common predisposition to noise annoyance and fear.
This point is of practical interest. If actual fear is a condition
for the increase in annoyance, then communication that re-
duces the feelings of danger may also reduce noise annoy-
ance. However, there will be no effect of a reduction in the
actual fear if a predisposition to experiencing fear is the
cause of higher noise annoyance.

Another important factor is noise sensitivity. With three
categories, the difference in annoyance between the nonsen-
sitive and highly sensitive persons is equivalent to a DNL
difference of circa 11 dB. The effect of noise sensitivity on
annoyance is reduced very little if age is also taken into
account.

Since fear and sensitivity appear to be such important
factors, further attention to the measurement of these factors
is worthwhile. The independence of the measurement of, on
the other hand, fear and sensitivity, and, on the other hand,
noise annoyance is a point of particular interest. Complica-
tions arise because these variables are rated by the same
person at the same moment. Having rated fear and sensitivity
may affect the rating of noise annoyance, or vice versa.
Moreover, the rating of all these variables may be affected
by a response tendency, e.g., the tendency to use a certain
part of rating scales. These phenomena will introduce some
correlation between the variables, and may account for a part
of the effect of fear and sensitivity on noise annoyance that
has been found. Even though it is expected that the effect of

these phenomena is limited, quantitative information on the
strength of these effects would be valuable. In addition, it
may be possible to find physiological correlates of noise sen-
sitivity and a predisposition to fear, and to study the relation
of these correlates with noise annoyance.

Demographic factors are much less important than fear
and noise sensitivity. Noise annoyance is not related to gen-
der, but age has an effect. The largest difference in annoy-
ance between~seven! age classes is equivalent to a DNL
difference of circa 5 dB. At the same noise-exposure level,
relatively young and relatively old persons are less annoyed
than the ages in between. The same general age-related pat-
tern has been also found for annoyance caused by environ-
mental odor from factories and agricultural activities
~Miedema, 1992!. This indicates that the pattern is not spe-
cific for environmental noise. There may be a general rela-
tionship between the importance of the environmental qual-
ity in the neighborhood and the phase in life. The lower
annoyance found for older persons may also be caused by
deterioration of the senses.

The findings are consistent with the hypotheses that
higher annoyance is reported if the education is higher, the
occupational status is higher, the dwelling is owned instead
of rented, if a person does not depend on the noise source,
and if the use of the transportation that causes the noise is
low. In addition, a person in a household consisting of two
persons reports more annoyance than a person in a household
of another size, also if the age of the person is taken into
account. However, the effects of these factors on noise an-
noyance are small, i.e., the equivalent DNL difference is
equal to 1–2 dB, and, in the case of dependency, 3 dB.
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response are modified. An experiment shows the accuracy of the predicted scores. Limitations of the
model are discussed and future research perspectives are presented. ©1999 Acoustical Society of
America.@S0001-4966~99!03405-0#

PACS numbers: 43.55.Hy, 43.71.Gv@JDQ#

INTRODUCTION

The three main predictors of speech intelligibility in a
room are the energy ratios related measures,1,2 the Speech
Transmission Index~S.T.I.!,3 and the Articulation loss of
consonants~Alcons!.4 They can be directly computed from
the impulse response of the loudspeaker-room-microphone
system. With the two first predictors, intelligibility score pre-
diction is very satisfactory. Correlation coefficients between
predicted and measured scores are greater than 0.9 with
small standard deviations.

Articulation loss of consonants depends on the distance,
the volume of the room, and the reverberation time. A modi-
fied formulation introduces the directivity factorQ of the
source.5 Measured scores in different rooms with loudspeak-
ers of high, medium, and lowQ have been used to show an
inaccurate prediction of Alcons method and better results for
the other techniques.6,7

Alcons predictor seems to be the least accurate probably
because the loudspeaker influence is limited to its directivity
factor Q. The other techniques includein situ radiation and
frequency response effects in the measured impulse re-
sponse.

The object of this paper is to introduce loudspeaker con-
tribution to intelligibility in a model based on an impulse
response estimation.8 Energy ratio based predictors are cho-
sen to separate room and loudspeaker influences on intelligi-
bility scores.

The basis of the work is a model derived from the Loch-
ner and Burger signal-to-noise ratio2 and from the useful-to-
detrimental energy ratio of Bradley.1 It is modified in order
to introduce the loudspeaker directivity and frequency re-
sponse related parameters namedRdir andRrf . It is tested in
highly reverberant conditions. Results of the prediction give
a correlation coefficient of 0.96 with a standard deviation of

6%. Simulation ofRdir andRrf variations leads to modifica-
tions of the predicted scores in good agreement with the
current knowledge of the influence of directivity and fre-
quency response on speech intelligibility.

I. INITIAL MODEL

A. Initial predictor

The concept of useful and detrimental sound energy re-
lated to speech intelligibility has been introduced by Lochner
and Burger2 and developed by Bradley.1 The ratio Ut of
useful-to-detrimental energies can be expressed as follows:

Ut510 logF Rt

~12Rt!110~2S/N!/10G . ~1!

t is the time limit between earlyEe and lateEl energy; S/N
is the signal-to-noise ratio in dB~A! ~i.e., the difference be-
tween speech and noise sound levels!; Rt is the ratio be-
tween early and total energy:Rt5Ee /(Ee1El).

In Eq. ~1! the numerator is the useful energy and the
denominator the detrimental energy. The predictorUt leads
to the following third order polynomial equation between
speech intelligibility scores SI~%! ~using a Fairbanks rhyme
test! andU80 in the 1-kHz octave band~Fig. 1!:1

SI~%!51.219.U8020.02466U80
2 10,00295U80

3 195.65. ~2!

Intelligibility scores have been measured in rooms
where reverberation time values vary from 0.8 to 3.8 s.1

B. Modified predictor

A third order polynomial equation is chosen to simply
represent the nonlinear variation of speech intelligibility
scores as a function of S.T.I.3 or U80 @Eq. ~2!#. But Fletcher
for the Articulation Index9 and later Lochner and Burger2

have shown that intelligibility variations are described by a
‘‘S’’ form ~Fig. 2! adequate with the lowest scores.

In order to follow this ‘‘S’’ curve, predicted scoresÎ (%)
are computed by Eq.~3! based on Fletcher and Galt10 and
Dirks et al.11 formulations:

a!Present address: Laboratoire d’Acoustique Applique´e, 5 rue Mchal. Joffre,
06400 Cannes; Electronic mail: Laurent.Faiget@wanadoo.fr

b!Author to whom correspondence should be addressed; Electronic mail:
rruiz@univ-tlse2.fr
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Î ~%!5100~12102@~S/N!eq140#/60q!n. ~3!

~S/N!eq is called the equivalent signal-to-noise ratio and is
expressed as follows:

~S/N!eq510 logS Rt
a

~12Rt
a!110~2S/N!/10D

with Rt
a5

*0
ta~ t !h2~ t !dt

*0
Th2~ t !dt

. ~4!

S/N is the signal-to-noise ratio in dB~A!; a is the frac-
tion of the energy of an individual reflection integrated in the
useful energy sum~cf. Sec. I C 1!,2,1 Rt

a is the early-to-total
energy ratio;n andq are the two regression coefficients~in-
stead of four normally used in a third order polynomial re-
gression!. h(t) is the impulse response.

C. Results

1. Rooms and acoustic measurements

Measurements and speech tests have been performed in
a reverberant room of 1100 m3 and in a church of 40 000 m3

~church A!. Reverberation times are reported in Table I.
They were measured from the smooth decay curve of the
Schroëder integrated impulse response.12

Two different loudspeakers have been tested: RB33 and
RB90. Their octave band directivity factorsQ are in the Ap-
pendix.

Twelve on-axis source–receiver combinations are stud-
ied, six in each room. All acoustic measurements are ob-
tained from a Maximum Length Sequence method~M.L.S.!
for estimating the Impulse Response~IR!. A procedure to
determine the real duration of the impulse responseh(t) is
applied.8,13 Indeed, it has been shown that significant errors
on energy ratios are obtained if the total time of acquisition
is greater than the real durationT of the impulse response of
the system when the measurement is corrupted by extraneous
noise. The ratioRt

a is computed on echogramh2(t) where
high sound level individual reflections are identified to apply
the a weighting @Eq. ~4!#. Lochner and Burger curves~Fig.
10 in Ref. 2! are approximated by the following rule: when
the sound level difference between direct sound and indi-
vidual reflections is greater than 2.5 dB, the 5-dB curve is
applied; when the difference is between22.5 dB and12.5
dB, the 0-dB curve is used and when the difference is less
than22.5 dB, the25-dB curve is applied. This weighting is
done for all the samples of the echogram between 0 and 50
ms.

Various sound levels of white noise are emitted by an-
other loudspeaker in order to create signal-to-noise ratios
S/N varying from 210 dB~A! to 110 dB~A! in 5-dB~A!
steps at the listeners’ positions in the room. These positions
are also those of the corresponding impulse response mea-
surements. The experiment leads to 61 acoustical combina-
tions of distances and signal-to-noise ratios.

The choice of the time limitt is based on another set of
tests in other large reverberant rooms where 99 different con-
ditions of reverberation, noise, and loudspeakers have been
considered.8 The best correlation coefficientr 50.99 be-
tween measured and predicted@Eq. ~3!# intelligibility scores
and the smallest standard deviations59.3% are obtained for
t550 ms. The variation oft has been sequenced from 10 to
100 ms by steps of 5 ms. As the purpose of this study is also
to predict scores in highly reverberant halls, the value of 50
ms has been selected both as time limit of thea weighting
and of the useful energy.R50 becomes theD50 of Thiele;14

corrections derived from Lochner and Burger curves are ap-
plied to individual reflections between 0 and 50 ms accord-
ing to the preceding rule. Predictor~S/N!eq is obtained by Eq.
~5!:

FIG. 1. Measured speech intelligibility scores versus 1-kHzU80 values and
best-fit third order polynomial~from Ref. 1!.

FIG. 2. ‘‘S’’ curves between intelligibility scores and Articulation Index
~from Ref. 9!.

TABLE I. Mean reverberation time (RT60) of the reverberant room and the
church A.

f ~Hz! 125 250 500 1000 2000 4000 8000

RT60 room ~s! 10,0 8,8 8,8 8,1 6,9 3,6 1,4
RT60 church~s! 14,5 13,4 12,0 10,0 7,3 4,3 1,8
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~S/N!eq510 logS D50
a

~12D50
a !1102~S/N!/10D

with D50
a 5

*0
50a~ t !h2~ t !dt

*0
Th2~ t !dt

. ~5!

2. Intelligibility test

The intelligibility test uses 10 phonetically balanced lists
of 34 triphonemic French words~mono or dissyllabics!. The
speaking rate is about nine phonemes per second. Every
word is preceded by a sentence without any semantic relation
with the word to be recognized. A trial list is proposed. The
subjects have to complete a form indicating the vowel~s!,
consonant~s!, syllable~s!, or word heard at the end of the
sentence. They were approximately 25-year-old students
without any auditory problem. The obtained score is the per-
centage of correctly recognized phonemes.

3. Accuracy of the model

Figure 3 plots the results of the 61 speech intelligibility
scores versus~S/N!eq corresponding values. The curve is a
regression of the form of Eq.~3!. The least-squares fit is
obtained forn5171 andq50.20. The correlation coefficient
r is then equal to 0.94 and the standard deviation is 8.0%.
Other forms of regressions have been tested such as sigmoı¨-
dal functions. The accuracy of this model has not been im-
proved in terms of correlation coefficient and standard devia-
tion.

II. LIMITS OF THE MODEL

The aim of this paper is to identify and quantify sepa-
rately the room and loudspeaker influence on intelligibility
scores. In order to prove the necessity of a predictor depend-
ing on loudspeaker features and to evaluate the limits of the
preceding global model of intelligibility, some experimental
results have to be considered~Tables II and III!.

First, Table II shows that measured scoresI% are better
predicted from the model for impulse responses obtained
with the RB33 source. The higher the ratioD50

a is, the more
directive the source will be. In very noisy conditions, the

RB90 leads to real scores greater than those obtained with
the RB33 in the same source–receiver position. The same is
true for predicted scores but with less accuracy. The increase
of definition D50

a improves both measured and estimated
scores but in a different way. Therefore, directivity influence
must be better accounted for by the model.

Second, measured scores differ in two source–receiver
positions where loudspeaker, signal-to-noise ratio, and defi-
nition D50

a remain the same~Table III!. The difference is
greater for low S/N ratios. But the predicted corresponding
scores will be the same in the two rooms for the same S/N
ratio. Indeed, the~S/N!eq predictor only depends on these
parameters@Eq. ~5!#. This result implies that bothD50

a and
S/N ratios are not sufficient to predict intelligibility scores.
Source–receiver position in the hall has an effect on mea-
sured scores, whereas parameters of the model do not act in
the same way.

Finally, room and loudspeaker influence should be con-
sidered separately. A loudspeaker parameter related to its
radiation in the room should be introduced to improve pre-
diction particularly for high reverberation time values and
low signal-to-noise ratios.

III. ROOM AND LOUDSPEAKER INFLUENCES

The general form of regression is the same as in Eq.~3!.
The objective is to introduce room and loudspeaker influence
in the ~S/N!eq predictor of Eq.~5!. It is necessary to identify
and separate their respective contribution in the echogram.

The prediction is based on a measurement of the impulse
response by an M.L.S. technique in a given source-
microphone position in the room. This impulse responseh(t)
is defined by the following convolution equation:

FIG. 3. Measured speech intelligibility scores versus~S/N!eq corresponding
values@Eq. ~5!# and best least-squares fit based on the model of Eq.~3!.

TABLE II. Comparison between measuredI~%! and predictedÎ (%) scores
for the RB33 and the RB90 loudspeakers in the reverberant room at the
distance 4 m for three signal-to-noise ratios in dB~A! ~values in brackets are
associated standard deviations!.

Reverberant
room ~S/N!dB~A! ~S/N!eq I~%! Î (%)

210 216 16,2 ~11,6! 17,9
RB33

25 211,6 48 ~4,8! 47,9
(a.D50522,7%)

0 28,1 63,7 ~11,7! 69,7
210 213,9 61,0 ~2,7! 31,8

RB90
25 29,4 81,6 ~4,8! 61,7

(a.D50543,1%)
0 25,6 90,7 ~2,6! 79,2

TABLE III. Comparison between measured intelligibility scoresI~%! for
various signal-to-noise ratios but for the same value of DefinitionD50

a ~val-
ues into brackets are associated standard deviations!.

~S/N!dB~A! I~%! Reverberant room 4 m I~%! Church A 16 m

25 81,6~4,8! 62,0 ~4,0!
0 90,7~2,6! 78,2 ~3,3!
5 91,4~2,2! 86,8 ~5,9!

10 96,1~2,1! 91,7 ~1,3!
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h~ t !5hhp~ t !* hs~ t !1n~ t !. ~6!

hhp(t) is the impulse response of the loudspeaker;hs(t) is
the impulse response of the room;n(t) is the sum of the
acoustic and electrical~or computation! noises.

A procedure of deconvolution is applied to obtainhs(t).
It consists in finding the inverse filterf (t) which verifies
f (t)* h(t)5hs(t) by inverting the module and taking the op-
posite of the phase ofHhp( f ), Fourier transform ofhhp(t).

15

The deconvolution procedure uses the axial impulse response
of the loudspeaker. It is measured beforehand in an anechoı¨c
chamber or by the near-field/far-field technique.16 The com-
plex multiplication F( f ).H( f ) is equal toHs( f ) and an
inverse Fourier transform leads tohs(t).

But the main assumption of the method is the absence of
noise. It must be removed before deconvolution by averaging
impulse responses after each Maximum Length Sequence
emission.

When this deconvolution procedure is achieved, the
room and loudspeaker influence on the speech intelligibility
predictor can be studied fromhs(t), h(t), andhhp(t).

A. Room influence: D50
s

The concept of useful and detrimental energies is ap-
plied to hs(t) to define room influence. The proposed ratio
D50

s is the same as definitionD50 but is computed on the
deconvolved impulse responsehs(t) and not on the global
oneh(t):

D50
s 5

*0
50hs

2~ t !dt

*0
Ths

2~ t !dt
. ~7!

T is the total time of acquisition and 0 is the time of direct
sound arrival measured onh(t). Integration onto the total
time T does not introduce errors because impulse response is
noiseless.13 It has been demonstrated that, without noise, the
values of the energy ratios are close to equal even if the total
duration of acquisition changes.8

If Es is the energy of speech, usefulEu and detrimental
Ed ones are, respectively:

Eu5D50
s Es , ~8!

Ed5~12D50
s !Es . ~9!

The ratio D50
s represents the energetic contribution of

reflections in the first 50 ms after direct sound arrival to the
entire energy of reflections in the room. The concept is the
same as Bradley but applied to the deconvolved impulse re-
sponse.

B. Loudspeaker influence

Loudspeaker influence on speech intelligibility is stud-
ied from its on-axis impulse response measurement. The as-
sumption is that all speech energy emitted by the loud-
speaker is useful to intelligibility contrary to the room
influence in which reverberant energy can act as a noise to
degrade speech perception. Therefore, the corresponding fea-
tures will be in the numerator of the~S/N!eq predictor.

1. Rdir factor

The Rdir factor is defined by the following ratio.

Rdir5
D50

D50
s 5

*0
50h2~ t !dt/*0

Th2~ t !dt

*0
50hs

2~ t !dt/*0
Ths

2~ t !dt
. ~10!

Rdir is linked to the loudspeaker radiation in the room. In an
ideal reflecting room with an ideal omnidirectional source,
the amplitude of the first reflections is nearly the same as that
of the direct signal andRdir reaches 1. If a very directive
source is used whose the main axis of radiation is in the
direction of the microphone,D50

s becomes lower thanD50

which tends to one, andRdir is greater. In an ideal anechoı¨c
room,D50 is equal to one because the duration ofh(t) is less
than 50 ms@h(t)5hhp(t)#. D50

s is also equal to 1 because
hs(t) is equivalent to a Dirac impulsion; thereforeRdir51.

The higher the directivity of a loudspeaker, the higher
Rdir for a measurement of an impulse response at the same
source–receiver location in the same room but for different
loudspeakers.

By examining the results of Table IV, for the same loud-
speaker but for the two halls, it can be noted thatRdir de-
creases when the source–receiver distance increases except
for the reverberant room with the RB90 loudspeaker. This
remark shows thatRdir is not a characteristic specific to the
loudspeaker directivity: it is related to its radiation in the
room. Both in the two halls, the values ofD50 decrease with
distance, thus indicating a higher energy in the latter part of
the impulse response and/or a lower one in the earlier part.

The reverberant sound field becomes more important
and the direct sound level diminishes. ForD50

s the variation

FIG. 4. Simulation of a loudspeaker frequency response with up and down
limits for the computation ofRrf ~61,5 dB from mean sound levelLmean!.

TABLE IV. Values ofD50 , D50
s , andRdir for RB33 and RB90 loudspeakers

at the same positions in the two halls.

Distance~m! D50 ~%! D50
s ~%! Rdir

2 51 29 1,8
RB33 4 27 19 1,4

Reverberant 6 23 18 1,3
room 2 59 9 6,6

RB90 4 43 6 7,2
6 38 5 7,6
2 79 8 9,9

RB33 8 41 14 2,9
Church A 16 21 17 1,2

2 80 7 11,4
RB90 8 64 8 8,0

16 44 9 4,9
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is different in the two rooms. The deconvolution of loud-
speaker impulse response shows thatD50

s increases with dis-
tance in the church for the two sources tested. This is ex-
plained by the number of reflections in the first 50 ms which
grows with distance in such a long room. The result is not
observed in the reverberant room because its volume is
smaller. The sense of variation ofD50 andD50

s with distance
can be different which leads also to a variable one forRdir .

2. Rrf factor

The influence of bandwith on intelligibility has been
studied in telephony applications. Experiments with high-
and low-pass filtered speech and masking white noise have
shown that the band 300–4000 Hz is sufficient to ensure
intelligibility syllabe scores greater than 90%.17 In other
similar experiments with nonsense CVC word lists, the score
was greater than 97% for the band 100–4000 Hz.10 Consid-
ering that this band is sufficient for a good intelligibility, it is
necessary to ensure a flat frequency response of the system in
order to reproduce speech without any alteration. Bucklein
has measured resonance and antiresonance influence on in-
telligibility scores.18 The influence exists, for example, a
25-dB amplitude resonance in the band 1000–2000 Hz leads

to a 4% decrease of the score. An equivalent antiresonance
only leads to a 1% decrease. He concludes that resonances
have a greater detrimental influence than antiresonances and
that the frequency response of a system can accept irregu-
larities but with as few wide bandwith resonances of high
level as possible.

Here the purpose is to choose an amplitude tolerance in
the band 100–4000 Hz and to define a feature to quantify the
frequency response shape on intelligibility scores. The toler-
ance is fixed at61.5 dB in order to be more restrictive than
the usual63-dB audio tolerance~but on a larger bandwith!,
and than the imperceptible 2-dB resonances on frequency
response.19

The criteriaRrf which takes into account frequency re-
sponse fluctuations in the 100–4000 Hz band is defined by
the following relation:

Rrf5
Ehp2En,hp

Ehp
512

En,hp

Ehp
. ~11!

QuantitiesEhp , En,hp are obtained when the tolerance61,5
dB is applied on the loudspeaker frequency response~Fig. 4!.
Ehp is the energy of the frequency response in the band

FIG. 5. Frequency responses of the two loudspeakers used in the experi-
ments with up and down limits for the computation ofRrf ~61,5 dB from
mean sound level!. FIG. 6. Measured speech intelligibility scores versus~S/N!eq predictor cor-

responding values@Eq. ~3!# and best least-squares fit based on the model of
Eq. ~3!.

FIG. 7. Method of~S/N!eq computa-
tion.
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100–4000 Hz. All of the energy above and under limits of
the tolerance are summed up to giveEn,hp . In the case of
antiresonances, even if energy is not present under the lower
limit, this missing quantity is added toEn,hp like energy of
the resonances above the upper limit. Therefore, ifEp is the
speech energy, the useful energy transmitted by the loud-
speaker is the productRrfEp . When the frequency response
is within the tolerance,En,hp is null and 100% of the energy
is useful. Figure 5 shows two loudspeaker frequency re-
sponses with their respectiveRrf values.

IV. MODEL INCLUDING SEPARATED INFLUENCE OF
LOUDSPEAKER AND ROOM

The new model equation is given by Eq.~3!. The
equivalent signal-to-noise ratio~S/N!eq is:

~S/N!eq510 logS D50
s Es1RrfEs1RdirEs

~12D50
s !Es1En

D . ~12!

The numerator sums the useful parts of speech energyEs and
the denominator the detrimental ones~En is the noise en-
ergy!. After simplification, Eq.~12! becomes:

~S/N!eq510 logS D50
s 1Rrf1Rdir

~12D50
s !1102~S/N!/10D . ~13!

S/N is the signal-to-noise ratio in dB~A!.
Figure 6 plots the least-squares regression line between

the 61 measured scores~cf. Sec. I C 1! and the predicted ones
by the form of Eq.~3! with ~S/N!eq given by Eq.~13!. Pa-
rametersn andq are, respectively, equal to 2203 and 0.18.

The equation of the model is the following:

I ~%!5100~12102@~S/N!eq140#/~6030.18!!2203. ~14!

The coefficient of determinationr 2 is equal to 0.92, which
means that 92% of the total variance is explained by the
regression giving a correlation coefficientr of 0.96.20 Stan-
dard deviation is equal to 6.2%.

FIG. 8. Predicted intelligibility score versusRrf for dif-
ferent signal-to-noise ratios~S/N!. Values are computed
from the model@Eqs.~13! and~14!# with Rdir51,4 and
D50

s 520%.

FIG. 9. Predicted intelligibility score versusRdir for
different signal-to-noise ratios~S/N!. Values are com-
puted from the model@Eqs. ~13! and ~14!# with Rrf

530% andD50
s 520%.
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It appears that the separation of room and loudspeaker
influence on intelligibility scores estimation is obtained with-
out a decrease of the quality of the estimation. The accuracy
of the model is slightly better comparing with the results of
the first predictor~Fig. 3!.

A. Computation of the equivalent signal-to-noise ratio
„S/N…eq

Figure 7 illustrates the procedure of~S/N!eq computa-
tion. Three measurements are necessary. The first one is the
estimation of loudspeaker impulse response on its main axis
of radiation in an anechoı¨c room or by a near-field/far-field
technique. The room-loudspeaker impulse responseh(t) and
the signal-to-noise ratio depend on the room tested.

B. Properties of the model

Properties of the model are obtained from Eq.~14! with
~S/N!eq given by Eq.~13!. To show the respective influence
of Rrf and Rdir , the variations of predicted intelligibility
scores are plotted for constant values of the other parameters
~D50

s , S/N, and, respectively,Rdir and Rrf!. Charts of Figs.
8–11 are then obtained. Values of S/N vary from a noisy
situation@220 dB~A!# to a comfortable one@110 dB~A!# by
steps of 5 dB~A!. Rrf goes from 10% to 100%, i.e., from a
very irregular loudspeaker frequency response to a perfectly
flat one. Variations ofRdir are chosen from 1 to 10. One is
representative of an omnidirectional sound source in a rever-
berant room and ten is representative of a more directive one
in a more absorbing enclosure. Figures 8 and 9 show that the
improvement of scores does not vary linearly versus S/N.
For a given value ofRrf or Rdir , a S/N variation of 5 dB~A!

FIG. 10. Predicted intelligibility score versusRrf for
different Rdir . Values are computed from the model
@Eqs. ~13! and ~14!# with (S/N)5210 dB~A! and D50

s

520%.

FIG. 11. Predicted intelligibility score versusRdir for
different Rrf . Values are computed from the model
@Eqs. ~13! and ~14!# with (S/N)5210 dB~A! and D50

s

520%.
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between two negative values has a greater influence than
between two positive ones. For example, if S/N is modified
from 210 dB~A! to 25 dB~A!, the gain is about 30%~Fig.
8!, but if this modification occurs from 5 to 10 dB~A! the
gain is less than 5%. Examination of Fig. 8 reveals that the
greater improvement of score is approximatively 10% for
S/N5210 dB~A! when Rrf varies from 10% to 100%. The
effect of a regular frequency response is important when S/N
is low.

For S/N5110 dB~A! improvement is about 6% between
Rrf510% and 100%. Such a result is identical to Bucklein
one. He has shown that a great degradation of frequency
response can induce a 4% decrease of scores~with phoneme
lists! in situations where masking noise has no influence.20

Influence ofRdir is shown in Fig. 9. The effect of vary-
ing Rdir is more important than theRrf one. The gain is about
56% whenRdir varies from 1 to 10 for an S/N5210 dB~A!.
This improvement is smaller when signal-to-noise ratio is
greater@20% for S/N5110 dB~A!].

When signal-to-noise ratio is too low@215 or 220
dB~A!#, influence ofRdir or Rrf is not as important as for
other negative S/N. The model shows that when noise sound
level becomes too high, scores cannot be improved even
with directive and/or flat frequency response loudspeakers. A
substantial gain of score is obtained when S/N becomes
greater than or equal to210 dB~A!.

As shown in Fig. 10, for a given negative value of S/N
ratio, a significant enhancement of scores can be obtained by
increasing directivity whatever the value ofRrf . Figure 11
makes it clear that the improvement of scores is smaller
when the frequency response is flattened for the same nega-
tive S/N ratio and whateverRdir is.

When noise is predominant, the directivity influence is
greater. In a noisy ambience, the use of a highly directive
source is recommended for a good intelligibility. But in a
hall with a positive S/N ratio, the use of a directive loud-

speaker is less necessary. Such conclusions are identical to
those of Jacob in his experiments with sources of different
directivity factors.6

All of the plots have been obtained for aD50
s 520%.

When other values ofD50
s are chosen, the conclusions about

Rdir andRrf effects on scores are the same.
Properties of the model are in good agreement with

known loudspeaker and room influence on intelligibility
scores.

C. Model accuracy

An experiment is done to test the accuracy of the model.
The hall is another empty church of 12 000
m3 ~40 m315 m320 m! ~church B!. A new loudspeaker
~Bose 101! is placed on the altar and four points on axis are
chosen at distances of 2 m, 4 m, 8 m, and 16 m from the
source. Beforehand, reverberation time has been measured
and averaged at this points~Table V!.

Measurements of on-axis frequency response of the
Bose 101 loudspeaker in an anechoı¨c room have given a
value of 85% forRrf ~Fig. 12!. Figure 13 shows impulse
responses at the chosen points in church B before deconvo-
lution procedure. Results of the computation ofD50

s andRdir

are reported in Table VI. With these values~S/N!eq is com-
puted @Eq. ~13!#, and predicted scores@Eq. ~14!# are indi-
cated in Table VII for the corresponding signal-to-noise ra-
tios.

FIG. 12. Bose 101 loudspeaker frequency response with limits for the com-
putation ofRrf .

TABLE V. Mean reverberation time (RT60) of church B in which accuracy
of the model has been tested.

f ~Hz! 125 250 500 1000 2000 4000

RT60 ~s! 5,8 6,7 7,1 6,2 5,3 3,8

FIG. 13. Impulse responses in the church at 2, 4, 8, and 16 m from the Bose
101 loudspeaker.

TABLE VI. Values of D50 , D50
s , Rdir in church B for the loudspeaker used

(Rrf585%).

Distance~m! D50(%) D50
s Rdir Rrf(%)

2 79 52 1,5 85
4 56 31 1,8 85
8 34 22 1,5 85

16 13 11 1,2 85
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Intelligibility tests ~cf. Sec. I C 2! have been performed
at the same points as impulse response measurements with
12 subjects divided in 4 groups of 3, each group at one of the
four distances. White masking noise is emitted by another
loudspeaker in the same vertical plane as the one used for the
lists. The sound level of emission is chosen in order to sat-
isfy the required S/N ratios. The sound pressure level of the
speech lists is 70 dB~A!.

Scores are averaged for each group of listeners and
Table VII is a comparison between the predictedÎ (%) and
measuredI (%) scores. The mean absolute difference is 6%.
Prediction is in good agreement with the measurements.

V. CONCLUSION

All of the speech tests carried out in order to build the
score database have been performed with listeners in the
main radiating axis of the loudspeaker. The procedure of
deconvolution to obtain the room impulse response uses an
on-axis measurement of the loudspeaker impulse response.
Therefore, impulse response measurements in the hall are
always done in this axis. Scores are predicted by the model
in this particular but essential direction of propagation. It is
the main actual limitation of the model. The prediction in
other directions would require loudspeaker impulse response
measurements in these angles of radiation. It would be nec-
essary to build a new database of speech intelligibility tests
for various directions, signal-to-noise ratios, and reverbera-
tion situations.

A second limitation of the model results in the use of a
single loudspeaker for the database and the prediction. The
model is not adapted to a multi-loudspeaker sound reinforce-
ment system because in the first 50 ms of the echogram
nearby loudspeakers can have a detrimental influence. De-
convolution becomes more complex. When loudspeakers are
distant from each other more than 17 m, on-axis prediction
acts as if close loudspeaker contributions belong to the det-
rimental part of the sound field. In order to examine useful or
detrimental role of direct sound issued from close loudspeak-
ers, complementary experiments are needed.

Type and spatial position of noise in the hall play an
important role in speech intelligibility. All of the experi-
ments have been performed with a wide-band white noise

source ~20–20 000 Hz! in the same vertical plane as the
speech loudspeaker. Weighting coefficients depending on
detrimental influence of position~s! and spectral~or time!
properties of masking noise~s! could be introduced in the
predictor.

Simulations of theRdir andRrf influence on score have
shown that when the signal-to-noise ratio is too small, the
enhancement is difficult. But in real cases, an increase of
high frequency sound levels can improve intelligibility. Such
a kind of modification of the source is not taken into account
by the model and could also be included after complemen-
tary studies.

Another limitation concerns voice quality. In related se-
curity applications where recorded messages are not used but
a ‘‘natural voice’’ must speak, quality of the voice is very
important not only for message recognition but also for the
emotional content transmitted. Indeed, listener reaction can
depend on its perception of speaker emotion. Some acoustic
modifications of vowels and consonants are measured when
a speaker is under stress,21 but they are not taken into ac-
count in the speech intelligibility models.

Finally, even if these points limit the application of the
prediction for the moment, this model is a basis for future
development and now includes a separation of room, loud-
speaker and masking noise influence.
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TABLE AI. Octave band directivity factorsQ for the three loudspeakers
used~RB33, RB90, Bose 101!.

f ~Hz! 125 250 500 1000 2000 4000

QRB33 1,1 1,2 1,6 2,1 2,7 4,1
QRB90 1,7 1,7 2,5 2,5 2,8 4,9
QBose101 1,2 1,3 2,0 3,2 3,8 6,4
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This paper presents a statistically and computationally efficient algorithm for direction finding of a
single far-field source using a multi-sensor array. The algorithm extracts the azimuth and elevation
angles directly from the estimated time delays between the array elements. Hence, it is referred to
herein as the time delay direction finding~TDDF! algorithm. An asymptotic performance analysis,
using a small error assumption, is conducted. For any 1-D and 2-D array configurations, it is shown
that the TDDF algorithm achieves the Cramer Rao lower bound~CRLB! for the azimuth and
elevation estimates provided that the noise is Gaussian and spatially uncorrected and that the time
delay estimator achieves the CRLB as well. Moreover, with the suggested algorithm no constraints
on the array geometry are required. For the general 3-D case the algorithm does not achieve the
CRLB for a general array. However, it is shown that for array geometries which obey certain
constraints the CRLB is achieved as well. The TDDF algorithm offers several advantages over the
beamforming approach. First, it is more efficient in terms of computational load. Second, the
azimuth estimator does not require thea priori knowledge of the wave propagation velocity. Third,
the TDDF algorithm is suitable for applications where the arrival time is the only measured input,
in contrast to the beamformer, which is not applicable in this case. ©1999 Acoustical Society of
America.@S0001-4966~99!05106-1#

PACS numbers: 43.60.Gk, 43.60.Cg@JCB#

INTRODUCTION

In various applications of array signal processing such
as radar, sonar, and seismology, there is a great interest in
detection and localization of wideband sources.1 The prob-
lem of estimating the direction of arrival~DOA! of wideband
sources using a sensor array has been studied extensively in
the literature.2–14A common approach2–7 to this problem, for
a single source scenario, is to use the time delay estimation
between two sensors to determine the DOA. Many tech-
niques for estimating the travel time delay betweentwo re-
ceiving sensors have been investigated, see, e.g., Refs. 2–7.
For the single source and amulti-sensorcase, Hahn and
Tretter8 introduced the maximum likelihood~ML ! delay-
vector estimator. The ML DOA estimators for the multi-
sensor and multi-source cases have also being studied
extensively.12–14

It is well known11 that the ML DOA estimator, for the
single-source case with a spatially uncorrelated noise, can be
realized as a focused beamformer. In this paper an alternative
approach is proposed, in which the DOA is extracted directly
from the estimated time delays between the array elements
~referred to as the time delay vector!. This approach is an
extension to the multi-sensor case of the work in Refs. 10

and 11, where the DOA is extracted from the time delay
betweentwo sensors for the far-field case.

The suggested time delay direction finding~TDDF! al-
gorithm utilizes the linear relationship between the time de-
lay vector and the DOA vector in Cartesian coordinates. This
linear relationship allows a closed form estimation of the
DOA vector. The transformation to polar coordinates, i.e.,
azimuth and elevation, is straightforward for 1-D and 2-D
array geometrics. For arbitrarily chosen 3-D array configura-
tions, the best estimator requires a simple nonlinear least
squares minimization. Alternatively, a closed form subopti-
mal solution for the 3-D configuration is also suggested. Fi-
nally, it is shown that the TDDF azimuth and elevation esti-
mator achieves the CRLB provided that the time delay
estimators achieves the CRLB as well.

I. METHODS

A. The time delay direction finding „TDDF… algorithm

Consider an array ofM identical omnidirectional sensors
with a known arbitrary geometry measuring the wave field
generated by a single far-field wideband source in the pres-
ence of an additive noise. Letr¢i denote the location of thei th
sensor, wherer¢i5@xi ,yi ,zi # for the 3-D array,r¢i5@xi ,yi #
for the 2-D case, andr¢i5@xi # for the 1-D case, and letf and
u denote the azimuth and elevation angles of the radiating
source, respectively~see Fig. 1!.a!Electronic mail: Haim@Biomed.Technion.ac.il
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Let us now define the differential delay vector,

t¢5@t12,t13,...,t1,M#T; t1 j[t j2t1 , ~1!

where the first sensor serves as a reference. The signal DOA
vector for the far-field case is given by

k¢5F kx

ky

kz

G5F sin~u!cos~f!

sin~u!sin~f!

cos~u!
G . ~2!

The time delay between any two sensors is equal to the
projection of the distance vector between them along thek¢
vector divided by the sound velocity. Consequently, the de-
lay vector can be expressed as follows:

t¢52
Rk¢

c
; R[F rW22rW1

]

rWM2rW1

G , ~3!

wherec is the wave velocity and the matrixR is composed
of the distance vectors between all the sensors and the refer-
ence sensor.

The objective is to estimatek¢ from the measured time
delay vectort¢. Studying Eq.~3!, it is evident that the prob-
lem is overdetermined. Thus, it is suggested to apply the
least squares~LS! method to obtain the estimation. Defining
the error as the difference between the measured time differ-
ence vector and the evaluated time vector~calculated from
the assumedk¢ vector!, the error vector is given by

«¢5S Rk¢

c
1t¢̂D . ~4!

In the general case, the measurement errors of the time
delay vector need not be uncorrelated. Hence, the solution
depends on the covariance matrixLt of the delays measure-
ments which is defined by

Lt5E$t¢̂t¢̂T%2E$t¢̂%E$t¢̂%T5COV$t¢̂%, ~5!

whereE$ % denotes the expected value operator. The prob-

lem is ‘‘overdetermined’’ forM.3. The LS solution fork¢̂,
the DOA vector, in this case is given by15

k¢̂5Arg Min
k¢

H S Rk¢

c
1t¢̂D T

Lt
21S Rk¢

c
1t¢̂D J

52c~RTLt
21R!21RTLt

21t¢̂[2cBt¢̂. ~6!

Thus, estimating the DOA vector becomes a simple multipli-
cation between the measured time delay vectort¢ and a data-
independent matrixB. The matrixB depends on the array
geometry~throughR! and the time delay covariance matrix
which under the assumption of spatially uncorrelated noise is
known a priori up to a multiplicative factor which cancels
out in this equation. Consequently, it can be calculated off-
line.

In order to express the DOA vector in terms of azimuth

and elevation, one has to write the vectork¢̂ in a polar coor-
dinate representation. For a 1-D array configuration onlyk̂x

can be estimated. Hence, assuming horizontal elevation, the
azimuth angle is given by

f̂5cos21~ k̂x!. ~7!

With a 2-D array, both the azimuth and elevation angles can
be calculated by

f̂5tan21~ k̂y / k̂x!, ~8a!

û5cos21~ k̂z!5cos21~„12~ k̂x
21 k̂y

2!…1/2!. ~8b!

For the case of a 3-D array, Eq.~2! yields three nonlin-
ear equations with two unknowns~f,u!. Again the problem
is overdetermined. Thus, the azimuth and elevation angles
~f,u! can be evaluated as the nonlinear least square estimator
solving Eq.~2!:

~f̂,û !5Arg Min
f̂,û

$„k¢̂2k¢~f̂,û !…TLk
21

„k¢̂2k¢~f̂,û !…%, ~9!

where Lk is the covariance matrix of vectork¢̂, which is
given in Appendix A@Eq. ~A4!#.

An alternative simplified close form suboptimal estimate
is proposed by

f̂5tan21~ k̂y / k̂x!, ~10a!

û5tan21
„~ k̂x

21 k̂y
2!1/2/ k̂z…. ~10b!

In Appendix A the performance of the TDDF algorithm
is analyzed, and it is shown that it is asymptotically efficient.
Furthermore, it is shown that under certain geometrical con-
straints for the sensors arrangement even the closed form
3-D solution achieves the CRLB.

Importantly, it should be noted that the azimuth esti-
mates given above for the 2-D and 3-D array configurations
are independent of the wave velocityc ~stems from the fact
that the solutions are given in terms of the ratio betweenk̂y

andk̂x , and both are linear functions ofc!. Therefore, errors
in the assumed sound speed will not induce errors in the
azimuth angle.

B. Performance analysis

In Appendix A the covariance matrix for (f̂,û) is cal-
culated. The performance of the TDDF estimator is com-
pared to the theoretical CRLB. It is shown that for the 1-D
and 2-D cases the estimator is asymptotically efficient since
it achieves the bound. For the 3-D case the closed form es-

FIG. 1. Schematic representation of the model and the coordinate system
used here.
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timator given in Eq.~10! is not always efficient. However,
we derived constraints on the array geometry in which the
CRLB is also achieved.

II. RESULTS

In this section, the performance of the TDDF algorithm
is demonstrated via numerical simulations and by experi-
mental results.

A. Numerical simulations

Simulations were conducted for 2-D and 3-D arrays. The
2-D array was comprised of randomly located seven sensors,
as shown in Fig. 2~a!. In the first set of simulations the
source was positioned at a fixed location with an azimuth
angle of 60° and an elevation of 30°. The SNR was scanned

in the range of210 to 110 dB, the integration time was 50
ms, and the frequency bandwidth was 500–1500 Hz. The
noisy estimates of the time delay vectors were generated as
Gaussian random vectors with a covariance matrixLt given
in Eq. ~A2!. The propagation velocity was taken to be 340
m/s.

Five hundred Monte Carlo runs were performed for each
SNR value. The azimuth angle was calculated with the
TDDF algorithm and the corresponding errors were com-
puted. The standard deviation of the localization errors was
then estimated. For comparison, the CRLB was also calcu-
lated as explained in Appendix A. The results are depicted in
Fig. 3. For clarity of presentation, only 25 azimuth estima-
tion errors are plotted~as small dots! at each SNR level. The
standard deviations of the TDDF estimator are depicted as
circles and the corresponding CRLB is depicted as a solid

FIG. 2. ~a! The 2-D array geometry consisting of seven
randomly located microphones, which was used in the
first two numerical simulations.~b! The 3-D array ge-
ometry, which was used in the third numerical simula-
tion and the experimental measurements.~c! The 2-D
array consisting of three microphones which was used
in the last numerical simulation.

FIG. 3. Azimuth estimation errors of the simulated 2-D
array, as a function of the SNR. The source is posi-
tioned at an azimuth of 60° and an elevation angle of
30°. The solid line is the CRLB. The dots depict the
magnitude of the errors of the first 25 individual runs
~out of the 500 used!. The circles depict the standard
deviation of the TDDF estimator.
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line for the entire range. It can be seen that the standard
deviations of the TDDF estimator are effectively located on
the CRLB line~in accordance with the mathematical deriva-
tion given in Appendix A!.

In a second set of simulations, the same 2-D array was
used. The SNR was held fixed at26 dB. The elevation angle
was set to 50°, and the azimuth angle was scanned in the
range of 0°–360°. The corresponding CRLB line was calcu-
lated and the standard deviation of the TDDF estimator was
evaluated for each angle. Figure 4~a! and ~b! displays the
errors of the TDDF algorithm for the azimuth and elevation,
respectively. From these curves it is observed that the TDDF
estimator achieves the CRLB, both in azimuth and elevation,
for a 2-D array with an arbitrary geometry.

In the third set of simulations the 3-D array shown in
Fig. 2~b! was used. This array has six sensors equally dis-

tributed on a circle with a radius of 0.1 m and the seventh
sensor is located 0.1 m above the center of the array. The
SNR was again held fixed at26 dB. The azimuth was set to
20°, and the elevation angle was scanned in the range 0°–
180°. The following quantities were calculated this time: the
CRLB, the standard deviation of the TDDF estimator, and
the theoretical standard deviation calculated from Eq.~A15!.
Figure 5~a! and~b! plots these quantities as a function of the
elevation angle.

The 3-D array used here obeys the condition given in
Eq. ~A17!. Consequently, the CRLB is achieved for the azi-
muth TDDF estimates@Fig. 5~a!#. For the elevation angle,
however, the obtained estimate errors are larger than the
CRLB. This observation is consistent with the fact that the
array geometry does not comply with condition given in Eq.
~A19!. Nevertheless, the degradation is moderate for this ar-

FIG. 4. The errors of the TDDF algorithm for the azi-
muth ~a! and elevation~b! as a function of the azimuth,
for the 2-D array shown in Fig. 2~a!. The SNR is26
dB, the elevation angle is 50°. The solid line is the
CRLB, and the circles depict the standard deviation of
the TDDF estimator.

FIG. 5. The errors of the TDDF algorithm for the azi-
muth ~a! and elevation~b! as a function of the elevation
angle, for the 3-D array shown in Fig. 2~b!. The SNR is
26 dB, the azimuth is 20°. The solid line is the CRLB.
The circles depict the standard deviation of the TDDF
estimator, and the analytic variance expressions@Eq.
~A13!# are depicted as ‘‘1.’’
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ray configuration. This implies that the closed form estima-
tion given by equation set~10! is sufficiently accurate for
practical purposes. Finally, it can be observed that the esti-
mated errors match the theoretical standard deviations pre-
dicted by Eq.~A15!. It should also be noted that bias was
also estimated in all the above simulations and was found
negligible ~two orders of magnitude smaller than the vari-
ance contribution to the total error!.

In practical applications it is usually not easy to obtain
the optimal estimate for the time delay vectort¢. In the last
numerical example we demonstrate the performance of the
TDDF algorithm when using a suboptimal estimator for the
time delay vector as presented in Appendix C. The time de-
lay vector was estimated via a cross correlation between the
reference sensor~no. 1! and the other sensors. The perfor-
mance of the TDDF algorithm is compared to that of a beam-
former. This simulation uses the 2-D array consisting of
three microphones which is shown in Fig. 2~c! The source
direction was set at an azimuth of 30° and an elevation angle
of 90°. The SNR was scanned in the range of210 to 110
dB. Here, the simulation generates the time record of the
sensor data assuming spatially uncorrected noise. Both the
signal and the noise were random Gaussian variables with a
bandwidth of 100–3000 Hz. In order to perform the beam
steering required in the beamformer the data were interpo-
lated by a factor of 10. The standard deviation error of both
estimators was estimated by 100 Monte Carlo runs. The stan-
dard deviations of the TDDF estimate are depicted by aster-
isks in Fig. 6 while the standard deviation of the beamformer
is denoted by circles. As can be seen for most of the studied
SNR range the performance of the TDDF is the same as that
of the beamformer. However, the threshold point for the
TDDF appears at SNR523 dB, which is higher than the
threshold observed for the beamformer~26 dB!. This result
is not surprising since the TDDF is not an ML estimator as
the beamformer. Potentially there are two factors that can
cause the performance of the TDDF to collapse. The first is
the time delay’s vector estimation process, and the second is

the nonlinear operation for estimatingf. In all the cases we
have tested, the time delay estimate was the first one to di-
verge. Practically it was observed that the cross-correlation
functions have generated spurious peaks at low SNR, and
this is probably the main cause for the performance diverg-
ing at low SNR.

B. Experimental results

A 3-D array consisting of seven microphones~Audio-
Technica MT350B! arranged in the same configuration de-
picted in Fig. 2~b! ~radius50.1 m, height50.1 m! was used.
Two experiments were conducted. In the first experiment the
array was located in an unechoic chamber~internal dimen-
sion of 1.731.731.7 m!. In the second experiment the array
was placed in an ordinary room. The sound source was a
recorded male voice~Richard Burton! reading a 20-s long
sentence. The signal was played via a loudspeaker located
1.5 m from the array. The outputs of the array were recorded
using an 8-channel tape recorder~Sony-pc208A!. The time
delay between the sensors and the central microphone was
estimated by filtering the data by a bandpass filter of 500–
1500 Hz, and performing a cross-correlation process. The
integration time was 40 ms, yielding about 500 independent
measurements to estimate the system performance. After
completion of each set of measurements, the array was ro-
tated by 30° and the procedure was repeated.

The azimuth angles corresponding to each set of mea-
surements was estimated using the TDDF algorithm. The
standard deviation of the errors for the TDDF estimates was
then evaluated. The results are outlined in Fig. 7. The data
from the unechoic chamber is denoted by ‘‘s’’ and the data
from the regular room is presented by ‘‘* ’’. As can be ob-
served, the average TDDF error for the unechoic chamber
experiment was about 1.5°. The second experiment was held
in the regular room, and the average error was about 5°. This
degradation is attributed to the room reverberations and the
background noise. We have measured the reverberation time

FIG. 6. Azimuth estimation errors of the three-
microphone 2-D array used in the last simulation, as a
function of the SNR. The source is positioned at an
azimuth of 30°. The standard deviation of the TDDF
estimate are depicted by ‘‘* ’’ and the standard devia-
tion of the Beamformer is plotted by ‘‘s.’’

3359 3359J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Berdugo et al.: On direction finding



in both rooms. In the unechoic chamber the reverberation
time was about 10 ms, while in the regular room the rever-
beration time was about 250 ms. Thus, we believe that the
room reverberation was the major cause for the degradation
in the accuracy of the direction estimates.

III. DISCUSSION

This paper presents and analyzes the time delay direc-
tion finding ~TDDF! algorithm for a single emitting source
using a multi-sensor array. The algorithm extracts the azi-
muth and elevation angles directly from the estimated time
delays between the array elements. The algorithm offers
computational simplicity as it utilizes the linear relationship
between the time delay vector and the DOA vector in Carte-
sian coordinates. This linear relationship allows a closed
form estimation of the DOA vector.

An asymptotic performance analysis of the TDDF algo-
rithm, using a small error assumption, is performed. For the
1-D and 2-D array configurations it is shown that the TDDF
algorithm achieves the Cramer Rao lower bound~CRLB!
provided that the time delay vector estimator achieves the
CRLB as well. This was proven mathematically in Appendix
A and was demonstrated by numerical simulations. For a
3-D array configuration a suboptimal closed form estimator
is presented@Eq. ~10!#. Nevertheless, it is shown that when
using array geometries that obey certain constraints the
closed form solution also achieves the CRLB. If the array
obeys the condition given by Eq.~A17!, then the azimuth
estimation is statistically efficient. Furthermore, if the array
also obeys the constrains that are given in Eq.~A19!, the
estimator is efficient for the elevation angle as well.

Numerical and experimental results were given to dem-
onstrate the performance of the TDDF algorithm. The ex-
perimental results with a seven-microphone array have
shown that in an unechoic chamber the average TDDF azi-
muth error was about 1.5°, while in a regular room the av-

erage error was about 5°. These results indicate that the
TDDF can serve as a practical tool for passive localization of
a single radiating source.

The proposed TDDF algorithm offers several advan-
tages over the popular beamforming approach.11 First, the
TDDF algorithm is considerably more efficient in terms of
computational load. It calculates the azimuth and the eleva-
tion angle directly from the estimated time delays, and does
not involve a two-dimensional search over the array mani-
fold as the beamformer.

Second, for the 2-D and 3-D array configurations, the
TDDF algorithm does not require thea prior knowledge of
the propagation velocity to estimate the azimuth@see Eqs.
~8a! and ~10a!, respectively#. This property of the TDDF is
very useful in acoustic applications where uncertainty in the
propagation velocity occurs due to wind and temperature
variations.16 This is contrary to the beamformer, which uses
the wave propagation velocity as input. In principle, the
beamforming process could scan the velocity as an addi-
tional unknown parameter. However, this would substan-
tially increase the computational load as an additional pa-
rameter would have to be scanned.

The third advantage of the TDDF method arises in ap-
plications where the signal is a very short transient and the
arrival time of the pulse is directly measured by the system
hardware. Since only the time delays are available in this
case, the beamforming is not applicable. For the TDDF al-
gorithm, on the other hand, this information is sufficient.

Finally, is certain acoustical and geophysical applica-
tions, loss of spatial coherence of the signal received at the
sensors may occur if the distance between the sensors is
large,1,16 thus precluding the use of the beamforming ap-
proach. In such cases, nevertheless, time delay between sen-
sors can still be estimated via incoherent processing means,
such as time of arrival difference, and the TDDF algorithm is
still applicable.

The TDDF has one major disadvantage. It is limited to a

FIG. 7. Experimentally measured azimuth errors of the
TDDF algorithm as a function of the azimuth using the
3-D array. The source was a speech signal played from
a loud speaker 1.5 m away from the array. The circles
‘‘ s’’ denotes the results measured in an unechoic
chamber, and the ‘‘* ’’ indicates the results measured in
an ordinary room.
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single source scenario. The beamformer algorithm, on the
other hand, can localize more than one source, provided that
the angular separation between the sensors is more than the
beam width.
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APPENDIX A: PERFORMANCE ANALYSIS OF THE
TDDF ALGORITHM

In order to evaluate the performance of the TDDF algo-
rithm, analytic expressions for the accuracy of the azimuth
and elevation estimations for the 1-D, 2-D, and 3-D cases are
first derived. These expressions are then compared to the
expression of the CRLB as derived by Nielsen,17 and cited in
Appendix B.

For uniformity and simplicity of notations let us define
g5f for the 1-D case, andgW 5(f,u)t for the 2-D and 3-D
cases. Under the assumption of small errors the covariance
matrix of g can be expressed as

Lg5¹̄kg•Lk•¹̄k
Tg5¹̄kg•¹̄tk•Lt•¹̄t

Tk•¹̄k
Tg, ~A1!

whereLx is the covariance matrix of the vectorx, and¹̄xy is
the gradient~Jacobian! of ȳ with respect tox̄. Again, for a
small error assumption, it can be verified that the DOA esti-
mates are asymptotically unbiased, thus the covariance ma-
trix represents the total error of the estimator.

Clearly, the performance of the TDDF algorithm de-
pends on the covariance matrix of the time delay vector. To
demonstrate the performance of the TDDF algorithm we
shall assume that the time delay vector estimator achieves
the CRLB. An efficient algorithm for estimation of the time
delay vector, assuming that both the signal and the noise are
zero mean uncorrelated Gaussian processes and the noise is
spatially uncorrelated, has been proposed and studied by
Hahn and Tretter.8 Their work presents an estimator for the
time delay vector which achieves the CRLB, and does not
requires the beamformer process. Their scheme is based on
estimatingM (M21) individual time delays via a prefiltered
correlators. The vectort¢ is obtained by a linear combination
of the individual time delays. The covariance matrix for the
time delay vector for this estimator, assuming that the SNR
is the same for all the sensors, is given by

Lt5CRLB t5
st

2

2
@ I M2111¢M211¢M21

T #, ~A2!

where I M is the M3M identity matrix, 1̄M is an
M-dimensional vector of ones,

st
25S (

l 51

Lmax

~v0l !2r~ l !
Mr~ l !

11Mr~ l !D 21

,

and r( l )[S( l )/N( l ) denotes the SNR at the frequency
(v0l ).

In the following it shall be assumed thatLt is given by
Eq. ~A2!, i.e., efficient estimate oft¢,

In Appendix B we deriveLt for suboptimal time delay
estimator via only (M21) correlators, using one sensor as a
reference sensor, i.e., an efficient estimate is only obtained
for the separate pairwise delays. It is shown that for suffi-
ciently high SNR this estimator also achieves the CRLB.

First, the covariance matrix of the direction vectork̄ is
calculated. From Eq.~6!,

¹̄t
TkW5cB, ~A3!

and therefore

Lk5E$k¢–k¢T%5BLtB
Tc2. ~A4!

Using the definition ofB in Eq. ~6! and applying some alge-
braic simplifications yields.

Lk5~RLt
21RT!21c2. ~A5!

Applying the matrix inversion lemma to Eq.~A2! it can be
written that

Lt
215

2

st
2 F I M212

1¢M211¢M21
T

M
G . ~A6!

From the definitions ofR in Eq. ~3! it follows that

R5@21¢M21 I M21#P, ~A7!

whereP is the sensor position matrix defined by

P5@x¢,y¢,z¢#5F x1 y1 z1

] ] ]

xM yM zM

G . ~A8!

Substituting Eqs.~A6! and ~A7! into Eq. ~A5! yields, after
some algebraic manipulations,

Lk5S PTP2
~PT1¢M !~PT1¢M !T

M
D 21

st
2

2
c2. ~A9!

Assuming without any loss of generality that the coor-
dinate origin is in the center of gravity, i.e.,PT 1¢M50W , we
finally get the simple expression for the DOA vector covari-
ance matrix,

Lk5~PTP!21
st

2

2
c2. ~A10!

In the following, the expressions for the accuracy of the azi-
muth and elevation TDDF estimations are derived and com-
pared to the CRLB which is cited in Appendix B.

1. A linear „1-D… array configuration

For the 1-D case,g5f and k̄5kx5cos(f). Thus
¹̄kg521/ sin(f) and

Lk5
1

(xi
2

st
2

2
c2

inserted into Eq.~11! gives
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sf
2 5

1

sin2~f!(xi
2

st
2

2
c2. ~A11!

The CRLB for the 1-D case is given by CRLB(f)51/Jff

~see Appendix B!. Substitutingyi5zi50 in this expressions
yields

CRLB~f!5
1

sin2~f!(xi
2

st
2

2
c2.

As can be observed this expression is identical to the right-
hand side of Eq.~A11!, indicating that the TDDF estimate
achieves the CRLB in this case.

2. A planar „2-D… array configuration

From Eqs.~2! and ~8! the Jacobian¹̄kg is given by

¹̄kg

5
1

2sin~u!cos~u! F2sin~f!cos~u! cos~f!cos~u!

2cos~f!sin~u! 2sin~f!sin~u!
G .

~A12!

Inserting Eqs.~A12! and ~A10! into Eq. ~A1! yields

sf
2 5

1

sin2~u!

3
cos2~f!(xi

212 cos~f!sin~f!(xiyi1sin2~f!(yi
2

(xi
2(yi

22~(xiyi !
2

3
st

2

2
c2 ~A13a!

and

su
25

1

cos2~u!

3
sin2~f!(xi

222 cos~f!sin~f!(xiyi1cos2~f!(yi
2

(xi
2(yi

22~(xiyi !
2

3
st

2

2
c2. ~A13b!

Applying a lengthy but straightforward evaluation of the ex-
pressions for the CRLB Eq.~A1! for both the azimuth and
the elevation angles for the 2-D arrays, i.e.,zi50, shows that
they are identical to Eq.~A13!. Thus, it is concluded that the
TDDF algorithm is a statistically efficient estimator for 2-D
array, which reaches the CRLB. It is important to note that
no constraints on the array geometry were applied.

3. A spatial „3-D… array configuration

The estimate ofg5(f,u) for the 3-D array case in-
volves a nonlinear LS minimization Eq.~9!. An alternate
closed form suboptimal estimator was suggested in Eq.~10!.
Here we calculate the performance of the suboptimal estima-
tor and derive the conditions on the array geometry that
guarantee statistical efficiency~achieves the CRLB!.

From Eqs.~2! and ~10! the Jacobian¹̄kg is given by

¹̄kg5F 2
sin~f!

sin~u!

cos~f!

sin~u!
0

cos~u!cos~f! cos~u!sin~f! 2sin~u!
G .

~A14!

Using Eqs.~A1! and ~A5!,

sf
2 5

st
2c2

2 sin2~u!
@sin~f! cos~f! 0#

3~PTP!21@sin~f! cos~f! 0#T ~A15!

and

su
25

st
2c2

2
@cos~u!cos~f! cos~u!sin~f! 2sin~u!#

3~PTP!21
•@cos~u!cos~f! cos~u!sin~f!2sin~u!#T.

~A16!

In general this estimator is not efficient. However, if the
array obeys the following geometrical conditions,

( xiyi5( xizi5( yizi50,

~A17!

( xi
25( yi

2,

then the variance of the azimuth angle estimation is given by

sf
2 5

1

sin2~u!

1

(xi
2

st
2

2
c2. ~A18!

Evaluating the CRLB for the azimuth estimate under the
same condition yields an identical expression. Thus, under
the conditions outlined in Eq.~A17!, the TDDF algorithm is
also an efficient estimator for the azimuth angle. When
studying the conditions for uncoupled estimates of azimuth
and elevation angles, Nielsen17 has also reached the same
conditions given in Eq.~A17!, and gave a few examples of
3-D arrays obeying these constraints.

If we further constrain the array geometry and require a
fully balanced array configuration, which obeys the follow-
ing condition,

( xi
25( zi

2. ~A19!

In addition to the conditions outlined in Eq.~A17!, it can be
shown that for the elevation estimate,

su
25

1

(xi
2

st
2

2
c25CRLBu . ~A20!

Thus, under the above conditions the TDDF algorithm
achieves the CRLB for both the azimuth and the elevation
angles, and is therefore an asymptotically efficient estimator.

APPENDIX B: CRLB FOR THE AZIMUTH AND
ELEVATION ANGLES

Nielsen17 derived analytic expressions for the Cramer
Rao lower bound for the estimation errors of the azimuth
anglef and the elevation anglef, using 3-D arrays:
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CRLB~u!5Jff /~JffJuu2Juf
2 !,

~B1!
CRLB~f!5Juu /~JffJuu2Juf

2 !,

where

Jff5G sin2~u!(
i 51

M

@xi sin~f!2yi cos~f!#2,

Juu5G(
i 51

M

@xi cos~f!cos~u!1yi sin~f!cos~u!

2zi sin~u!#2,

Jfu5G sin~u!(
i 51

M

@xi sin~f!2yi cos~u!#

3@xi cos~f!cos~u!1yi sin~f!cos~u!2zi sin~u!#,

G5 (
l 51

Lmax

~v0l !
Mr2~ l !

11Mr~ l !
.

In these expressions, the coordinates origin is in the center of
gravity of the array, i.e.,

( xi5( yi5( zi50,

and the coordinate system is given in Fig. 1

APPENDIX C: SUBOPTIMAL ESTIMATION FOR THE
TIME DELAYS VECTOR

In this appendix we consider a suboptimal estimation of
the time delays vector which estimates onlyM21 time de-
lays between the first sensor relative to all the other sensors
in the array. Each time delay estimation is the based on the
data of these two sensors only, and ignores the fact it is part
of an M-sensor array. Efficient estimate for the time delay
between two sensors can be obtains by maximizing the gen-
eralized cross correlation.2

Based on the derivation in Ref. 8, the covariance matrix
of this estimator is given by

Lt5
1

$(k51
Kmax2~v0l !2r2/~112r!%2 (

k51

kmax

2
~v0l !2r2

~112r!2

3F 112r . r .

. 112r . .

r . . .

. . . 112r

G . ~C1!

In general this estimator does not achieves the CRLB, how-
ever for high SNR case 2r@1 it can be seen that

Lt'
1

2•(k51
Kmax~v0l !2r

@ I M2111¢M211¢M21
T #.

Evaluating the CRLBt as given in Eq.~A2! for the high SNR
case yields the same expression, i.e., for a good SNR case
the suboptimal time delays estimator achieves the CRLBt .
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Model-based dispersive wave processing: A recursive
Bayesian solution

J. V. Candy and D. H. Chambers
University of California, Lawrence Livermore National Laboratory, P.O. Box 808,
L-156 Livermore, California 94551

~Received 22 April 1996; accepted for publication 18 February 1999!

Wave propagation through dispersive media represents a significant problem in many acoustic
applications, especially in ocean acoustics, seismology, and nondestructive evaluation. In this paper
we propose a propagation model that can easily represent many classes of dispersive waves and
proceed to develop the model-based solution to the wave processing problem. It is shown that the
underlying wave system is nonlinear and time-variable requiring a recursive processor. Thus the
general solution to the model-based dispersive wave enhancement problem is developed using a
Bayesianmaximum a posteriori~MAP! approach and shown to lead to the recursive, nonlinear
extended Kalman filter~EKF! processor. The problem of internal wave estimation is cast within this
framework. The specific processor is developed and applied to data synthesized by a sophisticated
simulator demonstrating the feasibility of this approach. ©1999 Acoustical Society of America.
@S0001-4966~99!00106-X#
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INTRODUCTION

Dispersive waves in acoustics occur in many varied ap-
plications, most notably in seismic exploration when the
properties of the borehole are under investigation during
logging;1–3 in ultrasonics, when the condition of material
parts are being interrogated for flaws during nondestructive
evaluation;4,5 and in ocean acoustics, when a target is to be
detected/localized.6,7 The need to develop techniques to pro-
cess waves propagating in a dispersive medium is very im-
portant in acoustic applications.

In the seismic borehole logging problem, the dispersion
relation is represented linearly in some cases leading to slant
stacking and semblance processing8,9 to extract the desired
wave information~velocity, slowness, etc.! and enabling the
characterization of the borehole. More current seismic tech-
niques emphasize nonparametric representations of the me-
dia to characterize the borehole by its~spatial! wave number
frequency~temporal! representation using sophisticated esti-
mators to extract the required information.10,11 The basic ap-
proach is to estimate the wave number frequency spectrum at
each narrow-band temporal frequency by finding a set of
spatial poles or equivalently complex exponentials. The non-
linear dispersion relation is not modeled explicitly, but cap-
tured nonparametrically at each temporal frequency. Note
that if an underlying theoretical model of this relation ex-
isted, then it could be used to estimate the dispersion directly
from the data or spectra characterizing the propagation ex-
plicitly.

From the signal processing perspective, some work on
wave estimation has been accomplished in estimating wave
functions from measured array data. The usual array signal
processing approach is based on plane wave assumptions in a
homogeneous medium12 where the received data are decom-
posed into narrow frequency bands using fast Fourier trans-
forms, the spectral covariance matrix is estimated, and so-
phisticated subspace processing algorithms are employed to

extract the desired direction-of-arrival information. Alterna-
tively parametric methods have also been developed to solve
this problem and have been analyzed thoroughly.13,14 In Ref.
13 a generic model capturing various pertinent representa-
tions related to wave propagation was developed, but the
results are implicitly limited to stationary or quasi-stationary
processes because of the need to estimate the sample cova-
riance matrix or its equivalent smoothed version. This work
establishes the maximum likelihood solution for ‘‘fitting’’
exponential models in terms of prediction error polynomials
which can be applied in the dispersive wave case to the non-
parametric seismic approach discussed previously. Perhaps
the most related work on parametric dispersive wave pro-
cessing is discussed in Ref. 15 where the physical parameters
of dispersive waves are to be estimated from a linear array of
measurements. Here the approach is to estimate complex
slowness~inverse phase velocity! in temporal frequency
bands under additive Gaussian noise assumptions. The wide-
band solution is then achieved as an incoherent integration
over the set of temporal frequencies under the assumption of
uncorrelated noise in each frequency band. This approach
explicitly incorporates a dispersion model into the processor
and estimates various critical parameters from the measured
data.

In ocean acoustics, related problems have also been ad-
dressed in a wide variety of applications. The inclusion of a
propagation model into any signal processing scheme pro-
vides a means of introducing environmental information in a
self-consistent manner. Recent work in ocean acoustics16,17

has shown that a propagation model can be embedded into a
signal processing algorithm to solve various enhancement,
localization, and detection problems. There a normal mode
propagator is selected and parameters such as ocean depth,
sound velocity profile, and the ocean bottom conditions are
introduced along with acoustic measurements from a vertical
array. When the model parameters are unknown and/or
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changing, the approach can be extended to be parametrically
adaptive enabling the processor to perform well even under
these hostile conditions.18 For instance, the adaptive proces-
sor can provide sufficient information to localize the acoustic
target directly from the array measurements.19

Thus dispersive wave propagation through various me-
dia is a significant problem in many acoustic applications.
From the scientific viewpoint, many wave-type phenomena
must propagate through a hostile, noisy environment that
changes rapidly in short periods of time causing great distor-
tions in signal content and leading to false estimates and
conclusions. The characteristic common to each of these ap-
plications is the frequency dependence of the wave speed.
The dispersive nature of a wave system may result from
either an intrinsic frequency dependence of bulk properties
of the medium or from the geometrical or mechanical prop-
erties of the system such as ocean surface waves, internal
gravity waves, and wave propagation in a waveguide. Unfor-
tunately explicit dispersion and envelope relations are highly
nonlinear; therefore, we must develop an approach that
somehow incorporates thisa priori information, when it is
available.20

In this paper we approach the dispersive wave process-
ing problem from a different perspective. We assume that we
do have an explicit expression for both the dispersion rela-
tion and envelope function and we would like to ‘‘extract’’
the propagating wave signal from a set of noisy array mea-
surements. This type of problem can be posed in the model-
based signal processing framework20 in the sense that we
have explicit physical information describing the dispersion
relation, envelope function, and noise and we would like to
use it to extract the desired signal~propagating wave! for
detection or imaging. Thus the problem we address in this
paper is to find an ‘‘optimal’’ ~in a mean-squared error
sense! dispersive wave processor using thea priori informa-
tion available. We will show that a model-based signal pro-
cessing scheme applicable to dispersive wave systems can be
developed from the basic properties of wave propagation in a
dispersive medium.

Our approach is to develop a state-space description of a
dispersive wave measured by a sensor array. The wave pulse
is assumed to be generated by an impulsive source at a
known position and a known time. We consider the source
pulse a superposition of wave components of many frequen-
cies over a broadband. Since the system is dispersive, each
component propagates at a different speed, resulting in a
spreading or dispersing of the pulse over space and time as it
propagates. For broadband pulses this spreading can be quite
severe. This spreading is described by the dispersion relation
of the system which relates the frequency of each component
to its wave number or equivalently in the temporal domain it
is represented as a time-varying function. Whitham21 shows
how the dispersion relation can be used to construct a space–
time representation of pulse spreading. We utilize his method
to formulate a complete state-space representation of the
wave in the time domain from the dispersion relation com-
bined with an envelope function. The dispersion relation
completely describes the propagation properties of the dis-
persive system, while the envelope is related to its initial

conditions. Once specified, it is then possible to develop a
model-based processing scheme for dispersive waves. This
processor evolves directly from the modified plane wave and
internal wave techniques developed using an approximation
of the dispersion relation reported on previously.22

In Sec. I, we first motivate Whitham’s21 dispersive wave
model and then develop the corresponding model-based pro-
cessor ~MBP! using the Bayesianmaximum a posteriori
~MAP! approach to solve the wave estimation problem.
Next, we develop it for a specific application—the problem
of internal wave estimation in Sec. II. We apply the resulting
MBP to synthesized data in Sec. III demonstrating its feasi-
bility, and summarize our results in the final section.

I. MODEL-BASED DISPERSIVE WAVE PROCESSOR

In this section we develop a nonlinear, model-based pro-
cessor based on a dispersive wave model developed by
Whitham.21 It is shown that once the envelope and dispersion
relation along with the required initial conditions are speci-
fied, the solution to the wave estimation problem can be
accomplished. Here we develop and motivate the underlying
dispersive wave model and then cast it into state-space form.
Once this is accomplished, a Bayesian MAP solution is de-
veloped for the resulting time-variable wave system and the
processor is shown to be the recursive, extended Kalman
filter ~EKF! solution.20

A. Dispersive state-space propagator

First, we develop the state-space representation of a gen-
eral dispersive wave system obtained from a simple physical
characterization of a dispersive wave measured by a sensor
array. Following Whitham,21 we define a genericdispersive
wave as any system which admits solutions of the general
form

u~x,t !5a~x,t !sin@u~x,t !#, ~1!

where u is the measured field anda(x,t), u(x,t) are the
respective instantaneous envelope and phase functions. The
phase is assumed to be monotonic inx and t, and the enve-
lope is assumed to be slowly varying compared to the phase.
This general form incorporates all of the features which are
normally associated with wave motion. The phase function
describes the oscillatory characteristic and propagation of a
wave, while the slowly varying envelope allows modulation
and attenuation of the wave without destroying its wavelike
character. The local values of instantaneouswave number
and frequencycan be defined as

k~x,t ![
]u

]x
, v~x,t ![2

]u

]t
. ~2!

These functions are also assumed to be slowly varying
compared to the local wavelength and period and describe
the frequency modulation of a dispersive wave train. By
slowly varying we mean that we can approximate the instan-
taneousphase functionas

u~x,t !'k~x,t !x2v~x,t !t. ~3!
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The combination of Eqs.~1! and ~3! can be considered
an asymptotic solution to some dispersive wave system.
Asymptotic forms of this kind can be formally derived for
simple linear dispersive systems using the method of station-
ary phase to evaluate the exact Fourier integral solution~see
Whitham21 for details!.

The instantaneous wave numberk(x,t) and frequency
v(x,t) are local generalizations of their usual definitions,
which are especially suited for describing dispersive waves.
Physically, they describe the modulation of wave number
and frequency which a sensor experiences as a dispersive
wave train sweeps past. In this sense the instantaneous,
k(x,t) andv(x,t) are natural local extensions of wave num-
ber and frequency. The assumption that these are slowly
varying doesnot restrict this representation to narrow band-
width pulses. It does assume that the wave has propagated
far enough so that the change ink andv over a wavelength
or period is small. For a detailed discussion of the math-
ematical basis and range of applicability of this representa-
tion we refer the interested reader to Whitham’s text.21

Finally to complete the specification of a dispersive
wave system, we define thedispersion relation, v
[v(k,x,t). This can be an algebraic function ofk(x,t) as
in our subsequent application or it can also depend onx and
t separately to represent an instantaneous or equivalently
time-varying, nonuniform wave systems. Here we will write
v5v(k) where thex andt dependence is through the wave
number functionk(x,t) and any system nonuniformity is
implied. This phase function and the envelope are the only
parts of the description which are unique to the particular
type of wave system under investigation. The choice of dis-
persion relation enables the differentiation between acoustic
radiation, ocean surface waves, internal gravity waves, or
any other wave type. Thus the dispersion relation is equiva-
lent to the governing equations for a particular wave
system.21 Our only restriction on it in this paper is that it is
independent of the envelope,a(x,t). This restricts our for-
mulation to linear dispersive waves. Note also that it can
easily be extended to include doppler frequency shifts as
well ~see Sec. III for details!.

From Eqs.~2! and ~3! it can be shown that the phase
fronts of any wave travel at thephase speeddefined by

cp~k![
v

k
, ~4!

while the points of constant wave numberk travel at the
group velocitydefined by

cg~k![
]v

]k
. ~5!

These two speeds are not the same in general and are
functions of wave numberk. The group velocity has the
additional significance of being theenergypropagation speed
for the wave system, that is, the energy in the wave packet is
carried at this velocity. As such it plays a central role in the
state-space formulation of a general dispersive wave system.

Now consider the problem where an impulse occurs at
time t50 at the spatial origin,x50. The impulse can be
represented by the superposition of wave components with

instantaneous wave numbers. A broadband wave train is gen-
erated by the impulse and propagates away from the origin.
Each wave number component in the train propagates with
group velocity given by Eq.~5!. If a sensor is placed at a
distancex away from the origin, then thelocal instantaneous
wave number,k(x,t), observed at timet.0 is related to
positionx by the group velocity

x5cg~k~x,t !!t. ~6!

This relation is simply a restatement of the definition of the
instantaneous group velocity as the speed at which a given
wave numberk(x,t) propagates in the wave train. Note also
that the wavelength is also instantaneous using the Whitham
representation, since the whole range of wave numbers is
still present, that is,

l~x,t !5
2p

k~x,t !
. ~7!

The actual sensor measurementu(t) at x is given by
combining Eqs.~1! and ~3!, that is,

u~ t !5a~x,t;k!sin@k~ t !x2v~k!t#, ~8!

where we have suppressed the dependence ofk on x and
allowed the envelope to be a function ofk. We will choose
the wave numberk(t) at x as our state variable and develop
a dynamical equation for its temporal evolution by differen-
tiating Eq.~6! using the chain rule

dcg~k!

dt
5

dk

dt
3

dcg~k!

dk
, ~9!

to obtain

05
dk

dt Fdcg~k!

dk
t G1cg~k!. ~10!

Now solving for dk/dt and substituting the expression
for group velocity of Eq.~5! in terms of our original disper-
sion relation, we obtain

dk

dt
52

1

t Fdv~k!

dk GFd2v~k!

dk2 G21

; t.0, ~11!

which shows how the local wave number evolves instanta-
neously~dynamically! as a function of the underlying disper-
sion relationv~k!. If we couple this expression back to the
original dispersive wave solution, then we have a general
continuous-time, spatio-temporal, dispersive wave, state-
space representation with state defined byk(t).

The initial condition for the state is also obtained from
Eq. ~6!. The state equation actually has no meaning until the
leading edge of the wave train passes sensor locationx,
which we call theonsetof the wave train. This occurs at a
time t0.0 specified by the fastest wave component,

x5cg~k~ t0!!t0 , ~12!

where cg(k(t0)) is the maximum group velocity fork
5k(t0). The initial value of the state is therefore determined
by solving this implicit equation fork(t0). This completes
our state-space description for a dispersive wave system
measured by a single sensor.
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Suppose we sample this wave with an array ofL-sensors
oriented in the direction of propagation, that is,x→xl , l
51,̄ ,L, giving L wave numbers andL initial conditions. If
the entire state space is to be initialized at the same time,
care must be taken to select the initialization time to be after
the leading edge of the wave has passed through the entire
array. Lett0 be the time the leading edge passes the sensorL,
the sensor farthest from the origin, then

xL5cg~kL~ t0!!t0 , ~13!

wherekL(t0) is the local wave number when the group ve-
locity is maximum. The initial conditions for the other sen-
sors in the array are obtained by solvingxl5cg(k l(t0))t0 for
eachl. Thus the continuous time, ‘‘spatially’’ sampled, dis-
persive wave, state-space model is given by:

dk l

dt
52

1

t Fdv~k l !

dk l
GFd2v~k l !

dk l
2 G21

, t>t0 ;

ul~ t !5a~ t;k l !sin@k lxl2v~k l !t#, ~14!

k l~ t0!, l 51, . . . ,L.

We can further discretize this model temporally by sam-
pling t→tk , and also by replacing the derivatives with their
first difference approximations. Since we know that the dis-
persive medium in which the wave propagates is uncertain,
then we can also characterize uncertainties with statistical
models, one of which is the well-knownGauss–Markov
model.20 Performing these operations we achieve our desired
result, the discrete, spatio-temporal,dispersive wave state-
spaceGauss–Markov model:

k l~ tk11!5k l~ tk!2
Dtk

tk
Fdv~k l !

dk l
GFd2v~k l !

dk l
2 G21

1Dtkwl~ tk!, tk>t0 ;

ul~ tk!5a~ tk ;k l !sin@k l~ tk!xl2v~k l !tk#1v l~ tk!, ~15!

k l~ t0!; l 51, . . . ,L,

wherewl(tk) and v l(tk) are assumed zero mean, Gaussian
noise sources with respective covariances,Rww(tk), Rvv(tk).
The general vector Gauss–Markov form can be found in Ref.
20 and is simply given by the set of nonlinear, time-variable
propagation equations as

k~ tk11!5a@k,tk#1Dtkw~ tk!,
~16!

u~ tk!5c@k,tk#1v~ tk!,

wherea@•#, c@•# are the respective nonlinear vector system
and measurement functions with the corresponding state and
measurement covariances defined by:

P~ tk11!5A~k,tk!P~ tk!A
T~k,tk!1Rww~ tk!,

~17!
Ruu~ tk!5C~k,tk!P~ tk!C

T~k,tk!1Rvv~ tk!,

with the system and measurement jacobians,A@k#[]a/]k
andC@k#[]c/]k. The subsequent development of our pro-
cessor will rely on this statistical formulation for both simu-
lation and estimation.

B. Dispersive model-based processor

Next we develop the model-based processor~MBP!
based on the vector representation of the wave numbers and
wave field, that is, we define the vectors,u(tk)
[@u1(tk),¯ ,uL(tk)#T and k[@k1(tk),¯ ,kL(tk)#T. Once
the dispersive wave is characterized by the underlying
Gauss–Markov representation, then thedispersive wave es-
timation problemcan be specified by:

GIVEN the Gauss–Markov model@Eq. ~15!# character-
ized by the dispersive wave state-space model and a set
of noisy measurements,$u(tk)%, FIND the best~mini-
mum error variance! estimate of the wave, that is, find
û(tk).

The minimum variance solution to this problem can be
obtained by the maximizinga posterioridensity as follows.
Define the set of wave field measurements as:UN

ª$u(tN),¯ ,u(t0)%; uPCL31, then the Bayesian maximum
a posteriori ~MAP! estimator of the wave number functions
must maximize the posterior density given by

Pr~k~ tk11!uUk11!5
Pr~k~ tk11!,Uk11!

Pr~Uk11!
. ~18!

From Bayes’ rule we have that

Pr~k~ tk11!uUk11!

5
Pr~u~ tk11!uk~ tk11!,Uk!3Pr~k~ tk11!uUk!

Pr~u~ tk11!uUk!
. ~19!

Under the approximate Gauss–Markov assumptions of
the previous section, these densities can be specified by

Pr~u~ tk11!uUk!;N~ û~ tk11uk!,Ree~ tk!!; ~20!

Pr~u~ tk11!uk~ tk11!,Uk!;N~c@k~ tk!#,Rvv~ tk!!; ~21!

and

Pr~k~ tk11!uUk!;N~ k̂~ tk11uk ,P̃~ tk11uk!!, ~22!

where the estimation error@Eq. ~23!# covariance is defined
by P̃(tk11uk)[Cov(k̃) and is given by

P̃~ tk11uk!5A~ k̂~ tk11uk!!P̃~ tk11uk!A
T~ k̂~ tk11uk!!

1Rww~ tk!. ~23!

Here the notationk̂(tk11uk)[E$k(tk11)uUk% is the con-
ditional mean, that is, the ‘‘best’’~minimum variance! esti-
mate at timetk11 based on the previous measurements up to
time tk . The symbol; means ‘‘distributed as’’ andN(m,v)
is a gaussian distribution of meanm and variancev.

Now substituting these densities into thea posteriori
and performing the necessary manipulations~see Ref. 20 for
details!, we obtain

Pr~k~ tk11!uUk11!

5Cl exp$2 1
2~v~ tk11!Rvv

21~ tk11!vT~ tk11!

1k̃T~ tk11uk!P̃
21~ tk11uk!k̃~ tk11uk!

2eT~ tk11!Ree
21~ tk11!e~ tk11!!%, ~24!

where thewave number estimation errorvector is defined by
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k̃~ tk11uk![k~ tk!2k̂~ tk11uk!, ~25!

and the corresponding vectorinnovationis

e~ tk![u~ tk!2û~ tk11uk!, ~26!

with the enhanced~MAP estimated! wave-field measurement
given by

û~ tk11uk!5c@ k̂~ tk11uk!#

5a@~k̂~ tk11uk!,tk!#

3sin@~ k̂~ tk11uk!x2v~k̂~ tk11uk!!tk#, ~27!

for the constantCl with respective innovations covariance
matrix, Ree(tk). By maximizing thea posteriori density or
equivalently its logarithm, we have the so-calledMAP equa-
tion,

]

]k
ln Pr~k~ tk11!uUk11!uk5k̂MAP

5O. ~28!

Differentiating the posterior density and noting that
k̂(tk11uk) and e(tk) are both functions of the data set,Uk ,
we obtain

]

]k
ln Pr~k~ tk11!uUk11!

5C~ k̂~ tk11uk!!Rvv
21~ tk11!~u~ tk11!

2CT~ k̂~ tk11utk!!k~ tk11!!2P̃21~ tk11uk!~k~ tk11!

2k̂~ tk11uk!!5O. ~29!

Solving the MAP equation fork5k̂MAP yields

k̂MAP~ tk11!5P̃~ tk11uk11!@P̃21~ tk11uk!k̂~ tk11uk!

1CT~ k̂~ tk11uk!!Rvv
21~ tk11!u~ tk11!#, ~30!

where we have used the fact that

P̃~ tk11uk11!5@C~ k̂~ tk11uk!!Rvv
21~ tk11!CT~ k̂~ tk11uk!!

1P̃21~ tk11uk!#
21, ~31!

from the matrix inversion lemma.23 It has been shown20 that
the gain or weighting matrix can be written as

K ~ tk11!5P̃~ tk11uk11!CT~ k̂~ tk11uk!!Rvv
21~ tk11! ~32!

and therefore performing the indicated multiplication in Eq.
~30! and using this gain expression we obtain the MAP so-
lution

k̂MAP~ tk11!5k̂~ tk11uk!2K ~ tk11!c@ k̂~ tk11uk!#

1K ~ tk11!u~ tk11!. ~33!

Thus we see thatk̂MAP(tk11)5k̂(tk11uk11) evolves as
~see Ref. 20, pp. 80–81 for more details!

k̂~ tk11uk11!5k̂~ tk11uk!1K ~ tk11!e~ tk11!, ~34!

where this expression is the corrected estimate@Eq. ~37!# and
shown in the algorithm of Table I. Thus the model-based
solution to this wave enhancement problem can be achieved
using the nonlinear extended Kalman filter~EKF! algorithm
which is given~simply! as:
Prediction:

k̂ l~ tk11uk!5k̂ l~ tkuk!2
Dtk

tk
Fdv~k̂ l !

dk l
GFd2v~k̂ l !

dk l
2 G21

,

~35!
l 51, . . . ,L;

Innovation:

e~ tk!5u~ tk!2û~ tk11uk!,

ûl~ tk11uk!5a~ tk ;k̂ l~ tk11uk!!sin@ k̂ l~ tk11uk!xl

2v~k̂ l !tk#, l 51, . . . ,L; ~36!

Correction:

TABLE I. Dispersive wave: Discrete extended Kalman filter algorithm.

Prediction

k̂(tk11utk)5a@ k̂(tk11utk)# ~state prediction!

P̃(tk11utk)5A@gk̂(tk11utk)#P̃(tkutk)A
T@ k̂(tk11utk)#1Rww(tk) ~covariance prediction!

Innovation

e(tk)5u(tk)2û(tk11utk)5u(tk)2c@ k̂(tk11utk)# ~innovation!

Ree(tk)5C@ k̂(tk11utk)#P̃(tk11utk)C
T@ k̂(tk11utk)#1Rvv(tk) ~innovation covariance!

Gain

K (tk)5P̃(tk11utk)C
T@ k̂(tk11utk)#Ree

21(tk) ~Kalman gain or weight!

Correction

k̂(tk11utk11)5k̂(tk11utk)1K (tk11)e(tk11) ~state correction!

P̃(tk11utk11)5@ I 2K (tk)C@ k̂(tk11utk)##P̃(tk11utk) ~covariance correction!

Initial conditions

k̂~0u0! P̃~0u0! A@ k̂~ tk11utk!#[
]

]k
a@k#U

k5k̂~ tk11utk!

C@ k̂~ tk11utk!#[
]

]k
c@k#U

k5k̂~ tk11utk!
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k̂~ tk11uk11!5k̂~ tk11uk!1K ~ tk!e~ tk!; ~37!

Gain:

K ~ tk!5P̃~ tk11uk!C
T~ tk!Ree

21~ tk!. ~38!

Here the predicted and corrected covariances are in
Table I. From the table we see that in order to construct the
optimal dispersive wave model-based processor, we must not
only specify the required initial conditions, but also the re-
spective system and measurement Jacobians: (da@•#/dk)
and (dc@•#/dk). For our general solution, we see from Eq.
~15! that

a@k l ,tk#5k l~ tk!2
Dtk

tk
Fdv~k l !

dk l
GFd2v~k l !

dk l
2 G21

,

~39!
c@k l ,tk#5a~ tk ;k l !sin@k l~ tk!xl2v~k l !tk#,

l 51, . . . ,L.

The Jacobians then follow easily as

A@k l~ tk!,tk#512
Dtk

tk S 12

Fdv~k l !

dk l
GFd3v~k l !

dk l
3 G

Fd2v~k l !

dk l
2 G2 D ,

l 51,̄ ,L;
~40!

C@k l~ tk!,tk#5
da l~ tk!

dk l
sin@k l~ tk!xl2v~k l !tk#

1a l~ tk!cos@k l~ tk!xl2v~k l !tk#

3S xl2
dv~k l !

dk l
tkD .

The last factor in the measurement Jacobian expression
can be rewritten asxl2cg(k l(tk))tk . This factor is identi-
cally zero for ak l(tk) that satisfies Eq.~6!. However, in the
Gauss–Markov model, the evolution equation was modified
by adding a random noise term. Thus the factor in the mea-
surement Jacobian consists of the time integral of the random
forcing term,wl(tk), in addition to the error caused by the
time discretization.

Before we complete this section, let us consider a simple
example and see how it fits into this framework. Let us as-
sume that we have a simple,nondispersive, one-dimensional
monochromatic wave model representing an acoustic source
in the far field~e.g., direction finding problem!, then we have

u~x,t !5a sin@k0x2v0t#, ~41!

where the frequency,v05k03c and c the velocity in the
medium. Clearly, the phase and group velocities are identi-
cal, since

cp~k!5
v0

k0
5c, cg~k0!5

dv0

dk
5c. ~42!

In this example, we use the fact that the wave number is
a constant (dk/dt50), therefore, our propagation model in
the discretestate-space framework is simply given by

k l~ tk11!5k l~ tk!,
~43!

ul~ tk!5a sin@k lxl2v0tk#; l 51,̄ ,L.

Correspondingly, the model-based processor then for
this problem takes on the simplified form:

k̂~ tk11uk11![k̂~ tk11uk!1K ~ tk!@u~ tk!2û~ tk11uk!#,
~44!

where the optimal wave estimate at thel-th sensor is

ûl~ tk11uk!5a sin@ k̂ l~ tk11uk!xl2v0tk#, ~45!

and the required Jacobians are simply

A@k l ,t#51, C@k l ,t#5xl2ctk . ~46!

It is interesting to note that if we assume a source at
bearing angleu, then the component wave number along the
array direction isk l5k0 sinu0 and this processor becomes
equivalent to that employed in Ref. 7 for source tracking.
This completes the section on dispersive wave estimation;
next we consider the application of this processor for internal
waves.

II. INTERNAL WAVE DISPERSIVE PROCESSOR

When operating in a stratified environment with rela-
tively sharp density gradients any excitation that disturbs the
pycnocline~density profile! will generateinternal waves.24

These waves are volume gravity waves and can be generated
from tidal flow against islands, sea mounts, and continental
shelf edges or surface/internal wave interactions created dis-
placements in the pycnocline. A ship traveling along the sur-
face of a stratified ocean creates various visible wakes: the
turbulent or centerline wake, the Kelvin wake, and surface
generated internal waves in some cases. Internal waves have
been measured experimentally both in controlled environ-
ments as well as the open ocean25 and observed using syn-
thetic aperture radar processing techniques from satellite
imagery.26,27 From the scientific viewpoint, it is of high in-
terest to understand the effect of internal waves on acoustic
propagation in the ocean6 as well as the ability to measure
their effect directly using current sensor technology.

To apply our processor to the internal wave enhance-
ment problem, we first revisit the original dispersive wave
system

u~x,t !5a~x,t !sin@u~x,t !#, ~47!

and apply this structure to the internal wave dynamics where
u represents the measuredvelocity field and a(x,t) and
u(x,t) are the respective envelope and phase to be specified
by the internal wave structure. As before,

u~x,t !5k~x,t !x2v~k!t. ~48!

To complete the specification of a dispersive wave sys-
tem, we define theinternal wave dispersion relationby

v[v0~k!1k~x,t !v, ~49!

where we have included the additive velocity term to account
for the effects of a Doppler shift created by the ambient
current and the ambient current velocity is defined byv. That
is, in the original formulation we have replaced the position
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variable byx→x2k(x,t)v which leads to the above equa-
tion. For v0(k), we use a dispersion model based on some
empirical results, the Barber approximation,28 for internal
wave dispersion and group velocity. Thus we have

v0~k!5
C0k~ t !

11
C0

N0
k~ t !

, ~50!

with C0 is the initial phase velocity andN0 is the maximum
of the Brunt–Väisälä frequency profile. Using the method of
stationary phase to evaluate the Fourier integral expansion
for internal waves radiated from a moving source,29,30 it is
possible to derive the following21 approximation to the am-
plitude modulation function as

a~ tk!5
A

At
@cp~k!#3/2sin@v~k,tk!Tw#, ~51!

whereA is a constant amplitude governing the overall enve-
lope gain,Tw is a temporal window width, andcp(k) is the
phase speed defined below.

Using the simulator,29 we generate a dense spatio-
temporal velocity field. The noise-free synthesis of the field
created by Doppler shifted internal wave is shown in Fig. 1.
Here the spatial dimension is 1024 samples spaced atDx
51.5 m an aperture of 1536 m with the corresponding tem-
poral dimensions of 361 samples atDt55 s representing a
propagation time of approximately12 h. For this internal wave
simulation, we choose a peak Brunt–Va¨isälä frequency of
N050.137 r/s and a long wave (k50) phase speed ofC0

50.34 m/s with the ambient current~Doppler shift! of v
520.1 cm/s. For our subsequent investigation we select a
section of the velocity field annotated on the figure and ex-
tracted for display in Fig. 2 to illustrate the section both as an
image and the equivalent spatio-temporal representation.

Now in terms of these relations we have the phase speed
given in terms of the above dispersion relation

cp~k!5
C0

11
C0

N0
k~ t !

1v, ~52!

and the corresponding group velocity defined given by

cg~k!5cg0
~k!1v5

C0

S 11
C0

N0
k~ t ! D 2 1v, ~53!

where we definecg0
[(]v0 /]k) and v is the ambient cur-

rent velocity. As before, the actual sensor measurementu(t)
at x is given by

u~ t !5a~x,t !sin@k~ t !x2~v0~k!1k~ t !v !t#. ~54!

With this information in hand, we can now specify the
required dispersive wave state-space model of Eq.~15! as:

k l~ tk11!5k l~ tk!1
Dtk

tk

N0

2

11
v

cg0
~k l !

AC0cg0
~k l !

, tk>t0 ;

~55!
ul~ tk!5a l~ tk!sin@k l~ tk!xl2~v0~k l !1k l~ tk!v !tk#;

l 51,̄ ,L.

Substituting forcg and solving for the wave number at
the lth sensor, we obtain the initial conditions as

k l~ t0!5
N0

C0 SA xL

xl S 11
v

C0
D2

v
C0

xL

21D . ~56!

Now all that remains to completely define the MAP pro-
cessor is the required system and measurement Jacobians.
From the internal wave dynamics above we have that:

FIG. 1. Synthesized internal wave 10243361 image (Co50.3418 m,
No50.1369 r/s,L51024) with processing section displayed.

FIG. 2. Internal wave synthesis (Co50.3418 m, No50.1369 r/s,L5100):
~a! 1003361 image section for processing;~b! equivalent spatio-temporal
representation.
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a@k l ,tk#5k l~ tk!1
Dtk

tk

N0

2

11
v

cg0
~k l !

AC0cg0
~k l !

, tk>t0 ;

~57!
c@k l ,tk#5a l~ tk!sin@k l~ tk!xl2~v0~k l !1k~ tk!v !tk#.

The Jacobians then follow easily from above as:

A@k l ,tk#512
Dtk

tk
F12

3

2

cg0
~k l !1v

cg0
~k l !

G , tk>t0 ;

~58!

C@k l ,tk#5
da l~ tk!

dk l
sinFk l~ tk!xl2~v0~k l !

1k~ tk!v !tk1a l~ tk!

3cos@k l~ tk!xl2~v0~k l !1k~ tk!v !tk#

3S xl2S dv0~k l !

dk l
1v D tkD ,

with the required derivatives available from the internal
wave dispersion and envelope functions as:

dv~k l !

dk l
5

C0

S 11
C0

N0
k l D 2 1v,

~59!
da l~ tk!

dk l
5

A

C0At
S v~k l !

k l
D 5/2FTwS v~k l !

k l
D

3cos~v~k l !Tw!2
3

2

C0

N0
sin~v~k l !Tw!G .

Thus the MAP estimator can now be constructed using
the formulation of the previous section and substituting the
internal wave model and above noted Jacobians. Next we
consider the application of the processor to synthesized in-
ternal wave systems and evaluate its performance. Here we
evaluate the performance of the model-based processor ap-
plied to noisy internal wave dynamics. We appeal to recur-
sive estimation theory20,23 to assess the overall performance
of the processor, that is, we perform basic statistical tests that
are used to indicate whether or not the processor is ‘‘tuned’’
and then observe the enhancement achieved. The data used
in this study are synthesized initially by a sophisticated in-
ternal wave processor29 which has been used to both design
experiments and analyze~post facto! the phenomenology ob-
served.

We use the simulator to synthesize internal wave dy-
namics corresponding to an internal wave field experiment
performed in Loch Linnhe, Scotland in 1994.31,32 Loch Lin-
nhe is a narrow, salt water estuary located on the west coast
of Scotland which possesses favorable stratification condu-
cive for the propagation of internal waves. The internal
waves are generated by surface ships which are typically
imaged by radar systems employing synthetic aperture radar
techniques and real aperture radar imaging of the waves from
low-grazing angle marine radars positioned on the surround-
ing hillsides as well as an array of current meters providing
measurements of hydrodynamic currents associated with the

internal waves. The general objective of this experiment was
to examine the relationship between modulations observed in
radar images and ship generated, internal waves by fusing
the radar data with surface currents measured by an array of
current meter sensors.

The simulation~shown in Figs. 1 and 2! was performed
based on the SNR defined by:

SNRªs2/Rvv,

where s2 is the energy in the true image~scaled to unit
variance! and Rvv is the measurement noise variance ex-
tracted from experimental data. For this feasibility study, we
resample the synthesizer wave section even further primarily
motivated by decreasing the overall computational process-
ing time. We decided that the final image or equivalently
spatio-temporal velocity field would include the entire range
of temporal samples, but spatially we assume a line array of
30 sensors~enough to illustrate the wave structure! spaced at
Dx54 m representing an aperture of 120 m. The data were
contaminated with additive Gaussian noise at a223 dB SNR
and shown in Fig. 3~a!. Here we observe the effect of addi-
tive Gaussian noise in obscuring~visually! the internal wave
dynamics of the synthesized velocity field. We see the noisy
internal wave spatio-temporal signals synthesized, while the
enhanced wave estimates are shown in Fig. 3~b!. The results
appear quite good, however, they must be analyzed from the
statistical perspective to actually assess the overall perfor-
mance of the processor.

A. Minimum variance design

Once the Gauss–Markov simulation is complete, the
MBP is designed to achieve a minimum variance estimate in
the linear model case or a best mean-squared error estimate
in the nonlinear model case. If the models used in the pro-
cessor are ‘‘exactly’’ those used to perform the simulation
and synthesize the design data, then the minimum variance
or best mean-squared error estimates result. For the nonlinear
case, the estimates are deemed approximate minimum vari-
ance because the EKF processor uses linearization tech-

FIG. 3. Equivalent model-based internal wave spatio-temporal enhance-
ment: ~a! synthesized wave~223 dB SNR!; ~b! enhanced internal wave.
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niques which approximate the nonlinear functions in order to
obtain the required estimates. We use the results of the
Gauss–Markov simulations to bound the overall expected
performance of the processor on real data. We essentially use
simulations at various SNRs to obtain a ‘‘feel’’ for learning
how to tune~adjusting noise covariances, etc.! the processor
using our particular model sets and parameters.

Once we have completed the simulations and studied the
sensitivity of the processor to various parameter values, we
are ready to attack the actual data set. With real data, the
processor can only perform as well as the dynamical models
used represent the underlying phenomenology generating the
data. Poor models used in the processor can actually cause
the performance to degrade substantially and enhancement
may not be possible at all in contrast to the simulation step
where we have assured that the model ‘‘faithfully’’ repre-
sents the data. In practice, it is never possible to accurately
model everything. Thus the goal of minimum variance de-
sign is to achieve as close to the optimal design as possible
by investigating the consistency of the processor relative to
the measured data. This is accomplished by utilizing the the-
oretical properties of the processor,20,23 that is, the processor
is deemedoptimal, if and only if, the residual/innovations
sequence is zero mean and statistically white or uncorrelated.
This approach to performance analysis is much like the re-
sults in time series/regression analysis which implies that
when the model ‘‘explains’’ or fits the data, no information
remains and the residuals are uncorrelated. Therefore, when
applying the processor to real data, it is necessary to adjust or
‘‘tune’’ the model parameters~usually the elements of the
process noise covariance matrix,Rww , see Ref. 20 for de-
tails! until the innovations are zero mean/white. If it is not
possible to achieve this property, then the models are
deemed inadequate and must be improved by incorporating
more of the phenomenology. The important point here is that
the model-based schemes enable the modeler to assess how
well the model is performing on real data and decide where it
may be improved. For instance, for the experimental data,
we can statistically test the innovations and show that they
are white, but when we visually observe the sample correla-
tion function estimate used in the test, it is clear that there
still remains some correlation in the innovations. This leads
us, as modelers, to believe that we have not captured all of
the phenomenology that has generated the data and therefore
we must improve the model or explain why the model is
inadequate.

Care must be taken when using these statistical tests,
because if the models are nonlinear or nonstationary, then
the usual whiteness/zero-mean tests, that is, testing that 95%
of the sample~normalized! innovation correlations lie within
the bounds given by

F ĉee~k!6
1.96

AN
G , ĉee~k!5

Ree~k!

Ree~0!
, ~60!

and testing for zero mean as

F m̂e~k!,1.96AR̂ee~k!

N
G , ~61!

rely on quasi-stationary assumptions and sample statistics to
estimate the required correlations. However, it can be argued
heuristically that when the estimator is tuned, the nonstation-
arities are being tracked by the MBP even in the nonlinear
case and therefore, the innovations should be covariance sta-
tionary and the tests are valid. If the data are nonstationary
then a more reliable statistic to use is theweighted sum-
squared residual~WSSR! which is a measure of the overall
global estimation performance for the MBP processor, deter-
mining the ‘‘whiteness’’ of the innovations sequence.20 It
essentially aggregates all of the information available in the
innovation vector and tests whiteness by requiring that the
decision function lies below the specified threshold to be
deemed statistically white. If the WSSR statistic does lie
beneath the calculated threshold, then theoretically the esti-
mator is tuned and said to converge. Thus overall perfor-
mance of the processor can be assessed by analyzing the
statistical properties of the innovations which is essentially
the approach we take in this feasibility test for the minimum
variance design. There are other tests along with these that
can be used with real data to check the consistency of the
processor and we refer the reader to Ref. 20, Chapter 5 for
more details. It should also be noted that the MBP is tuned
primarily by adjusting the process noise covariance matrix
(Rww) and testing the resulting innovations sequence. Thus
we limit our design procedure on synthesized data to tuning
and then statistically testing the innovations for the zero-
mean/whiteness properties.

B. Model-based wave estimator design

We used SSPACK–PC, a model-based signal process-
ing toolbox available in MATLAB to design the
processor.33,34 The model-based wave estimator is able to
extract the internal wave signatures quite effectively even
though the embedded dispersive wave model is just an ap-
proximation to the actual wave dynamics. We show the
spatio-temporal interpretation~and display! of the noisy and
enhanced signals in Fig. 3. To confirm the processor perfor-
mance that we observed visually, we perform individual
whiteness tests on each of the temporal sensor outputs. A set
of statistical zero-mean/whiteness tests for this particular
simulation are shown in Figs. 4–5, where we have chosen
the sensor outputs: 1, 30 to give a feel for the processor
performance across the array. In each figure we show the
performance at that sensor. First, we observe the wave num-
ber ~state! estimate~solid line! along with the true wave
number~dashed line! from the synthesizer. Clearly, the esti-
mates overlay the true wave number dynamics. Next, we see
the estimated velocity field~solid line! at the sensor and that
provided by the synthesizer~dashed line!. As expected, the
estimates are not perfect, lacking enough of the detailed dy-
namics to generate the initial onset and propagation along
with some phase differences; however, the estimates based
on the dispersive model of Eq.~47! appear adequate for this
application. Next, we observe the corresponding sensor in-
novations indicating the difference between the noisy and
predicted measurement along with the bounds predicted by
the processor. Here we note that 95% of the innovations
should lie within the bounds indicating a reasonable mini-
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mum variance design. In this case the samples exceed the
bounds, somewhat indicating the processor could probably
be tuned even better, but for demonstration purposes these
results are satisfactory. Finally the corresponding zero-mean/
whiteness tests for the selected sensors are shown. As men-
tioned these statistical tests are necessary to assess the over-
all performance of the processor. In these representative
realizations each of the sensor innovations are deemed sta-
tistically white, that is, 95% of the sample correlations lie
within or equivalently 5% fall outside the bounds~shown in
the figure! and zero mean, estimated mean is less than the
calculated bound~see figure caption!. Performing these tests
on all of the sensor innovation outputs revealed that each
individually satisfied these statistical tests, indicating a zero-
mean/white innovations and a near-optimal processor. How-
ever, all that this indicates is that the dispersive wave model
is robust enough to capture the dominant internal wave dy-
namics thereby indicating the potential for more practical use

when applied to noisy measurement data. Thus these simu-
lations show that the Gauss–Markov formulation enables us
to capture various uncertainties of internal waves as well as
its associated statistics in a completely consistent
framework.20

To further assess the feasibility of this approach, we ran
the estimator on other synthetic data sets at 0 dB,210 dB,
and 213 dB with similar results, that is, the model-based
approach enabled a near-optimal Bayesian solution with all
sensor innovation sequences statistically testing as zero
mean/white. We are currently applying this technique to
carefully controlled experimental measurements and the pre-
liminary results have led us to continue to pursue this ap-
proach. Next we summarize our findings.

III. SUMMARY

In this paper we have developed a dispersive wave pro-
cessor. Starting with Whitham’s21 solution to the propagation
of waves in a dispersive medium, we developed the approxi-
mate ~due to nonlinear systems! maximum a posteriori
~MAP! solution using a Bayesian formulation of the wave-
field estimation problem. The generality of this result enables
the specification of a particular wave system by its underly-
ing dispersion relation and envelope function which can be
‘‘plugged into’’ the algorithm to obtain the MAP solution.

Once the dispersive wave solution is developed, we ap-
ply it to design a model-based internal wave processor to
solve a multichannel internal wave estimation problem.
Starting with these general results developed for dispersive
wave propagation and an optimal Bayesian solution, the en-
hancer is designed exclusively for internal waves demon-
strating its applicability to a real world problem.

Once formulated, the performance of the MBP was
evaluated on data synthesized at a223-dB signal-to-noise
ratio and shown to be effective in enhancing the final wave-
field estimate. The simulator used to generate synthetic data
is a very sophisticated representation of the internal wave
dynamics incorporating both vertical and horizontal propaga-
tion to synthesize a meaningful characterization useful in
analysis and experimental design.29 In this case the processor
was ‘‘tuned’’ by adjusting the assumed noise covariances
until a zero-mean, white residual or innovations sequence
could be achieved approaching the optimality of the proces-
sor.

There are some interesting conclusions that can be
drawn from this work. First and most obvious, we have taken
a dispersive wave solution model and developed a recursive
maximum a posteriori processor to find a solution to the
multichannel wave estimation problem. Under the assump-
tion of additive Gaussian noise, this solution can be approxi-
mated with an extended Kalman filter. Next we have shown
that it is possible to develop and apply this processor to a set
of data synthesized by using a sophisticated internal wave
model usually called the ‘‘truth model’’ and adding Gaussian
noise. These data have essentially been used to demonstrate:
~1! the feasibility of designing the dispersive wave proces-
sor; ~2! the steps required to develop the processor; and~3!
the fact that the solution to the wave estimation problem is

FIG. 4. Model-based internal wave estimation:~a! estimated~solid line! and
true ~dashed line! wave number no. 1;~b! estimated~solid line! and true
~dashed line! internal wave;~c! residual/innovation~8.9% out!; ~d! zero-
mean/whiteness testing (0.02,1.5, 3.9% out!.

FIG. 5. Model-based internal wave estimation:~a! estimated~solid line! and
true ~dashed line! wave number no. 30;~b! estimated~solid line! and true
~dashed line! internal wave;~c! residual/innovation~3.9% out!; ~d! zero-
mean/whiteness testing (0.31,1.4, 2.8% out!.
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‘‘robust’’ enough to capture the dominant dynamics of the
internal wave phenomenology enabling the processor to
‘‘track’’ noisy ~223 dB! data.
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This paper is devoted to the detection of phase- or frequency-modulated signals corrupted by the
reverberation noise they have created. When the reverberation is modeled as a time-varying
stochastic filtering of the emitted signal, the optimal detector consists of prewhitening the
observation before applying a matched filter. This theory is very difficult to implement because of
the nonstationarity of the reverberation noise. In this paper, a suboptimal detector proposed by Kay
and Salisbury in 1990 is generalized to phase or frequency modulated signals. The reverberation is
assumed locally stationary; the signal is cut into blocks and the whitening is performed as follows:
An autoregressive~AR! modeling of one block allows the whitening of the following block. After
whitening, an appropriate matched filter is applied. This scheme is explained in detail. The local
stationarity assumption of the reverberation noise is discussed in light of the Itakura spectral
distance. Performance of the proposed approach is evaluated theoretically when all parameters are
known, and experimentally using three different real-data sets. ©1999 Acoustical Society of
America.@S0001-4966~99!02606-5#

PACS numbers: 43.60.Gk, 43.30.Vk@JCB#

INTRODUCTION AND PROBLEM STATEMENT

In underwater acoustics, problems due to the presence of
reverberation noise in active sonar detection are now well
known. They are especially important when a low Doppler
target is situated just under the ocean surface, in a conver-
gence zone, or in shallow water.

Detection of a target in reverberation noise is difficult
because the reverberation is dependent on the signal~hence a
high correlation between the signal and the noise!; it is non-
stationary, and it is strongly colored.1,2

In the case of strongly colored noise, the classical
matched filter fails to give good detection, and its perfor-
mance dramatically decreases as the signal-to-noise ratio de-
creases. It is well-known that to overcome this difficulty the
data must be prewhitened prior to any matched filtering. Of
course, this whitening requires the knowledge of the struc-
ture of the noise covariance~or spectrum! function. If this
information is not knowna priori, the covariance function
can be estimated. But the case of reverberation noise is more
difficult since it is not stationary and its covariance function
cannot be easily estimated using only one signal. Hence,
suboptimal strategies based on some strong hypotheses~like
local stationarity of the reverberation! must be considered.

Kay and Salisbury3 gave a suboptimal solution to the
problem of detecting a sinusoid in the reverberation noise
created by the sine. Their approach relies on the assumption
that the noise is locally stationary, and uses a prewhitener
based on an AR~autoregressive! modeling of the noise. This
approach has also been studied in radar contexts.4

Today, active sonars increasingly use phase- or

frequency-modulated signals, such as chirp signals~linear,
hyperbolic frequency-modulated signals!, binary phase shift
keying ~BPSK!, etc. The approach proposed by Kay and
Salisbury3 is therefore no longer valid, since it only works
for sinusoids. In this paper, we generalize the results for
sinusoids3 to any kind of emitted signals. That general theory
is presented in Sec. I. The fundamental assumption of local
stationarity is discussed in light of the spectral measure of
Itakura. The suboptimal detector is then detailed in Sec. II,
and its theoretical performance presented in the case of
known parameters. In Sec. III, we present applications of this
approach on three real-data sets of reverberation acquired in
the Mediterranean Sea. In addition, experimental perfor-
mances in the case of unknown parameters are studied. We
finally discuss some points and present some ideas for future
study.

I. DETECTION OF PHASE- OR FREQUENCY-
MODULATED SIGNALS IN NONSTATIONARY
COLORED NOISE

The general problem we address in this paper is the
following detection problem:

HH0 :y~ t !5n~ t !1b~ t !,
H1 :y~ t !5s~ t !1n~ t !1b~ t !, ~1!

where y(t) is the observed or received signal,n(t) is the
reverberation noise generated by the emitted signal, andb(t)
represents any other kind of noise.s(t) is the signal to be
detected. We assume here that it is linked to the emitted
signal in a simple way:s(t) is equal to the emitted signal up
to a time delay, a Doppler shift and an amplitude attenuation,
or s(t)5Ae(t2t)exp(2ipfdt) where the amplitudeA, the de-
lay t, and the Doppler shiftf d are unknown parameters. In
other words, the extent of the target is assumed to be very

a!Author to whom correspondence should be addressed. Electronic mail:
Bidou.Amblard@lis.inpg.fr
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small compared to the extent of the surface that generates the
reverberation noise. Furthermore, the emitted signal is a
phase- or frequency-modulated signal. But, it should be
noted that the ratioB/n0 of the bandB of the emitted signal
to the carrier frequencyn0 used during the emission should
be small, so that the received waveform is not distorted too
much. Finally, in the detection problem~1!, y(t) represents
the output of the sonar after complex demodulation~complex
envelope!. Hence, signals considered throughout the paper
are complex valued.

When dealing with reverberation noise, the most diffi-
cult problems to solve are the dependence of the noise on the
emitted signal, and the nonstationary character of the noise.

When the reverberation noise is modeled as a time-
varying stochastic filtering process,1,2 a general theory of de-
tection can be written. This theory shows that the optimal
strategy is to first whiten the signal, and to then apply the
matched filter to the desired signal modified by the whitening
filter. However, the whitening filter is the solution of an in-
tegral equation with a time-varying kernel. This equation
may be solved in rare cases, and in all cases, this solution
requires the knowledge of the covariance function of the re-
verberation noise. This function is very difficult to estimate
since the noise is nonstationary. Therefore, suboptimal strat-
egies must be developed.

Two main possibilities appear:

~1! The whitening step is ignored, and the matched filter is
applied to the desired signal. This approach will be de-
noted as the classical approach in the sequel.

~2! The general structure of the optimal detector is retained
~i.e., whitening and matched filtering!, but the structure
is implemented in a suboptimal way. This second ap-
proach requires some strong hypotheses on the rever-
beration noise.

We now detail a strategy that fits the second approach.

A. A suboptimal strategy

One possibility3 relies on two assumptions:

~1! The signal to be detected@s(t)# has a short duration
compared to the reverberation noise. This assumption is
realistic and most often verified in practice.

~2! The reverberation noise is locally stationary. This means
that the reverberation noise may be considered as sta-
tionary over intervals of some duration. This assumption
will be discussed in Sec. I B.

These assumptions lead to a natural solution~though
suboptimal! of the detection problem. The received signal is
cut into blocks of equal length, and the noise on each block
is assumed to be stationary. The detection problem intro-
duced above is thus transformed into the following one. Sup-
pose that we have performed the detection onK blocks and
that no signal has been detected. The detection problem is
then to determine if the signal is present or not in the (K
11)th block, or

HH0 :y~ t !5n~ t !1b~ t !
H1 :y~ t !5s~ t !1n~ t !1b~ t ! for tP~K11!th block.

~2!

Note that we implicitly assume here that the support ofs(t)
is shorter than~or equal to! the length of a block, and that
this support is entirely included in one block. This is of
course unrealistic, but we will discuss this point in the last
section, and show how to overcome the weakness of this
assumption.

The detection strategy is now simpler, since it consists
of deciding on the presence of a signal in a stationary colored
noise. Furthermore, this allows the elimination of the estima-
tion of parametert, which represents the time delay of the
signal to be detected. The estimatedt will correspond to the
number of the block in which the signal is detected.

A second difficult problem is the dependence of the
noise on the emitted signal. This leads to great complica-
tions. However, it also gives some useful information on the
noise. For example, since the reverberation process is as-
sumed to be linear and time varying, the power spectrum of
the noise has a support which is larger than the support of the
power spectrum of the emitted signal. In what follows, we
ignore the dependence of the noise on the emitted signal, but
we keep this dependence in mind fora priori information
~e.g., support of the power spectrum!. To detect a signal in
colored noise, it is well-known that the optimal strategy be-
gins by a whitening of the noise. But, whitening requires the
knowledge of the covariance function of the noise. Hence,
we need the covariance function on blockK11 to derive an
optimal detector on that block. Estimating the covariance on
the block may lead to great difficulties if the signal is present
on this block. The idea proposed by Kay and Salisbury3 is to
use the estimation of the covariance on blockK ~remember
that the signal has not been detected in the firstK blocks! to
whiten the noise on blockK11. This is very simple, but
induces a complication in the local stationarity assumption:
The noise must now be stationary on the scale of two blocks.
This problem is addressed in Sec. I B.

If the noise has been whitened on blockK11 by a filter
w(.), the problem of detection is thus to decide if signal
w(s(t)) is present in white noise. This is a classic problem,
and we know that the optimal detector in the Neymann–
Pearson sense is the matched filter~if the noise is Gaussian!.

We finally have the following suboptimal strategy:

~1! Cut the signal into blocks.
~2! If no signal has been detected up to blockK, use the

estimation of the covariance of the noise on blockK to
whiten with filter w(.) the noise on blockK11.

~3! Apply the optimal detector of signalw(s(t)) in white
Gaussian noise on blockK11.

~4! If no signal is detected, incrementK and go to 2; other-
wise, stop.

The ‘‘stop’’ in the last item is not compulsory and the pro-
cess of detection may continue. However, in that case, block
K12 cannot be tested since an estimation of the covariance
of the noise on blockK11 is not available~a signal is
present!. The detection scheme is synthesized in Fig. 1.

We now discuss the local stationarity assumption.
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B. Local stationarity hypothesis

We present in Fig. 2 an example of reverberation noise
generated by a linear chirp~sine wave with frequency vary-
ing linearly in time!. The nonstationary property of the noise
is clearly seen. Since we split the signal into blocks, Fig. 2
also represents the splitting by vertical lines. The length of
the blocks corresponds to the length of the emitted signal. It
is now necessary to study the stationarity property of the
signal on each block and between two successive blocks. An
examination of Fig. 2 shows that the stationarity of the signal
on one block seems valid. For example, the variation of the
instantaneous power on one block is small.

The second and more important point is the stationarity
on the scale of two blocks, since we need an estimate of the

covariance of the noise on one block to whiten the noise on
the following block. Hence, we concentrate here on second-
order stationarity, i.e., we address the problem of comparing
the covariances of two signals. Since knowing the covariance
is equivalent to knowing the power spectrum, we will con-
sider that the signal is stationary on two consecutive blocks
if the spectrum of the noise does not change significantly
from one block to the next. Comparing power spectral den-
sities is a vast subject. There are many ways to deal with the
question, but standard approaches consist of evaluating a dis-
tance between two spectral densities.

The distance we choose here is the ‘‘symmetrized’’
Itakura distance.5,6 This distance was also used in underwater
acoustics for classification purposes.7 In this work, some dis-
tances were compared, and the Itakura distance gave the best
results. It allowed the separation of signals whose spectral
densities were very close.

Consider two discrete time signalsx1(t) andx2(t) with
respective power spectral densitiess1(l) and s2(l). The
Itakura distance is defined as follows:

dI~s1 ,s2!5 lnF E
2p

1p 1

2p

s1~l!/s1
2

s2~l!/s2
2 dlG , ~3!

wheres i
2 is the asymptotic variance of the linear prediction

error of signalxi(t)

S s i
25expS E

2p

p

log~si~l!!/~2p!dl D ,6,8D .

However, this definition is not symmetrical, and is notstricto
sensua distance. We thus work with the symmetrized ver-
sion of it, which is defined as

dI8~s1 ,s2!5 1
2~dI~s1 ,s2!1dI~s2 ,s1!!. ~4!

If the signals are proportional, it is easy to see that
dI8(s1 ,s2)50. Hence, the distance is not only zero in the
case of equal signals, but also in the case of proportional
signals. This is of great interest, since the power of one block
may increase on the following block. Therefore, the com-
parison we perform between two blocks is ‘‘power blind.’’

To evaluatedI8(s1 ,s2) between two blocks, we need to
estimate the power spectra of the signals on these blocks. In
our application, this is a difficult task since the length of the

FIG. 1. Diagram of the detection strategy used in this paper.

FIG. 2. Example of reverberation noise generated by
the emission of a linear frequency modulation signal
~LFM!. The splitting of the signal into blocks is repre-
sented by the vertical lines~three blocks are repre-
sented: The first one around 0.1 s, and the other two
around 0.4 s!. Each block is then considered as station-
ary.
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block is in general quite short; we will not have a lot of
samples to make a good estimate of the power spectral den-
sities.

We therefore adopt another approach~that will also be
used for the whitening, see Sec. II!: We model the reverbera-
tion noise on one block as an autoregressive model. Consider
an autoregressive model of orderp, whose parameters are
denoted byak . Let «(t) be the white noise that drives the
model. Then, the signal generated by the model is written as

x~ t !52(
j 51

p

ajx~ t2 j !1«~ t !. ~5!

Consider

A~z!5 (
k50

p

akz
2k, with a051. ~6!

Then, the spectral density of signalx(t) can be written as

s~l!5
s2

uA~eil!u2
, ~7!

wheres2 is the variance of«(t). We now assume that the
reverberation noise on blockK is an autoregressive model
with spectral densitysK(l). Now, using Eq.~7!, the Itakura
distance between blocksK andL can be put in the following
form:

dI~sK ,sL!5 lnF E
2p

1p 1

2p UAL~eil!

AK~eil!
U2

dlG . ~8!

We now apply this distance on a reverberation signal
obtained after the emission of a linear chirp. We split this
signal into 25 blocks, and evaluate the Itakura distance be-
tween two successive blocks. The result is shown in Fig. 3.
The signal and its splitting into 25 blocks are shown in the
left panel. The evolution of the symmetrized Itakura distance
between two successive blocks appears in the right panel. In
the experiment, a target was present 400 m from the sonar,
and appears around block #11 of the signal. This explains the
peak observed in the Itakura distance around that block. Ex-
cept for block #11, the greatest distance is observed for
blocks #1 and #2, where the nonstationarity is the most vio-
lent, since it corresponds to the beginning of the reverbera-
tion process. For the other blocks, the distance is lower than
0.2 and roughly constant. This means that the AR models

from one block to the next do not change very much. For a
better understanding of the meaning of a distance lower than
0.2, we plot in Fig. 4 the distance between blockK and block
#1 for the reverberation signal of Fig. 3. We observe that the
distance is almost always greater than 0.2, and this shows
that the stationarity cannot be considered on the scale of
several blocks.

In light of these results, we conclude that the local sta-
tionarity assumption on the scale of two blocks is a reason-
able assumption. Therefore, we can use the estimation of the
covariance of the reverberation noise on blockK to whiten
the data of blockK11. This is done using the AR model
obtained in blockK.

C. Whitening using AR modeling

We now want to implement the whitening filter on block
K11 using the estimation of the covariance of blockK. In
order to estimate this covariance, we proceed as in the pre-
vious section, and adopt an AR modeling of the signal on
block K. The estimated AR model may be written as

FIG. 3. Left: Reverberation noise resulting from the emission of a linear chirp, and its splitting into blocks. Right: Evolution of the Itakura distance between
two successive blocks. The distance stays below 0.2, except for blocks 1 and 2~high nonstationarity! and for blocks 10–11 and 11–12~presence of a target
in the sea!.

FIG. 4. Itakura distance between blockK and block 1 for the signal of Fig.
3. The distance stays above 0.2, showing the nonstationarity on the scale of
several blocks.
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yK~ t !52(
j 51

p̂K

âK~ j !yK~ t2 j !1«K~ t !,

where«K(t) is a white noise. The caret marks (ˆ ) mean that
the parameters have been estimated. The estimation of pa-
rameter aK is performed using the modified covariance
method.9 The orderpK of the model is chosen according to
the minimum description length~MDL ! criterion. Let us
mention that in all our experiments, the shortest length of the
block was 250 samples. For this length, the estimation of the
model can be considered as correct since the orders chosen
were small~maximum 15!. Therefore, the whitening filterw
associated with this AR model has the following transfer
function:

WK~z!511(
j 51

p̂K

âK~ j !z2 j .

To use this filter to whiten the signal on blockK11, we
invoke the local stationarity assumption. In the AR modeling
context, this assumption means that the signal on blockK
11 follows an AR model whose parameters coincide with
the parameters estimated on blockK. Therefore, signal
yK11(t) is passed through filterw to give

zK11~ t !5wK~yK11~ t !!.

The detection problem is now simpler since it consists of
detecting a signal in white noise. This is the goal of the
following section.

II. OPTIMAL DETECTION OF A SIGNAL IN
AUTOREGRESSIVE NOISE

The initial detection problem on blockK11 is now re-
placed by

H H0 :yK11~ t !5nK11~ t !1bK11~ t !

for t50,...,N21,

H1 :yK11~ t !5sK11~ t !1nK11~ t !1bK11~ t !

~9!

wherebK11(t) is white Gaussian noise andnK11(t) is the
Gaussian reverberation noise. The ‘‘reverberation-to-noise’’
ratio is assumed high, and the situation is called ‘‘reverbera-
tion dominant.’’ SignalsK11(t) is a modified version of the
emitted signal and may be written assK11(t)
5Ae(t)exp(2ipfdt). Note that parametert has been dropped
since we assume that it corresponds to the number of the
block in which we are testing.

For convenience, we will now drop the subscriptK11
in our notation. However, the reader must keep in mind that
we are working on blockK11.

A. Optimal detector

The optimal detector whitens the datay(t) and performs
a matched filtering. We therefore implicitly assume that the
‘‘total’’ noise n(t)1b(t) is well modeled as an autoregres-
sive signal, so that the whitening approach described above
can be applied. The detection problem after whitening may
then be written as

HH0 :z~ t !5«~ t !
H1 :z~ t !5sm~ t !1«~ t ! for t50,...,N21, ~10!

where«(t) is complex white Gaussian noise of variances2.
Signal sm(t) corresponds to the filtering of signals(t) ~by
the whitening filterw(.)) andthus reads

sm~ t !5(
j 50

p̂K

âK~ j !s~ t2 j !,

5A(
j 50

p̂K

âK~ j !e~ t2 j !exp~2ip f d~ t2 j !!,

5AmQ~ t !,

where by conventionâK(0)51. The subscriptQ stands for
all the unknown parameters that rule signalm(t): these are
the Doppler shiftf d , but can also be parameters of the emit-
ted signal ~frequency growth rate—or slope—for a linear
chirp, for example!. If we adopt a vector notation, the detec-
tion problem is written as

HH0 :z5«

H1 :z5AmQ1« , ~11!

where vectorsz, mQ , « contain theN samples of the corre-
sponding signals. Since parametersA and Q are unknown,
we are faced with a composite hypothesis testing problem.
We further assume that the variances2 of the noise is un-
known. The detector is therefore given by the generalized
likelihood ratio test~GLRT!, which consists of using the
classical likelihood ratio test in which unknowns are re-
placed by their estimators in the maximum likelihood sense.1

In our case, the test statistic reads

L~z!5
maxA,Q,s2pz/H1

~z!

maxs2pz/H0
~z!

.

The noise is Gaussian and complex circular~the real and
imaginary parts ofz are statistically independent! so that

pz /H0
5

1

pNs2N expS 2
z†z

s2 D ,

pz /H1
5

1

pNs2N expS 2
~z2AmQ!†~z2AmQ!

s2 D ,

where † stands for complex conjugation and vector transpo-
sition. The explicit derivation of the GLRT test is provided
in the Appendix. The test statistic isL5maxQL(Q), where

L~Q!52N logF S 12
umQ

† zu2

~mQ
† mQ!~z†z!

D 21G . ~12!

This test can be shown to be equivalent toL8
5maxQL8(Q), where

L8~Q!52N
umQ

† zu2

~mQ
† mQ!~z†z!

. ~13!

We will use this form in the sequel. We recognize the
matched filter to signalmQ followed by a squarer and a
power normalization.
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The decision is therefore taken after we compare the test
statistic to a thresholdh. If the test is greater than the thresh-
old, hypothesisH1 is accepted, i.e., signalmQ is declared
present in blockK11. If the test is lower thanh, hypothesis
H0 is accepted, i.e., signalmQ is declared absent from block
K11.

B. Theoretical performances

The theoretical performance of the test maxQL(Q)
:H0

H1h is difficult to study. It will be studied experimentally

in Sec. III.
Here, we will present the theoretical performance of the

detector for the case in which parametersQ are known, i.e.,
for the testL(Q):H0

H1h.

WhenQ is known, it can be shown thatL~Q! is asymp-
totically a chi-square random variable with two degrees of
freedom under hypothesisH0 .10 The same result holds for
L8(Q). This result allows an easy computation of the false
alarm probability

Pfa5Proba~L8~Q!.h/H0!5exp~2h/2!.

Therefore, the false alarm probability depends only on the
threshold. Hence, the detector we propose has a constant
false-alarm rate over different blocks.

For the detection probability, it can be shown that the
test L~Q! follows asymptotically a noncentral chi-square
law, with two degrees of freedom and a noncentrality param-
eter equal tol52uAu2mQ

† mQ /s2.10 Hence, this parameter is
directly linked to the signal-to-noise ratio. We have per-
formed Monte Carlo simulations to verify these results. The
signal chosen was a linear chirp. An AR model identified
from a real reverberation noise~resulting from the emission
of the chirp! was used to create our snapshots. Each snapshot

was made of 2N samples to simulate two blocks. The whit-
ening filter was estimated on the firstN samples, and the test
performed on theN remaining samples. To evaluate the de-
tection probability, an echo was placed in the second block,
whereas no signal was placed to evaluate the false-alarm
probability. We used 150 snapshots to obtain the plot of
Figs. 5 and 6. For the detection probability, the signal-to-
noise ratio, evaluated classically as the ratio of the power of
the signal to the power of the noise~in the support where the
signal is located!, is chosen at212 dB ~note that the fre-

FIG. 5. False-alarm probability when parametersQ are known. 150 snap-
shots of an AR model were used. The firstN samples were used to identify
the whitening filter of the second part of the signal. The theoretical curve is
added in this figure.

FIG. 6. Detection probability when parametersQ are known. 150 snapshots
of an AR model were used. The firstN samples were used to identify the
whitening filter of the second part of the signal. The signal was placed in the
second part of the snapshot with a signal-to-noise ratio of212 dB. The
theoretical curve is added in this figure.

FIG. 7. Detection probability when parametersQ are known. Comparison
between the classical detector and the proposed detector. 150 snapshots of
an AR model were used. For the proposed detector, the firstN samples were
used to identify the whitening filter of the second part of the signal. The
signal was placed in the second part of the snapshot with a signal-to-noise
ratio of 212 dB. In the case of the classical detector, no whitening is
performed.
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quency supports of the signal and of the noise are roughly
the same!. Theoretical and simulation results show good
agreement.

More interesting is a comparison between the proposed

detector and the classical detector. We must remember that
this detector ignores the whitening operation. It is therefore
restricted to a matched filter to signals(t), followed by a
squarer and power normalization. It reads

FIG. 8. Proposed~right! and classical~left! detectors of LFM signals in reverberation noise. Blocks 2, 3, 4, and 5. The target is in block 4. The classical
detector has many false alarms.
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Lc~Q!52N
us†yu2

y†y
, ~14!

wheres is the vector that contains the samples of signals(t).
The false-alarm probability of the classical detector is

equivalent to the false-alarm probability of the proposed de-
tector. However, the detection probability of the proposed
detector is much better than that of the classical detector, as
illustrated in Fig. 7. This figure was obtained in the same
way as before for a signal-to-noise ratio of212 dB. The

FIG. 9. Proposed~right! and classical~left! detectors of LFM signals in reverberation noise. Blocks 6, 7, 8, and 11. In this last block, the detectors find an
immobile target.
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improvement is clear in this figure. Further comparisons will
be made in Sec. III for the more realistic case of unknown
parametersQ.

III. REAL-CASE STUDY

In this section, we present real-case experiments. In the
first paragraph, we will present the detector for three differ-
ent types of signals: linear frequency modulation~LFM!, hy-
perbolic frequency modulation~HFM!, and binary-phase
shift keying signals~BPSK!. The case of the sinusoid has
already been treated.3 The behavior of the detector on real
experiments will then be shown. Finally, the experimental
performance of these detectors will be evaluated, and this
will allow us to compare the three signals in a detection
perspective.

A. Structure of the detector for LFM, HFM, and BPSK

In the following paragraph, we will show the results of
the proposed approach for three different signals, and hence,
three different types of reverberation noise. The first signal is
a linear frequency modulated signal that reads

e~ t !5B exp~2p i ~ f 01a0t !t ! for tP@0,T#, ~15!

where f 0 is the carrier frequency used in the experiment.
After complex demodulation, the received echo reads

s~ t !5A exp~2p i ~ f d1at !t !, ~16!

where f d5 f 0(62v/c) anda5a0(162v/c) if v is the ve-
locity of the target andc the speed of sound in the ocean.
Note here thatf 0 anda0 are known, and therefore,f d anda
are linked. Therefore, signals depends on only one param-
eter (v/c). However, in order to detect any kind of linear
chirps, the detector is evaluated as a two-dimensional func-
tion of parametersf d anda ~see Barbarossa’s11 general dis-
cussion on the detection of LFM signals!.

For the hyperbolic frequency modulation, the emitted
signal reads

eg~ t !5C exp~2p ia log~11g0t !!) for tP@0,T#.
~17!

If this signal has durationT, maximum and minimum fre-
quency f M and f m , and bandwidthB5 f M2 f m , then the
parameters area5T fM f m /B and g05B/@T( f 01B/2)#,
where f 0 is the carrier frequency used in the experiment.
After complex demodulation, the echo reads

s~ t !5A exp~2p i @ f 0t1a log~11gt !!#), ~18!

whereg5(162v/c)g0 . Note again thatf 0 , a, andg0 are
known parameters.

The case of the BPSK signal does not lead to an explicit
formulation. A BPSK is a pseudorandom sequence of61
which modulates the phase of a sinusoid. It is characterized
by its number of symbols and its bandwidth.12 Since we do
not have a closed-form expression for a BPSK, the receiver
needs a copy of the emitted signal in order to construct the
detector. Finally, we assume that the received signal is a
modified version of the emitted signal by an attenuation fac-
tor A and a Doppler shiftf d .

In all cases, the signal to be detected is in one block of
the received signal. According to the detection procedure
described above, this block will be whitened by a finite im-
pulse response filter. This filter is obtained as the inverse of
the AR model identified on the preceding block. The detector
is then a filter matched to the target signalmodified by the
whitening filter. Note that this signal has been denoted by
sm(t) and reads

sm~ t !5(
j 50

p̂K

âK~ j !s~ t2 j !5AmQ~ t !.

We now give the expression ofsm(t) for the three dif-
ferent cases studied here.

~1! Linear frequency modulation: It can be shown that the
modified signal remains a linear frequency modulation
signal,13,14 but with a time-varying amplitude. It reads
sm~t!5Amfd ,a~t!,

5Aexp~2pi~fd1at!t!(
j50

p̂K

âK~ j!

3exp~22pi~fdj1aj~2t2j!!!.
~2! For the hyperbolic frequency modulation,13 we obtain

sm~t!5Amg~t!,

5A(
j50

p̂K

âK~ j!exp~22ip~f0~t2j!1a log~11g~t2j!!!!.

~3! Once again, for the BPSK, we do not have an explicit
expression. Therefore, the receiver must have a copy
e(t) of the emitted BPSK after demodulation. The
‘‘Dopplerized’’ signal iss(t)5Ae(t)exp(2ipfdt), so that

sm~t!5A(
j50

p̂K

âK~ j!s~t2j!,

5Amfd
~t!.

For each signal, we have stated the parameters to be
estimated:Q5( f d ,a) for an LFM, Q5g for an HFM, and
Q5 f d for the BPSK. The detector on blockK11 is there-
fore

FIG. 10. Example of reverberation noise generated by the emission of an
HFM. The reverberation is caused by the bottom of the ocean.
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L85max
Q

L8~Q!,

L85max
Q

2N
umQ

† zu2

~mQ
† mQ!~z†z!

:H0

H1h,

wherez is the vector of the observations,mQ contains the
samples of signalmQ(t), and whereh is the threshold. Note
that for the LFM signals, the detector is closely linked to the
so-called Wigner–Hough transform.11

Note that the detectors are quite heavy in terms of cal-
culations. However, in the LFM case, one fast Fourier trans-
form ~FFT! can be used. But for HFM and BPSKs, we do not
have rapid implementation of the detector.

B. Real experiments

We now present the result of the suboptimal strategy
described above on real experiments. In each experiment, we
have created a synthetic low-speed moving target of velocity

FIG. 11. Proposed~right! and classical~left! detectors of HFM signals in reverberation noise.
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v. The echo created is then placed in a real reverberation
noise in block #Kt such that the distance between the target
and the sonar is approximatelycNKtTe/2 m, whereN is the
number of samples per block,Te is the sampling period, and
c the sound velocity in the sea.

For each experiment, we present the output of the detec-
tor prior to the maximization overQ, i.e., the plot ofL8(Q)
vs Q. The output of the detector is presented for several
successive blocks. Therefore, the vertical axis represents the
range between the sonar and the target, and hence, the time
delay between the emission of the signal and the reception of
the echo.

1. LFM signals

The LFM signal used has a decreasing frequency; its
central frequency is 22.5 kHz, its band-widthB is 3 kHz, and
its durationT is 51 ms~BT product of 153!. The sonar listens
for 2 s. The sonar is used in emission and reception~mono-
static situation!, and is aimed at the sea surface with an ap-
erture of about 20 deg. After sampling at a rate of 72.4 kHz,
and after beamforming, the signal is complex demodulated,
undersampled by a factor of 9 and cut into blocks of 411
samples.

The echo of a synthetic target is placed in block #4 with
a signal-to-noise ratio of212 dB; it has a speed ofv
56.25 m/s (f d5200 Hz anda51.0167) and is located ap-
proximately atd5150 m from the sonar. In this experiment,
a real immobile target is located at a distance of 400 m, and
its echo is therefore in block #11.

The output of the detector~before maximization! is
shown in Fig. 8 for blocks #2 to #5, and in Fig. 9 for blocks
#6, 7, 8, and 11. There are two parameters to estimate: Dop-
pler f d is plotted in thex-axis and slopea is plotted in the
y-axis. Note that the detector has its responses concentrated
on lines; this is due to the existing link between the slope and
the Doppler frequency, as mentioned in the preceding sec-
tion.

The synthetic target is easily detected in block #4, with
both the proposed detector and the classical detector. The
parameters at the maximum of the detector area51.017 and
f d5202 Hz and are thus good estimates of the true param-
eters. To see the superiority of the proposed detector, we
look at other blocks, for which the classical detector presents
many false alarms. This is evident for example in block #7,
where a false-alarm peak appears for the classical detector.
Note that the Doppler corresponding to that false alarm is
very small and corresponds to a realistic Doppler. We finally
note that both detectors find the immobile target in block
#11. In this block, the signal-to-noise ratio is unknown, but
we can argue that the level of the reverberation noise is very
low since this target is far from the sonar. It is therefore easy
for the detectors to find the target.

2. HFM signals

The HFM signal used has an increasing frequency, a
central frequency of 1 kHz, and a bandwidth of 100 Hz. Its
duration is 4 s~BT product of 400! and the array~composed
of 27 sensors! listens for 34 s. After beamforming and com-

plex demodulation, the signal is cut into blocks of 480
samples. In this experiment, the emission is done by a sonar
that is aimed at the bottom of the sea. We are thus in the
presence of bottom reverberation, and the bottom is of
course immobile. A reverberation signal produced by the
emission of an HFM is shown in Fig. 10.

The synthetic target is placed in block #4 and has a
speed ofv54 m/s. The signal-to-noise ratio is chosen equal
to 215 dB, which is a very difficult situation. In fact, as we
will see in the next section, this value corresponds to the
limit in performance of the method for HFM. But, we have
chosen this value since the result is spectacular, as illustrated
by the output of the detector shown in Fig. 11.

Even with this very low signal-to-noise ratio, the pro-
posed detector easily finds the target. The maximum of the
detector gives the estimated Doppler frequency, and hence
the estimated speed, which here is close to 4 m/s. Note that
no false alarms occur in this experiment, but on other snap-
shots, false alarms may appear~this will be illustrated by the
experimental receiver operating characteristic~ROC!
curves!.

3. BPSK signals

The duration of the emitted signal is 20.16 ms and its
bandwidth 3.125 kHz~BT product of 60!. The signal is emit-
ted using a carrier frequency of 25 kHz. The sonar is aimed
at the sea surface and has an aperture of about 30 deg. It is
used for the emission and the reception. Before sampling at
25 kHz, the spectrum of the received signal is translated
around frequency 0. After beamforming, complex demodu-
lation, and undersampling by a factor of 2, the signal is cut
into blocks of 252 samples.

The synthetic target is placed in block #4 with a signal-
to-noise ratio of220 dB, and has a speed ofv53 m/s, cor-
responding to a Doppler frequency of 100 Hz. A reverbera-
tion signal produced by the emission of the BPSK is shown
in Fig. 12. The output of the proposed detector and the clas-
sical detector are shown in Fig. 13.

FIG. 12. Example of reverberation noise generated by the emission of a
BPSK signal. The reverberation is caused by the sea surface.
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Once again, the proposed detector is far better than the
classical detector, even in the very low signal-to-noise ratio
we study here. The proposed detector easily finds the target.
However, high false-alarm peaks occur in other blocks, and
since the test is maxQL8(Q):H0

H1h, we conclude that the

false-alarm rate will be high. But when we compare with the
classical detector, we clearly see the superiority of the pro-

posed detector: The classical detector is unable to detect any-
thing at this signal-to-noise ratio. Furthermore, in block #4
the classical detector finds a target at the zero Doppler fre-
quency, whereas the proposed detector finds the target atf d

'100 Hz, close to the simulated Doppler.
For the three cases studied, the superiority of the pro-

posed detection scheme is demonstrated. However, to make

FIG. 13. Proposed~right! and classical~left! detectors of BPSK signals in reverberation noise.
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this assessment more precise, we now turn to the evaluation
of the experimental performance of these detectors.

C. Experimental performance, comparisons

For the three previously described experiments, we have
emitted the signal repeatedly, with a rate of repetition com-
patible with the listening duration. We have

n596 occurrences for LFM signals.
n5128 occurrences for HFM signals.
n5229 occurrences for BPSK signals.

For LFM and BPSK signals, the total duration of the experi-
ment to acquiren occurrences is about 3 min and 2 min,

respectively. We hence assume that during these periods, the
sea surface does not change very much. Then occurrences
can then be viewed asn different realizations of a random
signal. For HFM signals, the duration of the experiment is
about 1 h. But, since we are in the presence of reverberation
due to an immobile surface, then occurrences can also been
considered as snapshots of the same random phenomenon.

This allows us to use these occurrences to perform
Monte Carlo simulations in order to obtain some experimen-
tal receiver operating characteristic curves~ROC curves!.
These curves represent the detection probability versus the
false-alarm probability, at a fixed signal-to-noise ratio. We
evaluate these curves experimentally on the real detector,
i.e.,

FIG. 14. Experimental ROC curves for the proposed detector of LFM.

FIG. 15. Experimental ROC curves for the proposed detector of LFM with-
out block #2. The effect of nonstationarity, which is high between blocks #1
and #2, is therefore forgotten. Note that the curve for25 dB is indeed
plotted, but is nearly perfect.

FIG. 16. Experimental ROC curves for the proposed detector of BPSK.
Note that the curve for210 dB is indeed plotted, but is nearly perfect.

FIG. 17. Experimental ROC curves for the classical detector of BPSK.
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L85max
Q

L8~Q!:H0

H1h.

The procedure is as follows. We apply the detection algo-
rithm on each occurrence~calculation ofL8(Q) for each
block of the occurrence!, with and without a synthetic target.
Then, for each block of each occurrence, we search for the
maximum ofL8(Q). When no target is present, this allows
us to evaluate the probability of false alarms as a function of
the threshold. When we have placed a target in block #Kt ,
we take the maximum ofL8(Q) on block #Kt . If the value
of Q at the maximum is the true value~within a small inter-
val of error!, we count it as a good detection~if the maxi-
mum is greater than the threshold!; otherwise, we count it as
0. Varying the threshold and averaging over then occur-
rences allows us to obtain the estimation of the false-alarm
and detection probabilities as functions of the threshold. We
can therefore plot the ROC curves. This procedure is then
repeated for some signal-to-noise ratios.

Four problems have been examined using the experi-
mental performances of the detectors:

~1! Influence of the nonstationarity. In Fig. 14 we plot the
ROC curves for the LFM signal for a detection scheme
that begins at block #2. In Fig. 15, the ROC curves have
been evaluated without block #2, i.e., when the detection
starts at block #3. We see by comparing these figures
that ignoring block #2 dramatically increases the perfor-
mance of the detector. This fact is due to the high non-
stationarity that exists between blocks #1 and #2, as
shown by a high Itakura distance between these two
blocks. This nonstationarity induces a bad whitening of
block #2, and hence a poor quality of detection. More
precisely, many false alarms will remain in this block
~e.g., see block #2 of Fig. 8!. This illustrates the impor-
tance of the local stationarity hypothesis we have made.

~2! Comparison with the classical detector. This comparison
has been made for the three signals, but we present the

results for BPSK signals only. The ROC curves are
shown in Fig. 16 for the proposed detector and in Fig. 17
for the classical detector. Comparing these results, we
see that for a fixed couple~probability of detection,
probability of false alarm! we have a gain of 5 to 8 dB
by passing from the classical to the proposed detector!
But note that the classical detector has many false alarms
corresponding to unrealistic high Dopplersf d . Hence,
reducing thef d range to a more realistic one will attenu-
ate the differences between the two detectors.

~3! Best signal for detection. In Fig. 18, the ROC curves for
HFM signals are plotted. Comparing Figs. 15, 16, and
18, we can conclude that LFM and HFM have roughly
the same performances~HFM seem slightly superior, but
the phenomenon of reverberation by an immobile sur-
face can be considered as more stable!, and that BPSK
signals are far better, since we have a gain of about 5 dB
for a fixed couple~probability of detection, probability
of false alarm!.

~4! Very low signal-to-noise ratios. In the case of very low
signal-to-noise ratios, experimental ROC curves are be-
low the diagonal and therefore no longer valid. In this
context, choosing this kind of detectors is not the best
choice; it is better to toss betweenH0 andH1!

IV. DISCUSSION

To conclude this paper, we would like to discuss some
possible improvements to the detector. First, we mentioned
the fact that the signal to be detected must be included en-
tirely in one block. This is, of course, unrealistic since we do
not know a priori its location, and therefore we cannot cut
the received signal in such a way that the signal to be de-
tected is in one block. To overcome this problem, we imag-
ine using a sliding window instead of cutting the signals into
blocks ~of course, this cutting corresponds to a sliding win-
dow with a shift of length equal to the length of the window!.
The algorithm would then be the same: estimation of the
covariance through a window, whitening of the signal in the
next window, and matched filtering. This would provide a
better estimation of the range between the target and the
sonar. However, this would greatly increase the time of cal-
culations. A reasonable choice can therefore be to double the
size of the window~twice the lengthL of the emitted signal!
and to make a shift of lengthL. In this way, we are sure that
the signal to be detected will be entirely in one window.
Note that the duration of local stationarity should then be
longer than assumed in this paper.

Let us finally mention that the detector has been applied
essentially for the detection of a synthetic target. Therefore,
the detector was perfectly matched to the target echo. We
need to apply it in real situations where a moving target
effectively emits an echo. This opens the question of the
robustness of the detector. We believe that using phase- or
frequency-modulated signals such as BPSKs will lead to a
robust detector.
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APPENDIX

In this appendix, we derive the structure of the proposed
detector. Note that the problem is

HH0 :z5«,
H1 :z5AmQ1«, ~A1!

where vectorsz, mQ , « contain theN samples of the corre-
sponding signals. The generalized likelihood ratio test
~GLRT! consists of using the classical likelihood ratio test,
in which unknowns are replaced by their estimators in the
maximum likelihood sense. In this case, the test statistic
reads

L~z!5
maxA,Q,s2pz/H1

~z!

maxs2pz/H0
~z!

.

The noise is Gaussian, complex valued, and circular.
Therefore, the probability densities read

pz/H0
5

1

pNs2N expS 2
z†z

s2 D ,

pz/H1
5

1

pNs2N expS 2
~z2AmQ!†~z2AmQ!

s2 D .

Under H0 , the maximum likelihood estimator ofs2 is ob-
tained by maximizingpz/H0

(z) or equivalently, its logarithm.

We classically finds0
25z†z/N. UnderH1 , we obtain in the

same ways1
25(z2AmQ)†(z2AmQ)/N. To obtain the esti-

mation ofA, we differentiate again the log-likelihood under
H1 and obtainÂ5mQ

† z/mQ
† mQ . The maximization overQ

cannot be performed explicitly. Therefore, the GLRT reads

L~z!5max
Q

s0
2N exp~2N!

s1
2N exp~2N!

,

or equivalently

L~z!5max
Q

2N logFs0
2

s1
2G ,

5max
Q

2N logF z†z

~z2AmQ!†~z2AmQ!G ,
5max

Q

2N logF S 12
umQ

† zu2

~mQ
† mQ!~z†z!

D 21G ,
where factor 2 is added for convenience.
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This paper considers the problem of altering a quiescent design for an array of omni-directional
sensors so that the altered design rejects a far-field broadband signal from a given direction. This
problem occurs where microphone arrays are to be used to acquire speech signals for
telecommunication and interferring signals must be rejected. Three main results are presented in this
paper. First, conditions for imposing an exact broadband null upon any given quiescent array
response are derived. Second, an analysis of the sensitivity of exact nulling array responses to sensor
position error is presented. Third, frequency domain formulations for broadband nulls are obtained
and it is shown that these are less restrictive than the exact null conditions which are imposed in the
time domain. A Lagrange multiplier approach is used to impose the null conditions upon a quiescent
array response to minimize the square error between the quiescent and nulled responses. A design
example is given. ©1999 Acoustical Society of America.@S0001-4966~99!02706-X#
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INTRODUCTION

In this paper we consider the problem of altering a far-
field quiescent design for an array of omni-directional sen-
sors so that the altered design rejects a far-field broadband
signal from a given~known! direction. Without loss of gen-
erality, we will use quiescent designs based on the work
presented by Wardet al.1 While far-field designs are pre-
sented in this paper, similar results hold for the near-field
problem.2

Microphone arrays for use in telecommunications
applications3 are the motivation for this work. The arrays
must acquire a broadband signal, such as speech, while deal-
ing with interference, such as other speakers or office noise.

No adaptive algorithms are examined here, although this
is certainly an interesting extension of the current work.
Rather, this paper examines what is achievable in the time-
invariant setting. This can be considered as a bound on the
performance of any adaptive extensions.

In the past, several methods of controlling the positions
of the nulls have been employed, including modification of
the element amplitude and phase,4,5 modification of the ele-
ment phase only,4,6 and element position perturbation.7–9

In phased arrays, where the beamformer weights are
fixed as a function of frequency, broadband pattern nulling is
effected by imposing a null over a wide spatial region cen-
tered on the required broadband null direction. Methods of
producing such a null trough include

d imposing multiple pattern nulls,10–12

d imposing derivative constraints at the desired
direction,10,13,14and

d constraining the average power over an angular
region,15,16

in the vicinity of the required broadband null direction.
The broadband nulling problem this paper addresses is

more precisely defined in Sec. I. The problem decomposes
into two sub-problems: choice of the cost functional~a
squared error cost is chosen! and determination of appropri-
ate constraints. A standard Lagrange multiplier approach is
used to solve this optimization problem.

In Sec. II, the conditions for an exact broadband null are
derived. These conditions are also presented in a form com-
patible with the solution approach used. An analysis of the
sensitivity of the exact null to sensor position uncertainty is
presented. This result allows greater insight into the struc-
tural enforcement of pattern nulls and improves on the per-
formance of previous techniques.

Problems with the exact null approach, namely the ne-
cessity for oversampling and overly restrictive sensor posi-
tion constraints, lead to an examination of an alternative ap-
proach, multiple frequency nulling, shown in Sec. III.

Both nulling approaches are applied to a frequency in-
variant quiescent design in Sec. IV. Conclusions are drawn
in Sec. V.

I. PROBLEM STATEMENT

We will now define some notation and define the prob-
lem addressed in this paper.

Consider a linear array ofN omni-directional sensors, as
illustrated in Fig. 1. Each sensor signal is filtered using a

a!Present address: e-Muse Corporation Ltd, 27 Upper Fitzwilliam St., Dublin
2, Ireland.

b!Present address: School of Electrical Engineering, University College, The
University of New South Wales, Australian Defence Force Academy, Can-
berra ACT 2600, Australia.
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causal finite impulse response~FIR! filter, hn@k# for k
50,...,L21, and the filtered signals are combined to give
the following spatial response for a plane wave impinging on
the array from a directionu measured relative to broadside:

r ~u,v!5 (
n51

N

Hn~v!exp~ j vtn~u!!, ~1!

where

Hn~v!5 (
k50

L21

hn@k#exp~2 j vk!

is the frequency response of thenth sensor filter, v
52p f / f s is the discrete-time frequency variable with a sam-
pling rate off s , tn(u)5 f sc

21xnu is the relative propagation
delay to thenth sensor with a propagation speed ofc, xn is
the location of thenth sensor, andu5sinu.

Let theNL-dimensional delay vector be

d~u,v!5e~v! ^ a~u,v!,

where ^ indicates a Kronecker product, theL-dimensional
discrete Fourier transform vector is

e~v!5@1,e2 j v,¯ ,e2 j v~L21!#T,

and theN-dimensional array response vector is

a~u,v!5@ej vt1~u!,ej vt2~u!,¯ ,ej vtN~u!#T.

The array response may then be written in vector form as

r ~u,v!5hH d~u,v!,

where theNL vector of complex FIR filter coefficients is

h5@h1@0#¯hN@0#¯h1@L21#¯hN@L21##H,

andxH denotes the Hermitian transpose ofx.
We wish to find the coefficientsĥ that produce a similar

array response toh, but with a broadband null in a given
direction. We will assume that coefficientsĥ are formed by
adding a set of perturbing coefficients toh; i.e., ĥ5h1b.

The resulting responser̂ (u,v) is equivalent to the quiescent
responser (u,v) plus the response of a nulling beamformer
with coefficientsb:

r̂ ~u,v!5ĥH d~u,v!

5hH d~u,v!1bH d~u,v!

5r ~u,v!1bH d~u,v!.

Problem 1 „Imposing a Broadband Null…. The general
broadband nulling problem can be formulated as: determine
the coefficient vectorb that minimizes

min
b

J~b! ~2!

subject to u r̂ ~u0 ,v!u<e, ;vPV, ~3!

where J is some suitably defined cost functional that mea-
sures the distance between r(u,v) and r̂(u,v), e is the de-
sired null depth in the nulling direction u0 , andV is the set
of frequencies of interest (typically the bandwidth of the
source and interfering signals).

Several candidate cost functionals and null-imposing
constraints will now be considered.

A. Cost functionals

The choice ofJ in Eq. ~2! is very application dependent.
In many situations use of a min–max~or L`! error criterion
is of interest, however, computationally simple procedures to
solve such problems occur only rarely17 and closed-form so-
lutions generally exist only for trivial cases.

As we wish to find closed-form, computationally simple
functionals we will only consider square-error (L2) tech-
niques. Any one of several candidate functionals could be
used, including:

d minimizing the weighted square distance between the qui-
escent response and the perturbed response,

d minimizing the output power of the nulling beamformer
~which would be appropriate in an adaptive environment!,
and

d minimizing the gain of the nulling beamformer.

Although there is no one ‘‘right’’ choice ofJ, the last
one listed above is by far the simplest to compute, and it will
be considered exclusively in the remainder of this paper~for
a more complete treatment of cost functionals see Ref. 18!.
Specifically, we wish to minimize theL2 norm between the
quiescent coefficients and the perturbed coefficients:

JNG5i ĥ2hi25ibi2 ,

whereibi5(bHb)1/2 is theL2 norm of b.

B. Constraints

Having determined a cost functional, the practicality of
the constraint in Eq.~3! must be assessed. The main results
of this paper allow the following constraints to be imposed.

FIG. 1. The array geometry assumed.
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1. Exact nulling

Consider the following problem:

min
b

bHb ~4!

subject to r̂ ~u0 ,v!50, ;v. ~5!

This corresponds to a constraint on the time domain impulse
responses of the sensor filters, as shown in Sec. II.

2. Multiple frequency nulling

An alternative to an exact broadband null is to impose
multiple zeros in the frequency domain response of the
beamformer at the null angle. In this case, the problem is
formulated as:

min
b

bHb ~6!

subject to r̂ ~u0 ,v!50, v5v1 ,¯ ,vM . ~7!

The challenge now is in choosing the set ofM frequencies
$vm%m51

M at which to impose the frequency domain zeros in
order to obtain a broadband null of a given depth. This prob-
lem is considered in Sec. III.

C. Producing a broadband null in a quiescent
response

The problem of producing a broadband null in a quies-
cent broadband response while perturbing that pattern the
least with regard toJNG may be tackled as follows. If
r (u,v)5hH d(u,v) is the quiescent beamformer response,
find coefficientsb such that

r̂ ~u,v!5~hH1bH!d~u,v! ~8!

is close tor (u,v) as measured byJNG and a broadband null
is imposed.

The optimumb is found as the solution to the con-
strained optimization problem:

min
b

bHb ~9!

subject to CH~h1b!50K , ~10!

whereC is aNL3K constraint matrix,0K is theK vector of
zeros, andK represents the finite number of constraints to be
imposed.

The solution to this constrained optimization problem
may be found using Lagrange multipliers as stated in the
following Proposition; see Frost19 for a more complete treat-
ment.

Proposition 1 „Coefficients for a Broadband Null…. The
optimum perturbationsbopt from the quiescent weightsh to
ensure a broadband null in the required direction are given
by

bopt52C@CHC#21CHh. ~11!

Having defined a suitable cost functional and examined
the solution technique to be used, the next two sections show
how the two broadband null constraints may be placed in the

solution framework. That is, we identify suitable choices for
C to impose broadband nulls.

II. EXACT NULLING

We now show how it is possible through proper array
design to produce an exact pattern null~a pattern zero that is
present over all frequencies!. However, we also show that
stringent requirements are imposed on the array geometry
and sampling rate to achieve this. In Sec. II D we evaluate
the degradation of an exact null that would occur in a prac-
tical setting with sensor location errors.

A. Exact broadband nulling

The requirements for an exact null are presented in
Proposition 2 and its Corollary.

Proposition 2 „Condition for a Broadband Null …. A broad-
band null at u0 will be available if and only if either

r ~u0 ,v!5 (
n51

N

Hn~v!ej vtn~u0!50, ;v ~12!

or, equivalently,

(
n51

N

~hn@k#* sinc~k1tn~u0!!!50, ;k ~13!

where * denotes convolution in the k index andsinc(x)
5sin(px)/(px).

Proof: From Eq.~1!, the response in directionu0 is

r ~u0 ,v!5 (
n51

N

Hn~v!ej vtn~u0!

5 (
n51

N

(
k50

L21

hn@k#e2 j vkej vtn~u0! ~14!

5 (
k50

L21 S (
n51

N

hn@k#* sinc@k1tn~u0!# D e2 j vk. ~15!

Equation~14! yields Eq.~12! and the inverse discrete-time
Fourier transform of Eq.~15! yields Eq.~13!.

It is not immediately clear how Eqs.~12! and ~13! may
be easily enforced. The following result shows this.

Corollary 1 „Integer Delay Property…. If tn(u0) is an inte-
ger for all n, and

(
n51

N

hn@k1tn~u0!#50, ;k, ~16!

then Eq. (13) is satisfied.

Proof: If tn(u0) is an integer for alln, then Eq.~13! be-
comes

(
n51

N

hn@k#* d@k1tn~u0!#50, ;k,

where
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d@k#5 H1,
0,

k50
kÞ0.

The null constraint Eq.~16! is illustrated in Fig. 2. Spe-
cifically, whentn(u0) is an integer for alln, the sum of the
delayed filter impulse responses can be made exactly zero.

Frost19 noted that, for a signal arriving from broadside,
the broadband beamformer withN sensors andL taps per
sensor was equivalent to anL tap filter whose coefficients
were the sum overN sensors. The integer delay property of
the Corollary is equivalent, but for delays other than
tn(u0)50, ;n.

B. Constraints for exact nulling

Note that it is always possible to place a null atu050
because in this case

tn~u0!5
f s

c
xnu050, ;n

and Eq.~16! reduces to requiring

(
n51

N

hn@k#50, ;k.

Using this idea, the condition for an exact null at broad-
side may be written as

C0
Hh50L ,

where

C05IL ^ 1N ,

whereIL is theL3L identity matrix and1N is theN-vector
of ones. The resultingC0 is anNL3L matrix.

To demonstrate how a null may be placed at directions
other than broadside, we rewrite the integer delay property
Eq. ~16! as

(
n51

N

h̃n@k#50,

whereh̃n@k#5hn@k1tn(u0)#. The h̃n@k# are effectively the
filter coefficients that steer the null direction to broadside.
Thus if the coefficientsh̃n@k# were used as the beamformer
filter coefficients, the resulting response would be steered to
2u0 and the null would appear at broadside. This null steer-
ing is only exact fortn(u0)PZ, ;n.

The null constraint can now be written as

C0
Hh̃50.

Define a linear transformation matrixTu that satisfiesh̃
5Tuh. The null constraint now becomes

CHh50, ~17!

whereC5Tu
HC0 is the transformed constraint matrix.

C. Implications for practical array design

It is instructive to consider what the integer delay prop-
erty implies for a practical design. The requirement for a
broadband null is

tn~u0!5 f sc
21xnu0PZ, n51,2,...,N.

Let x150 andxn.0, n.1, i.e., we are considering a single-
sided linear array. The first constraint on the array geometry
is

xn

d0
PZ, n.1, ~18!

regardless of the desired null angle, where we will refer tod0

as thefundamental spacing. Second, we require

d05
mc

f su0
, mPZ. ~19!

Assume that the sensor spacings are logarithmically
increasing,20 and the part of the array closest to the origin is
used only at the highest frequency, with more and more el-
ements becoming active at lower frequencies. Assuming we
want to use the minimum number of sensors to avoid spatial
aliasing, then

d05
c

2 f U
,

wheref U is the upper frequency of interest. The directions in
which we may form a broadband null are then

u05
m2 f U

f s
, mPZ.

Clearly, for a minimum sampling rate off s52 f U it is only
possible to produce a broadband null atu0P$21, 0, 1%, or

FIG. 2. Time domain nulling constraint.
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equivalentlyu0P$2p/2, 0,p/2%. Hence, the minimum sam-
pling rate required for a null atu0 is

f s5
2 f U

u0
>2 f U . ~20!

This demonstrates the major disadvantages of time do-
main nulling: Oversampling is required to produce a null that
is away from broadside or endfire, and the sensor locations
must be quantized to multiples of the fundamental spacing.
These problems can be overcome by using interpolation
beamforming21 or fractional sample delay FIR filters.22,23

However, since FIR filters must be quite long to obtain ac-
curate fractional sample delays, these techniques will result
in significantly longer sensor filters.

D. Effect of sensor position errors on a broadband
null

Given that the optimum nulling coefficients have been
determined to produce an exact null in a given direction, we
now consider the effect of sensor position errors on the ex-
pected null depth. We follow the standard method in the
antenna literature.24

Assume the actual position of thenth sensor isx̂n5xn

1xn , wherexn is the ideal sensor location and thexn are
independent zero-mean Gaussian random variables with
variancesx

2. We assume that the location errors are uncor-
related from sensor to sensor.

The actual broadband response is

r̂ a~u,v!5 (
n51

N

Ĥn~v!ej vt̂n~u!, ~21!

where

Ĥn~v!5 (
k50

L21

~hn@k#1bn@k# !e2 j vk,

with the bn@k# calculated from Eq.~11! assuming ideal sen-
sor locations. The actual propagation delay to thenth sensor
is

t̂n~u!5 f sc
21~xn1xn!u5tn~u!1Dn~u!. ~22!

We now have

u r̂ a~u,v!u25 (
n51

N

(
m51

N

nÞm

Ĥn~v!Ĥm* ~v!ej v@tn~u!2tm~u!#

3ej v@Dn~u!2Dm~u!#1 (
n51

N

uĤn~v!u2.

The expected value of the beampattern is

E@ u r̂ a~u,v!u2#5 (
n51

N

(
m51

N

nÞm

Ĥn~v!Ĥm* ~v!ej v@tn~u!2tm~u!#

3uED~u,v!u21 (
n51

N

uĤn~v!u2, ~23!

whereED(u,v)5E@ej v f sc
21xu#. Noting thatED(u,v) is the

characteristic function of the Gaussian random variablex,
gives25

ED~u,v!5exp~2sx
2~v f sc

21u!2/2!. ~24!

Recall that the ideal beampattern is

u r̂ ~u,v!u25 (
n51

N

(
m51

N

nÞm

Ĥn~v!Ĥm* ~v!ej v@tn~u!2tm~u!#

1 (
n51

N

uĤn~v!u2.

Hence, the actual beampattern can be expressed as

E@ u r̂ a~u,v!u2#5u r̂ ~u,v!u2uED~u,v!u2

1 (
n51

N

uĤn~v!u2~12uED~u,v!u2!.

Assuming that the ideal pattern has an exact null atu0 , then
r̂ (u0 ,v)50, ;v, and the expected actual null direction re-
sponse is

E@ u r̂ a~u0 ,v!u2#5 (
n51

N

uĤn~v!u2

3S 12expS 2sx
2 ~v f sc

21u0!2

2 D 2D ~25!

'sx
2~v f sc

21u0!2(
n51

N

uĤn~v!u2,

for small sx .
~26!

The expected null depth for several different positioning
errors, for the array design detailed in Sec. IV, is shown in
Fig. 3. Unsurprisingly, the depth of the null decreases as the
sensor position errors increase.

FIG. 3. Expected null depth forsx51 mm ~——!, sx52 mm ~¯!, and
sx55 mm ~--!.
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III. MULTIPLE FREQUENCY NULLING

In this section we consider an alternative to exact broad-
band nulling that avoids the oversampling problem identified
in exact nulling. Specifically, we consider the problem of
placing multiple zeros in the null direction frequency re-
sponse such that a given null depth is achieved while mini-
mizing the disturbance to the quiescent broadband response.

A. Constraints for multiple zeros in null direction
frequency response

Let r (u,v)5hH d(u,v) be the quiescent broadband re-
sponse. The constraint we wish to impose here is

d~u0 ,vm!H~h1b!50, ~27!

for m51,...,M . The cost functional is still the nulling gain
JNG .

This problem is identical to Eqs.~9! and ~10! with C
5@d(u0 ,v1),...,d(u0 ,vM)#. The resultingC is anNL3M
matrix. The solution is again given by Eq.~11!.

Clearly, we are not limited to only placing multiple fre-
quency nulls at the directionu0 . A wider null may be speci-
fied by placing further nulls at a directionu01Du0 ~this is
demonstrated by an example in Sec. IV!.

It is now necessary to determine the zero locationsvm ,
m51,...,M in order to achieve the required null depth. As a
simplification we will assume theM zeros are equally spaced
within the design frequency band, so the problem now is
only to choose the number of zeros.

B. Determining the required number of frequency
zeros

Consider the problem of determining the numberM of
equally spaced zeros to impose in the null direction fre-
quency response in order to achieve a given null depth
within the design frequency bandV5@vL ,vU#. An analo-
gous problem was considered by Steyskal11 in which he de-
termined the number of constraints required to achieve a re-
quired null depth over a spatial sector for a phased array.
Steyskal’s method can be modified as follows.

The constraint Eq.~27! may be rewritten as

r̂ ~u0 ,vm!50, ~28!

for m51,...,M .
Steyskal10 showed that the weights which solve the con-

strained optimization are given by

ĥ5h2 (
m51

M

am dm ,

wheredm5d(u0 ,vm). Equivalently, the optimum response
is given by

r̂ ~u,v!5r ~u,v!2 (
m51

M

amq~m!~u,v!, ~29!

where

q~m!~u,v!5dm
H d~u,v!. ~30!

The parametersam are obtained by solving the set ofM
simultaneous equations

F r ~u0 ,v1!

]

r ~u0 ,vM !
G5F q~1!~u0 ,v1! ¯ q~M !~u0 ,v1!

] ]

q~1!~u0 ,vM ! ¯ q~M !~u0 ,vM !
G

3F a1

]

aM

G . ~31!

Define the null depth as

e5max
vPV

u r̂ ~u0 ,v!u2, ~32!

where r̂ (u,v) is given by Eq.~29!, andq(m)(u,v) is given
by Eq. ~30!.

1. Simplification for a frequency invariant beamformer

It is extremely difficult to gain any insight into the varia-
tion of e with M using the general equations above. Hence, in
this section our aim is to determineM for the specific case
where the quiescent beamformer is a frequency invariant
beamformer~FIB!. We will see that in this case it is rela-
tively simple to determinea priori the required value ofM
for a desired null depth.

Consider the following assumptions.

~1! The M nulls are equally spaced over the regionV.
~2! For an FIB, the quiescent response in the nulling direc-

tion is approximately constant over the nulling frequency
band, that is, r (u0 ,v)'A, vPV, where A
5ur (u0 ,vL)u.

~3! r̂ (u0 ,v) is oscillatory and crosses thev axis at v
5v1 ,...,vM .

~4! r̂ (u0 ,v) attains its maximum value atvmax5(v1

1v2)/2.

Of these assumptions, only the last one requires further com-
ment. WhenM equally spaced frequency nulls are imposed
within a regionV, the null-direction response will exhibit
(M21) lobes withinV. The peak of each lobe will occur
approximately midway between the adjacent pair of null fre-
quencies. From many simulations, we have observed that it
is generally the first or last lobe that has maximum height.
For simplicity, we will assume that the first lobe has maxi-
mum height.

With these assumptions, the null depth is given by

e5U r̂ S u0 ,
v11v2

2 D U2

, ~33!

where

r̂ ~u0 ,v!5A2 (
m51

M

amq~m!~u0 ,v!, ~34!

with q(m)(u0 ,v) given by Eq.~30!, and am given by the
solution of Eq.~31! with r (u0 ,vm)5A, m51,...,M .

2. Incremental null depth

At this point it is useful to define theincremental null
depth, e inc as the null depth imposed in the directionu0

relative to the quiescent FIB response, i.e.,
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e inc,u r̂ ~u0 ,vmax!2r ~u0 ,vmax!u2, ~35!

which for a FIB reduces to

e inc5u r̂ ~u0 ,vmax!2Au2. ~36!

Hence, from Eq.~34! we have

e inc5U (
m51

M

amq~m!~u0 ,vmax!U2

, ~37!

with am given by the solution of Eq.~31! with r (u0 ,vm)
51, m51,...,M .

Although Eq. ~37! falls short of providing an explicit
expression forM in terms ofe inc , it does, however, provide
a simple means of calculatinge inc for a givenM. This calcu-
lation depends on the array geometry, number of filter coef-
ficients, sampling rate, design bandwidth, and null direction.
For a given beamformer all of these variables will be fixed.
Importantly, however, the calculation does not depend on the
filter coefficients themselves~only on the number of filter
coefficients used!. Thus the incremental null depth achieved
for a givenM is independent of the quiescent beampattern;
even if the FIB filter coefficients are determined from an
adaptive algorithm, the incremental null depth in the null
direction will be as determined by Eq.~37!.

C. Effect of sensor position errors

In Sec. II we derived an expression, Eq.~26!, for the
expected null depth in a practical situation where sensor po-
sition errors are present. In the case of multiple frequency
nulls this equation becomes

E@ u r̂ a~u0 ,v!u2#5u r̂ ~u0 ,v!u2uED~u0 ,v!u2

1 (
n51

N

uĤn~v!u2~12uED~u0 ,v!u2!,

wherer̂ (u0 ,v) is the ideal null direction response~assuming
ideal sensor locations!.

IV. DESIGN EXAMPLES

In order to illustrate the methods developed above, con-
sider the following example.

A broadband array was designed to operate in the band
1–2 kHz, with an aperture size of six half-wavelengths~for
acoustic waves in air! and a sampling rate off s58 kHz. The
null was to be located atu530°. For exact nulling, this
required a fundamental spacing ofd050.085 m. The result-
ing sensor positions are tabulated in Table I.

A. Quiescent response

The quiescent response was found following the fre-
quency invariant beamformer~FIB! ideas presented by Ward
et al.1,26 The FIR filters each hadL532 coefficients. The
quiescent array response is shown in Fig. 4.

B. Exact nulling

Placing a null atu530° corresponds to one of the qui-
escent array sidelobes. Using the techniques of Sec. II, the
array response of the exact nulling design is shown in Fig. 5.

Note, from Table I, that the sensor-to-sensor delays~for
a signal arriving atu530°! in this array are integer numbers
of samples.

C. Multiple frequency nulling

In order to avoid the problem of integer delays~or the
associated problem of large increases in filter order required
by fractional delay FIR filters! the multiple frequency nulling
technique can be used. Applied in this example, withM
510 and nulling direction againu530°, the resulting array
response is shown in Fig. 6.

Figure 7 shows the multiple frequency technique applied
at bearings of 27.5° and at 32.5°. Ten nulls were placed at
each bearing. The purpose of this is to produce a null over a
wider range of bearings.

TABLE I. Sensor locations and sensor-to-sensor delays relative to center
sensor for a source at 30°.

Sensor position
~m!

Time delay
~samples!

20.5100 26
20.4250 25
20.3400 24
20.2550 23
20.1700 22
20.0850 21

0 0
0.0850 1
0.1700 2
0.2550 3
0.3400 4
0.4250 5
0.5100 6

FIG. 4. Quiescent array response at 21 equispaced frequencies within the
design band.
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D. Null depths

The array responses of the quiescent and multiple fre-
quency nulls at the required null direction are displayed in
Fig. 8, normalized with respect to the quiescent null direction
response at 1 kHz, i.e., these plots show the incremental null
depth that will be obtained relative to the quiescent response.
Observe that the predicted null depth~246 dB! is very close
to the actual null depth~249 dB!.

The exact null depth is not shown as it was zero for all
intents and purposes~lower than 200 dB over the frequency
range of interest!.

The predicted incremental null depth for the multiple
frequency nulling approach Eq.~37! is plotted versus number
of nulls in Fig. 9. Also shown is the actual incremental null
depth, which demonstrates that the predicted null depth is in
good agreement with the actual depth over a large range of
M. This demonstrates the validity of the prediction technique
derived in Sec. III.

V. CONCLUSION

The broadband nulling problem considered in this paper
was formulated as follows. Given anNL vector of filter co-
efficients that produces some desired broadband response
r (u,v) for a beamformer withN sensors andL filter taps per
sensor, find the coefficients that produce a broadband re-
sponser̂ (u,v) which has a broadband null in a specified
direction and was close in some respect to the original re-
sponser (u,v). The problem was formulated in terms of the
following constrained minimization problem: minimize the
distance betweenr (u,v) and r̂ (u,v) subject to the con-
straint thatr̂ (u,v) exhibits a broadband null in the direction
u5u0 .

Two null constraints were considered: one which placed
an exact null in the null direction over all frequencies and
one which placed multiple single-frequency nulls in the re-
quired null direction.

FIG. 5. Array response with exact null at 30° at 21 equispaced frequencies
within the design band.

FIG. 6. Array response with multiple frequency nulls (M510) at 30° at 21
equispaced frequencies within the design band.

FIG. 7. Array response with multiple frequency nulls (M510) at 27.5° and
multiple frequency nulls (M510) at 32.5° at 21 equispaced frequencies
within the design band.

FIG. 8. Array responses of quiescent design~--! and multiple frequency null
design~——! at the null direction (u530°) over the array design frequency
band. The predicted null depth from Eq.~37! for the multiple frequency
nulling approach withM510 is also shown~-.-!.
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For the exact null constraint, it is possible to produce a
pattern zero over all frequencies by formulating the con-
straint as a time domain constraint. This requires oversam-
pling to produce a null at directions other than broadside or
endfire, and places stringent constraints on the sensor loca-
tions. The degradation of the exact null that occurs in a prac-
tical setting with sensor positioning errors was considered. A
reasonably deep null is still achieved for small sensor posi-
tion perturbations. Sensor calibration errors@i.e., differences
between the assumed array vectora(u,v) and the actual ar-
ray vector# would also affect the null depth. A similar tech-
nique to that presented for sensor position errors could also
be used to analyze the effects of sensor calibration errors on
the expected null depth.

For the multiple frequency nulling constraint, a relation-
ship was derived between the number of zeros to impose in
the quiescent beampattern, and the broadband null depth
over the design bandwidth. In the specific case of a fre-
quency invariant beamformer, a simple expression was pro-
vided to a priori determine the incremental null depth that
will be achieved for a given number of frequency zeros.

Examples show the strengths and weaknesses of each
technique.

Finally, we conclude by noting that there is no single
‘‘right’’ answer to the broadband nulling problem considered
in this paper. We have attempted to give a brief review of
some possible formulations of the problem, and have ob-
tained some new results concerning both approximate and
exact broadband pattern nulls. These new results are specifi-
cally aimed at the frequency invariant beamformer, although
they have wider application to more general broadband
beamformers.
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Adaptation of 2f1 – 2f2 distortion product otoacoustic emission
in young-adult and old CBA and C57 mice
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The phenomenon of efferent-mediated adaptation of 2f 1– f 2 distortion product otoacoustic emission
~DPOAE! was investigated in two strains~CBA/JNia and C57BL/6JNia! of mice of various ages
using stimuli presented monaurally or binaurally. The present study demonstrated the existence of
the DPOAE adaptation phenomenon in mice analogous to that previously reported in cats. The
present data were fitted with one- or two-exponential functions. With a one-exponential fit in
2-month old mice, the adaptation magnitude ranged from 0 to 4 dB with the average value of 0.5 to
1.6 dB and the average time constant was 0.5 to 2.3 s. With a two-exponential fit, the shorter time
constant was 0.3 to 1.7 s. The adaptation magnitude and time constant were similar between the
monaural and binaural stimulations. We observed that there was a statistically significant decrease
of adaptation magnitude in older CBA mice with age-related hearing loss when compared with
young adult mice. The results from the young adult mice should be useful in future studies, e.g., a
study of developmental changes in post-natal mice, or changes accompanying an alteration in the
central auditory system arising from any etiology. We suggest that this phenomenon can be used as
a tool for advancing basic knowledge of the auditory system and for assessing an impairment of the
olivocochlear system, e.g., in aging. ©1999 Acoustical Society of America.
@S0001-4966~99!05006-7#

PACS numbers: 43.64.Ha, 43.64.Jb, 43.64.Kc, 43.64.Qh@BLM #

INTRODUCTION

Medial olivocochlear~MOC! neurons in the brain stem
make descending projections onto outer hair cells~OHCs! of
the cochlea, forming a feedback or reflex system~e.g., Warr
and Guinan, 1979!. The MOC efferent system provides
negative feedback, i.e., suppression of cochlear responses
~e.g., Galambos, 1956; Desmedt, 1962!. The MOC system is
believed to influence OHCs not only electrophysiologically
but also mechanically because activation of the efferent sys-
tem was found to produce changes in distortion product otoa-
coustic emissions~DPOAEs!, a mechanical signal~Moun-
tain, 1980; Siegel and Kim, 1982!. This notion is consistent
with the subsequent finding that OHCs are electromotile
~Brownell et al., 1985; Zenneret al., 1985! and thus poten-
tially able to influence mechanics of the cochlea, as was
postulated theoretically in ‘‘cochlear amplifier’’ models
~e.g., Davis, 1983; Neely and Kim, 1983!.

The effects of the MOC acoustic reflex have been dem-
onstrated in a number of ways. Many studies assessed the
effects of the MOC system by applying a contralateral sound
while recording various cochlear responses, e.g., responses
of single auditory-nerve fibers~e.g., Buño, 1978; Warren and
Liberman, 1989!, auditory evoked potentials~e.g., Folsom
and Owsley, 1987!, or click-evoked otoacoustic emissions
~e.g., Colletet al., 1990!. Effects of the MOC system on
DPOAEs have been investigated in two ways:~1! by electri-

cally activating the efferent system in animals~Mountain,
1980; Siegel and Kim, 1982!; and~2! by applying contralat-
eral acoustical stimulation in animals~Puel and Rebillard,
1990; Kujawaet al., 1993; Puriaet al., 1996! and in humans
~e.g., Moulinet al., 1993; Williams and Brown, 1995!. The
contralateral influences were eliminated when the olivoco-
chlear bundle was transected~Warren and Liberman, 1989;
Puel and Rebillard, 1990; Liberman, 1990!.

Contralateral suppression of DPOAEs is expected to be
mediated by contralaterally responsive MOC neurons
whereas an ipsilaterally evoked effect of the MOC system is
expected to be mediated by ipsilaterally responsive MOC
neurons~Warren and Liberman, 1989!. Measuring ipsilater-
ally evoked effects of the MOC system would be inherently
more difficult than measuring contralaterally evoked effects.
For example, if one were to consider adding an ipsilateral
modifier ~‘‘suppressor’’! signal to a test signal, both signals
would unavoidably interact peripherally in the same ear be-
sides interacting centrally via olivocochlear neurons.

A method recently introduced by Libermanet al. ~1996!
provides a good way to observe an ipsilateral effect of the
MOC system on DPOAEs. Libermanet al. observed a phe-
nomenon in cats where the 2f 1– 2f 2 DPOAE level changed
gradually over a few seconds after the onset of the primary
stimulus tones, which we refer to as DPOAE adaptation.
This phenomenon was interpreted to be mainly mediated by
the MOC system~further discussions about this are given in
Sec. III!. This method of examining the effects of the MOC
system has the following advantages:~1! the phenomenon
can be examined monaurally or binaurally, whereby ipsilat-

a!Corresponding author. Department of Surgery, University of Connecticut
Health Center, Farmington, CT 06030-1110; Electronic-mail:
kim@neuron.uchc.edu
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eral, contralateral or binaural effects of the MOC system can
be observed; and~2! the magnitude of the ipsilateral effect
tends to be larger than that of the contralateral effect.

The main goal of the present study is to characterize the
2 f 1– 2f 2 DPOAE adaptation phenomenon in mice. Mice are
an attractive species for auditory research for a number of
reasons. For example, there are many naturally occurring
~e.g., Bonaiutoet al., 1996; Zhenget al., 1999! and artifi-
cially created~e.g., Vetteret al., 1998! mutant strains of
mice which exhibit normal function or various functional
abnormalities of the auditory system. This offers an oppor-
tunity to pursue multidisciplinary research of the auditory
system, using mice, under the influence of various genetic
changes. Mice are also desirable as an animal model for
studies of age-related hearing loss~e.g., Willott, 1991!. In
the present study, we measured the 2f 1– f 2 DPOAE adapta-
tion in two strains of mice, CBA/JNia and C57BL/6JNia, at
various ages. CBA and C57 are two strains of genetically
inbred mice commonly used as models of early- and late-
onset age-related hearing loss, respectively~e.g., Henry,
1983; Parham, 1997; Sunet al., 1998!. The second goal of
the present study is to examine the DPOAE adaptation in old
mice as a means of discerning an alteration in the olivoco-
chlear system as a function of age. Early results of the
present study were reported by Kim and Sun~1998!.

I. METHODS

A. Subjects

Two strains of mice were purchased from National In-
stitute on Aging/Charles River Laboratories~Kingston, NY!
at several age groups:~1! CBA/JNia mice, 2, 17 and 22
months of age;~2! C57BL/6JNia mice, 2, 10 and 12 months
of age. Each group consisted of five mice, and both ears of
each mouse were tested. The range of ages in each strain was
selected to include 2 months as a young-adult age~Crispens,
1976! and to cover a large portion of age span where age-
related hearing changes were observed~e.g., Henry and
Chole, 1980; Willott, 1986! including changes of DPOAE
level ~Parham, 1997; Sunet al., 1998!. Only data having
DPOAE levels of at least 5 dB above the noise floor were
included for the adaptation analysis. Because of imposing the
signal/noise ratio criterion and because of death or middle-
ear disorder during the study, the final number of ears repre-
sented tended to decrease for older mice as indicated in the
figures presented in Sec. II. Regarding 12-month C57 mice,
we were not able to discern a clear pattern of response in
those ears because we were able to obtain data with a suffi-
ciently high signal/noise ratio from only a small number of
ears. Consequently, results from 12-month C57 are not pre-
sented. The care and use of the animal subjects reported in
this study was approved by the Institutional Animal Care and
Use Committee of the University of Connecticut Health Cen-
ter ~No. 92-032-96!.

B. Recording procedure

Prior to the recordings, the ear canals and ear drums
were microscopically inspected for signs of cerumen ob-
struction or infection, and only those ears with clear ear ca-

nal and tympanic membrane were used. For the recording
sessions, the mice were anesthetized by intraperitoneal injec-
tion of a mixture of ketamine/xylazine~0.12 and 0.01 mg/g
body weight, respectively! with supplementary doses~20%
of the initial dose! every 40 to 60 min as necessary. All
recordings took place in an acoustic chamber~Model 1204,
Industrial Acoustics Co., Bronx, NY!. The body temperature
of the animals was maintained near 37 °C with a regulated
heating pad and monitored with a rectal thermoprobe.

C. Recording systems and protocol

The present DPOAE measurement system was described
in detail in a previous report~Kim et al., 1996!. Briefly, the
system consists of an Ariel DSP-16 board in a personal com-
puter, Etymotic Research ER-2 earphones, and an ER-10B
microphone system with a built-in amplifier providing a gain
of 140 dB. CUBeDISC software~Mimosa Acoustics, Moun-
tainside, NJ! was employed.

The paradigm for generation of the stimuli and measure-
ment of the 2f 1– f 2 DPOAE was similar to that used by
Liberman et al. ~1996!. In the present study, the sampling
rate was 50 kHz, and the primary tones were presented as a
train of brief bursts. Each stimulus burst had a duration of
143.5 ms corresponding to seven 20.5-ms periods including
a rise time of 20.5 ms. The interburst silent period was 8.1
ms. TheCUBeDISC DPOAE system required a minimum si-
lent period of 8.1 ms between bursts. Each data point of the
DPOAE level, measured as a function of time, represented
the last 102.5-ms portion of each burst. A ‘‘block’’ of data,
displaying the time course of the DPOAE adaptation, con-
sisted of 40 consecutive data points encompassing a total
elapsed time of about 6 s following the onset of a block of
the stimulus bursts. To reduce the noise level, averages were
taken over five blocks of data which were separated by an
interblock silent gap of 30 s. The resulting data were used to
display the time course of DPOAE adaptation.

The responses were measured monaurally and binau-
rally. In the binaural measurements, identical stimuli were
simultaneously presented into the two ears while recording
in one ear. Data were collected atf 258, 11.3 and 16 kHz,
with f 2 / f 151.2. The primary tone levels,L1 /L2 , were
65/50 dB SPL~re: 20 mPa! for f 258 and 11.3 kHz and
L1 /L2550/35 dB SPL forf 2516 kHz. The use of a lower
stimulus level for 16 kHz was due to an equipment limita-
tion. For f 2511.3 kHz, measurements were also made with
L1 /L2565/65 dB SPL to observe the effect ofL1–L2 on
DPOAE adaptation. The test time for each ear was about 1 h.

D. Data analysis and statistical tests

To quantify the magnitude and time constant of the
DPOAE adaptation, the data of DPOAE level~in dB
relative to the first data point! versus time were fit with
a one-exponential function,y(t)5a(12e2(t/t)), where
y(t), a, and t represent the DPOAE level at timet,
adaptation magnitude~in dB! and time constant~in s!,
respectively. To examine the rapid and slow components
of the DPOAE adaptation observed by Libermanet al.
~1996!, we also used a two-exponential fitting function,
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y(t)5a1(12e(t/t1))1a2(12e2(t/t2)), wherea andt with
subscript 1 represent the parameters of the rapid component
and those with subscript 2 the slow component. The variabil-
ity of the DPOAE signal was measured in terms of the stan-
dard error of the mean~SEM! of DPOAE level at each time
point relative to the first point among a group of ears. The
SEM values at various time points were then averaged.

Pairedt-test was performed by using Systat 7.0 software
~SPSS, Inc.! to evaluate the statistical significance (p, 0.05!
of the difference between monaural and binaural stimulations
regarding the DPOAE adaptation magnitude and time con-
stant. A one-way analysis of variance~ANOVA ! was per-
formed to evaluate differences among the age groups regard-
ing the DPOAE adaptation magnitude and time constant.
Significant (p,0.05) main effects were evaluated with the
Tukey post hocpairwise comparisons.

II. RESULTS

A. DPOAE adaptation in young CBA mice

The mean time courses of the 2f 1– f 2 DPOAE level
following the onset of primary tones are shown in Fig. 1 for
2-month old CBA mice. The ordinate represents DPOAE

level in dB relative to the first point in time. The absolute
ordinate value of the first point in dB SPL for each panel is
indicated in the figure caption. It is seen that the DPOAE
level gradually declined over time while the stimulus level
remained the same, i.e., there was adaptation of DPOAE
level. In each of the six panels, a gradual decline of the
emission level occurred over a few seconds following the
onset of primary tones, eventually reaching a steady-state
value.

An example of the DPOAE adaptation time course to-
gether with a one-exponential fitting function is shown in
Fig. 2~A!. The magnitude,a, and time constant,t, of the
DPOAE adaptation for this example were21.7 dB and 0.7 s,
respectively. The negative polarity ofa here signifies a ‘‘de-
creasing adaptation.’’ In the study by Libermanet al. ~1996!,
two components, rapid and slow, were described for DPOAE
adaptation in cats. They observed that the rapid adaptation
component was more dominant and abolished by transection
of the olivocochlear bundle, whereas the slow component
was of a smaller magnitude and persisted after transection of
the olivocochlear bundle. Figure 2~B! illustrates an example
of a DPOAE adaptation time course fitted with a two-
exponential function. Values of the adaptation magnitude
and time constant for this example were21.0 dB and 0.3 s
for the rapid component and21.0 dB and 3.7 s for the slow
component.

Mean values of the parameters of the one-exponential fit
for 2-month old CBA mice are listed in the upper part of
Table I. Regarding the results derived from the one-

FIG. 1. Time course of 2f 1– f 2 DPOAE level relative to the first point
following the onset of the primary tones in 2-month old CBA mice. Data
represent averages of 10 ears~N!. The left and right columns represent
monaural and binaural stimulations, respectively. The first point of DPOAE
level with monaural stimulation for 8, 11.3 and 16 kHz was 4.6, 13.2 and 18
dB SPL, respectively, and that with binaural stimulation for the same three
frequencies was 4.5, 12.7 and 16.9 dB SPL, respectively. The noise level
associated with these DPOAE measurements was about210 dB SPL~not
shown in the figure!. Figures 3, 4, 7 and 8 are presented using this same
format.

FIG. 2. Examples of fitting functions of DPOAE level versus time; 2-month
old CBA mice, average of 10 ears; monaural stimulation,f 258 kHz. ~A!
one-exponential function,y(t)5a(12e2(t/t)). ~B! Two-exponential func-
tion, y(t)5a1(12e(t/t1))1a2(12e2(t/t2)). Parameter values of the fitting
functions are shown in the figure.
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exponential fit, the adaptation magnitude,a, was negative,
20.6 to21.6 dB, for all of the six cases~three frequencies,
monaural and binaural!. The time constant,t, was 0.5 to 2.3
s. Although a comparison across frequencies in this study
was complicated by the fact that a lower stimulus level was
used for 16 kHz than for the other two lower frequencies, a
trend was seen such that the adaptation magnitudes were
larger and time constants were shorter at lower frequencies.
Differences between the monaural and binaural stimulations
were small for botha andt. We performed a pairedt-test on
values ofa andt of individual ears of 2-month CBA mice
comparing the monaural and binaural stimulus conditions.
The test result indicated that there was no significant differ-
ence ~i.e., p.0.05) between the monaural and binaural
stimulations regarding eithera or t. Regarding the results
derived from the two-exponential fit~Table II!, magnitudes
of the rapid and slow adaptation,a1 and a2 , respectively,
were similar to each other. Also, both of them were smaller
than the overall adaptation magnitude,a, derived from the
one-exponential fit. The rapid time constant was 0.3 to 1.7 s
and the slow time constant was 2.2 to 3.9 s.

B. DPOAE adaptation in old CBA mice

Figures 3 and 4 show the DPOAE adaptation functions,
in the same format as that of Fig. 1, for 17- and 22-month old
CBA mice, respectively. The adaptation functions of the 17-
month CBA mice~Fig. 3! were generally similar to those of
the 2-month CBA mice~Fig. 1!. A trend was seen such that
the 22-month CBA mice~Fig. 4! exhibited smaller adapta-
tion magnitude than the 2-month CBA mice~Fig. 1! al-
though the 22-month mice data were more variable than the
younger mice data. The parameters of the one-exponential fit
for the two older age groups of CBA mice are listed in the

lower part of Table I, where it is seen that the aged mice
tended to have a smaller adaptation magnitude~as noted
above! and a longer time constant than the younger mice.

The variability of DPOAE level relative to the first point
was measured in terms of the SEM for various ages and
frequencies. The SEM for CBA mice, listed in Table III, was
0.1 to 0.5 dB, being larger for lower frequencies and similar
between the monaural and binaural stimulations. There was a
tendency for the SEM to be larger for the 22-month data, at
least partly as a result of a smaller number of ears repre-
sented.

A one-way analysis of variance~ANOVA ! was per-
formed to determine whether age had statistically significant
effects on the DPOAE adaptation. The results are summa-
rized in Table IV. With monaural stimulation, the reduction
in the adaptation magnitude with age was statistically signifi-
cant for the following conditions: at 8 kHz for 2 vs 17

FIG. 3. Data for 17-month old CBA mice. The first point of the DPOAE
level with monaural stimulation for 8, 11.3 and 16 kHz was 7.7, 12.2 and
19.6 dB SPL, respectively, and that with binaural stimulation for the same
three frequencies was 7.5, 12.2 and 18.9 dB SPL, respectively.

TABLE I. Average parameter values for a one-exponential fit for the
DPOAE adaptation in CBA mice of various ages;y(t)5a(12e2(t/t)).

Age
~months! f 2 ~kHz!

Monaural Binaural

a ~dB! t ~s! a ~dB! t ~s!

8 21.6 0.5 21.5 0.6
2 11.3 21.5 1.0 21.2 1.7

16 20.6 1.9 20.7 2.3

8 20.8 1.4 21.2 0.5
17 11.3 21.4 1.9 21.4 2.0

16 20.5 1.1 20.4 1.6

8 20.5 7.1 21.1 2.1
22 11.3 20.5 2.9 20.6 1.1

16 20.2 2.4 20.2 0.3

TABLE II. Average parameter values for a two-exponential fit for the DPOAE adaptation in 2-month old CBA
mice; y(t)5a1(12e2(t/t1))1a2(12e2(t/t2)).

Monaural Binaural

f 2 ~kHz! a1 ~dB! t1 ~s! a2 ~dB! t2 ~s! a1 ~dB! t1 ~s! a2 ~dB! t2 ~s!

8 21.0 0.3 21.0 3.9 20.9 0.3 20.8 2.2
11.3 20.9 0.7 20.8 2.5 20.6 1.2 20.6 2.9
16 20.3 1.1 20.3 3.9 20.3 1.7 20.3 3.2
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months and 2 vs 22 months; at 11.3 kHz for 2 vs 22 months
and 17 vs 22 months; at 16 kHz for 2 vs 22 months and 17 vs
22 months. With binaural stimulation, it was significant at 16
kHz for 2 vs 17 months and 2 vs 22 months. The effect of
age on the adaptationtime constantwas not statistically sig-
nificant for any of the age comparisons. A larger number of
ears and greater averaging of the DPOAE signal to achieve
higher signal/noise ratios may reveal more statistically sig-
nificant age-dependent changes in the DPOAE adaptation pa-
rameters.

C. Effects of L 1 – L 2 and increasing adaptation

The effect of level difference of primary tones,L1–L2 ,
on the DPOAE adaptation process was examined by compar-
ing results with L1–L2515 dB and 0 dB with L1

565 dB SPL atf 2511.3 kHz ~Fig. 5!. The adaptation mag-
nitude was larger with L1–L2515 dB ~i.e., L1 /L2

565/50 dB SPL) than with L1–L250 dB ~i.e., L1 /L2

565/65 dB SPL) for most cases. For example, the emission
level changed little over time withL1 /L2565/65 binaural
stimulation @Fig. 5~D!#. An interesting phenomenon ob-
served in this study is ‘‘increasing adaptation’’ where the
DPOAE level increased over time, e.g., Fig. 5~E! with
L1 /L2565/65, binaural, age517 months, opposite to the
usual ‘‘decreasing adaptation.’’ The increasing type of adap-
tation was not restricted to 17 months of age because, even
among 2-month CBA mice, some ears exhibited the increas-
ing type of adaptation withL1 /L2565/65 while exhibiting
the decreasing type of adaptation withL1 /L2565/50, both
under binaural stimulation~Fig. 6!.

D. DPOAE adaptation in young C57 mice

The DPOAE adaptation functions for 2-month old C57
mice are shown in Fig. 7. The general appearance of the
adaptation functions of the C57 mice is similar to that of the
CBA mice ~Fig. 1!. Mean values of the parameters of the
one-exponential fit for 2-month old C57 mice are listed in
the upper part of Table V. Values of the adaptation magni-
tude,a, were all negative,20.5 to20.9 dB, for the six cases
~three frequencies, monaural and binaural!. The time con-
stant,t, was 0.6 to 1.6 s. There was a trend such that the
adaptation time constant was shorter at lower frequencies.
Pairedt-test ona and t of individual ears of 2-month C57
mice indicated that there was no significant difference (p
.0.05) between the monaural and binaural stimulations re-
garding eithera or t. Results from 2-month C57 mice sum-
marized in Table V~upper part! are generally similar to those

FIG. 4. Data for 22-month old CBA mice. The first point of the DPOAE
level with monaural stimulation for 8, 11.3 and 16 kHz was 5.3, 12.3 and
14.3 dB SPL, respectively, and that with binaural stimulation for the same
three frequencies was 6.4, 13.5 and 14.0 dB SPL, respectively. The number
of ears averaged~N! is shown in each panel in this figure and in Figs. 5, 8
and 9.

TABLE III. Standard error of the mean~in dB! of DPOAE level relative to
the first time point for CBA mice. Various ages, frequencies, monaural and
binaural stimulations are represented. The number in parentheses, in each
case, corresponds to the number of ears represented.

Age f 2

~months! ~kHz! Monaural Binaural

8 0.43~10! 0.44~10!
2 11.3 0.22~10! 0.12~10!

16 0.12~10! 0.09~10!
8 0.28~10! 0.30~10!

17 11.3 0.34~10! 0.27~10!
16 0.09~10! 0.06~10!
8 0.35 ~5! 0.49 ~5!

22 11.3 0.20~9! 0.18 ~9!
16 0.17 ~8! 0.14 ~8!

TABLE IV. Results of a statistical test, one-way ANOVA, of the effect of age on the DPOAE adaptation
magnitude with monaural and binaural stimulations in CBA mice. The ‘‘-’’ symbol represents thatp.0.05.

Monaural Binaural

f 2

~kHz!
2 vs

17 months
2 vs

22 months
17 vs

22 months
2 vs

17 months
2 vs

22 months
17 vs

22 months

8 p,0.05 p,0.05 - - - -
11.3 - p,0.05 p,0.05 - - -
16 - p,0.01 p,0.05 p,0.01 p,0.01 -
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from 2-month CBA mice summarized in Table I except that
the adaptation magnitude,a, tended to be smaller for C57
than for CBA by 0.5 dB on the average; average ofa was
21.2 dB and20.7 dB for CBA and C57, respectively.

Regarding the results derived from the two-exponential
fit ~Table VI!, magnitudes of the rapid and slow adaptation,
a1 anda2 respectively, were similar to each other and both

of them were smaller than the overall adaptation magnitude,
a, derived from the one-exponential fit. The rapid time con-
stant was 0.3 to 1.0 s and the slow time constant was 1.8 to
3.5 s.

E. DPOAE adaptation in old C57 mice

Figure 8 shows the DPOAE adaptation functions, in the
same format as that of Fig. 1, for 10-month old C57 mice.
The parameters of the one-exponential fit for 10-month C57
mice are listed in the lower part of Table V. In Figs. 7 and 8
and Table V, one can note that 10-month C57 mice tended to
have a slightly smaller adaptation magnitude,a, than

FIG. 5. Comparison of time courses of 2f 1– f 2 DPOAE level of CBA mice
with L1/L2565/50 dB ~closed circles! and 65/65 dB SPL~open squares!.
Ages: 2, 17 and 22 months for the top, middle and bottom rows, respec-
tively. The first point of the DPOAE level in dB SPL for 65/50 and 65/65
dB SPL stimuli was 13.2 and 21.1~panel A!, 12.2 and 24.4~panel B!, 12.3
and 15.0~panel C!, 12.7 and 17.2~panel D!, 12.2 and 20.0~panel E!, 13.5
and 17.2~panel F!, respectively.

FIG. 6. Examples of time courses of the DPOAE level in an individual ear
of a 2-month old CBA mouse which exhibited increasing adaptation with
L1/L2565/65 dB SPL and declining adaptation with 65/50 dB SPL;f 2

511.3 kHz. The first point of the DPOAE level was 11.7 and 12.5 dB SPL
for the 65/50 and 65/65 conditions, respectively.

FIG. 7. Data for 2-month old C57 mice. The first point of the DPOAE level
with monaural stimulation for 8, 11.3 and 16 kHz was 7.6, 12.8 and 11.8 dB
SPL, respectively, and that with binaural stimulation for the same three
frequencies was 8, 13.1 and 14.3 dB SPL, respectively.

TABLE V. Average parameter values for a one-exponential fit for the
DPOAE adaptation in C57 mice of various ages;y(t)5a(12e2(t/t)).

Age
~months! f 2 ~kHz!

Monaural Binaural

a ~dB! t ~s! a ~dB! t ~s!

8 20.6 0.6 20.8 0.6
2 11.3 20.9 1.2 20.9 1.0

16 20.5 1.5 20.5 1.6
8 20.5 0.5 20.6 0.4

10 11.3 20.6 4.0 20.3 0.3
16 20.3 6.3 20.4 0.2
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2-month C57 mice. This is analogous to the age-related
change ina noted above in CBA mice~Table I!. A pattern of
changes int with age was not clear.

The DPOAE adaptation functions obtained withL1/L2

565/50 and 65/65 dB SPL atf 2511.3 kHz are shown in
Fig. 9. The stimuli with 65/50 dB SPL yielded larger adap-
tation magnitudes than those with 65/65 dB SPL in both
2-month and 10-month C57 mice. In contrast to the results
from CBA mice ~Fig. 5!, increasing adaptation functions
were not observed in C57 mice with either of the two types
of stimuli at any age.

The variability of DPOAE level relative to the first point
in C57 mice is listed in Table VII in terms of the SEM. The
SEM was 0.1 to 0.5 dB except for one condition, being
larger for lower frequencies and generally similar between
the monaural and binaural stimulations. There was a ten-
dency for the SEM to be larger for the 10-month data, at

least partly as a result of a smaller number of ears repre-
sented. The reason for one exceptionally large SEM, 0.9 dB
for the 10-month, 8 kHz monaural condition, is not clear.

We performed a one-way ANOVA test to determine
whether there were significant effects of age on the DPOAE
adaptation in C57 mice. The test results indicated that the
age-related changes were not statistically significant regard-
ing either the magnitude or time constant of the DPOAE
adaptation in C57 mice. As noted above, greater sample size
and signal averaging may reveal statistically significant ef-
fects of age on the DPOAE adaptation in C57 mice.

III. DISCUSSION

A. Main findings

The main findings of the present study are that a
DPOAE adaptation phenomenon exists in mice and that the
DPOAE adaptation changes with age. The pattern of the
post-onset time course of DPOAE level in mice is qualita-
tively similar to that in cats~Liberman et al., 1996!. Even
though the magnitude of the DPOAE adaptation in mice was
found to be relatively small, ranging from near 0 to about 4
dB in young adults, the temporal pattern of change in the

FIG. 8. Data for 10-month old C57 mice. The first point of the DPOAE
level with monaural stimulation for 8, 11.3 and 16 kHz was 3.9, 10.6 and
11.1 dB SPL, respectively, and that with binaural stimulation for the same
three frequencies was 4.8, 8.4 and 12.8 dB SPL, respectively.

FIG. 9. Comparison of time courses of 2f 1– f 2 DPOAE level of C57 mice
with L1 /L2565/50 dB ~closed circles! and 65/65 dB SPL~open squares!.
Ages: 2 and 10 months for the top and bottom rows, respectively. The first
points of DPOAE level in dB SPL for 65/50 and 65/65 dB SPL stimuli were
12.3 and 22.5~panel A!, 10.6 and 17.3~panel B!, 13.1 and 22.2~panel C!,
8.4 and 15.4~panel D!, respectively.

TABLE VI. Average parameter values for a two-exponential fit for the DPOAE adaptation in 2-month old C57
mice; y(t)5a1(12e2(t/t1))1a2(12e2(t/t2)).

Monaural Binaural

f 2 ~kHz! a1 ~dB! t1 ~s! a2 ~dB! t2 ~s! a1 ~dB! t1 ~s! a2 ~dB! t2 ~s!

8 20.4 0.4 20.3 1.8 20.5 0.3 20.5 2.3
11.3 20.5 0.8 20.5 2.4 20.5 0.5 20.5 2.6
16 20.3 1.0 20.3 3.1 20.3 0.9 20.3 3.5
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emission level as a function of time was clearly recognizable
~e.g., Fig. 1! because the random variability was much
smaller ~the SEM being often a small fraction of 1 dB,
Tables III and VII! than the adaptation magnitude.

B. Middle-ear muscle reflex

Adaptation of DPOAE may be possibly mediated by a
middle-ear muscle reflex. This is because middle-ear muscles
can be activated by ipsilateral and/or contralateral sound
stimulation, which would attenuate both a forward transmis-
sion of the primary tones and a reverse transmission of the
emission. Although the present study did not include condi-
tions where the middle-ear muscles were severed, the study
by Libermanet al. ~1996! provides strong evidence against
middle-ear muscle reflex as a major source for DPOAE ad-
aptation by demonstrating the following in the cat:~1!
DPOAE adaptation in animals with the middle-ear muscles
completely severed was not substantially different from that
in animals with intact middle-ear muscles~e.g., Fig. 9 of
Liberman et al., 1996!; and ~2! transection of the olivoco-
chlear bundle mostly abolished the DPOAE adaptation. Fur-
thermore, moderate level stimuli (L1/L2565/50 and 65/65
dB SPL! used in this study are not expected to produce a
middle-ear muscle reflex sufficient to produce the observed
DPOAE adaptation.

C. Olivocochlear system

The observation that the DPOAE adaptation was mostly
abolished by olivocochlear transection~cited above! supports
a view that the DPOAE adaptation is mainly mediated by the
olivocochlear system. Libermanet al. also observed that a
minor component of the DPOAE adaptation, having a slower
time constant, remained after olivocochlear transection. This
observation suggests that the minor component of the
DPOAE adaptation is mediated by a local cochlear process,
possibly a process of distortion-product generation associ-
ated with OHC motility. Because the present study did not
include transection of the olivocochlear bundle in mice, we
are unable to ascertain directly how much of the DPOAE
adaptation in mice is mediated by the olivocochlear system
and how much by a local cochlear process. We interpret,
however, that the DPOAE adaptation of the mouse described
in this study is mediated, to a large extent, by the olivoco-
chlear system because the DPOAE adaptation behaviors of
the mouse and cat are qualitatively similar. In addition, the

cat study showed that the second component of DPOAE ad-
aptation ~remaining after olivocochlear transection! was
small at 8–16 kHz, the frequency range which was used in
the present mouse study. Although accurately converting fre-
quencies between the cat and mouse is difficult, the finding
in the cat is consistent with the present interpretation.

D. MOC system

The olivocochlear system consists of the medial and lat-
eral olivocochlear~MOC and LOC! neurons projecting to the
outer hair cells~OHCs! and to afferent fibers beneath the
inner hair cells ~IHCs!, respectively ~e.g., Warr, 1992;
Guinan, 1996!. Between the two olivocochlear subsystems,
the MOC, rather than the LOC, subsystem is believed to
underlie the DPOAE adaptation for the following reasons.
First, Libermanet al. ~1996! found that sectioning only the
crossed olivocochlear bundle~COCB! at the midline was as
effective in disrupting the ipsilaterally evoked DPOAE adap-
tation as sectioning the complete olivocochlear bundle. This
finding suggests that ipsilaterally responsive MOC neurons,
most of which are expected to travel in the COCB, mediate
the adaptation and that LOC neurons that are spared by the
midline section do not contribute to the adaptation. In addi-
tion, the present view is consistent with the observations of
OHC electromotility and influence on DPOAEs by electrical
activation of the COCB cited in the Introduction.

E. Prediction about basilar-membrane motion

According to a combined hypothesis about OHCs and
MOC neurons~e.g., Kim, 1984; Kimet al., 1995, 1998!, one
postulates that, when the ear is subjected to the onset of a
steady-state stimulus lasting for several seconds, the cochlear
amplifier gain is controlled by reflex activities of MOC neu-
rons whereby a cochlear mechanical response undergoes a
gradual change reflecting MOC neurons’ activities. The ex-
istence of the DPOAE adaptation phenomenon provides
strong support for this hypothesis. There is an important pre-
diction of the hypothesis, i.e., the amplitude of basilar-
membrane motion~e.g., in response to single or two tones!
should undergo an adaptation over the time course of a few
seconds analogous to the DPOAE adaptation. To our knowl-
edge, there are presently no reports of such adaptation in
basilar-membrane motion. A reliable measurement should
reveal the existence of such an adaptation in basilar-
membrane motion. This is because, according to current un-
derstanding, the presence of the DPOAE adaptation phenom-
enon in the ear canal is incompatible with the absence of a
parallel adaptation phenomenon in basilar-membrane mo-
tion.

F. Effects of frequency and monaural/binaural
stimulation

The magnitudes of the DPOAE adaptation in the mice
tended to be larger at lower frequencies, a phenomenon also
observed in cats~Liberman et al., 1996!. The adaptation
magnitude with binaural stimulation is generally expected to
be larger when compared with ipsilateral stimulation since
more MOC neurons are expected to be activated when

TABLE VII. Standard error of the mean~in dB! of DPOAE level relative to
the first time point for C57 mice. Various ages, frequencies, monaural and
binaural stimulations are represented. The number in parentheses, in each
case, corresponds to the number of ears represented.

Age f 2

~months! ~kHz! Monaural Binaural

8 0.22~10! 0.22~10!
2 11.3 0.16~10! 0.16~10!

16 0.14~10! 0.15~10!
8 0.94 ~4! 0.55 ~4!

10 11.3 0.21~4! 0.48 ~6!
16 0.23 ~2! 0.18 ~2!
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sounds are presented to both ears. In cats, the DPOAE adap-
tation magnitude was larger with binaural stimulation than
with monaural stimulation. In the present study of mice,
however, no significant difference of adaptation magnitude
was found between monaural and binaural stimulations. The
reason for this difference is not clear. The present finding of
similar magnitudes of the DPOAE adaptation in the mouse
between monaural and binaural stimulations implies that
contralaterally responsive MOC neurons~which may be
mostly uncrossed! are relatively fewer in the mouse than in
the cat. Neuroanatomical studies~e.g., Warren and Liber-
man, 1989; Campbell and Henson, 1988; review by Warr,
1992! indicate that uncrossed~i.e., ipsilateral! MOC neurons
constitute 25% and 30% of all MOC neurons in the mouse
and cat, respectively. A fewer percentage of uncrossed MOC
neurons in the mouse than in the cat is consistent with the
above implication but it is not clear whether the slight dif-
ference in these percentages is sufficient to account for the
difference in the DPOAE adaptation between the mouse and
cat regarding the contralateral influence.

G. Comparison of mouse, cat and other species

The average adaptation magnitude~obtained with a one-
exponential fit! for the mouse studied here ranged from near
0 to about 4 dB in young adults. These values tend to be
smaller than those in the adult cat, ranging from near 0 to
about 9 dB~Libermanet al., 1996, Fig. 11!. This may partly
represent a species difference. The difference, however, may
be explained, at least in part, by differences in animal prepa-
ration methods. For example, the bulla was opened and the
pinna and ear canal were removed in the cat study whereas
the outer and middle ears were kept intact in the present
mouse study. When viewed from a source located inside the
ear, placement of an acoustic probe close to the tympanic
membrane after removing the ear canal is expected to make
the load impedance higher. Since the signal source amplitude
is divided between the source impedance and the load im-
pedance, a higher load impedance would lead to a larger
amplitude of the recorded emission signal.

In the cat, the rapid component of the DPOAE adapta-
tion was much larger than the slow component~cited above!.
In the mouse, the magnitudes of the rapid and slow compo-
nents were similar~Tables II and VI!. The reason for this
difference is not clear. Regarding time constants of the ad-
aptation, we note the following from Tables II and VI of this
paper and Figs. 11 and 12 of Libermanet al. ~1996!: ~1! the
rapid time constant was 0.3 to 1.7 s in the mouse and 0.05 to
0.5 s in the cat; and~2! the slow time constant was 1.8 to 3.9
s in the mouse and 0.4 to 2.5 s in the cat. Thus the time
constants in the two species were in overlapping ranges with
those of the mouse being longer. The reason for the differ-
ence in the time constants is not clear. The time constants
were similar between the monaural and binaural stimulations
in the mouse~Tables II and V!, which is in agreement with
the results from the cat~Libermanet al., 1996, Fig. 11!.

Besides the cat and mouse, ipsilaterally produced
DPOAE adaptation was also observed in the guinea pig~Ku-
jawa and Liberman, 1998!, where the adaptation behavior
was qualitatively similar to those of the other two species.

The magnitude of the DPOAE adaptation observed in the
present study is comparable to that of the contralateral influ-
ence on DPOAEs observed in guinea pigs~e.g., 0 to 3 dB,
Kujawa et al., 1993; Puel and Rebillard, 1990! and in hu-
mans ~e.g. 0 to 2 dB, Moulinet al., 1993; Williams and
Brown, 1995!, and those of contralateral influence on tran-
siently evoked emissions in chinchillas~0 to 1 dB, Kakigi
et al., 1997! and in humans~0 to 2 dB, Hoodet al., 1997!.

H. Effects of L 1 – L 2

Properties of the DPOAE adaptation were observed to
be much affected by stimulus parameters. For example, not
only the magnitude but also the polarity of DPOAE adapta-
tion was affected by a change inL2 while L1 was fixed~Figs.
5, 6, and 9!. Complicated patterns of change in DPOAEs
observed in the present study are analogous to the early ob-
servations by Siegel and Kim~1982! of changes in DPOAEs
produced by electrical activation of the OCB at the floor of
the fourth ventricle. The latter study demonstrated that
DPOAEs were decreased, increased or remained unaffected
by activation of the OCB under various acoustic stimulus
conditions. As suggested by Siegel and Kim~1982!, we con-
sider that, even if the effect of OCB activation on cochlear-
partition motion at a local place is always suppressive, com-
plicated patterns, such as an increase of the emission level in
the ear canal by OCB activation, can arise as a result of
vector-signal summation along the length of the cochlea
which may sometimes include out-of-phase cancellations.
Further studies would be needed to delineate the overall pic-
ture of the magnitude and polarity of the DPOAE adaptation
as a function of stimulus parameters and underlying mecha-
nisms.

I. Relationship between the adaptation and DPOAE
level

In the present results, there was a tendency for the ab-
solute DPOAE level~indicated in the figure captions! to de-
crease with increasing age. This, combined with a decrease
of the adaptation magnitude with increasing age described
above, suggests a correlation between the two measures, i.e.,
the adaptation magnitude should be larger for higher
DPOAE level. A part of the present data, e.g., the CBA data
obtained with 16 kHz~described in the captions of Figs. 1, 3,
and 4, and Table I!, and the C57 data obtained with monaural
stimulation ~Figs. 7 and 8, and Table IV!, bear out such a
correlation. The overall examination of all of the present
results, however, did not yield a clear correlation between
the two measures. The reason for this is not clear.

J. Effects of aging

The present study examined properties of the DPOAE
adaptation as a function of age. To our knowledge, effects of
OC activity on DPOAEs in ears with hearing impairment
have not been previously reported. The general appearance
of the DPOAE adaptation process in aged ears was similar to
that in young ears. In comparison to young mice, both the
aged CBA and C57 mice tended to have smaller adaptation
magnitudes and longer time constants. For human subjects,
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contralateral suppression of transiently evoked OAEs was
also reported to be less in older than in younger subjects
~Castor et al., 1994; Hood et al., 1997!. Results of the
present and these previous studies tentatively suggest that, in
old subjects, both cochlear OHC function and olivocochlear
efferent system function are impaired.

A definitive conclusion concerning the olivocochlear
function in aged ears, however, cannot be made until the
following two issues are resolved. The first issue regards the
stimulus level. Because old ears with hearing loss have
higher thresholds than young ears, the sensation level is re-
duced in old ears when the stimulus is presented at a constant
dB SPL, as was done in the present study. Ideally, results
from various age groups obtained with matched sensation
levels~in addition to constant SPL! would help address ques-
tions regarding effects of both sensation level and SPL. The
second issue regards the source~s! of age-related change in
the DPOAE adaptation. The source~s! of the age-related re-
duction of the adaptation magnitude observed in this study
may possibly be alteration~s! in the olivocochlear system, in
the cochlea~i.e, distortion-generation process! or both. Sur-
gical or pharmacological disruptions of the olivocochlear
system would help resolve this issue.

K. C57 versus CBA mice

Comparing the results from C57~Table V! with those
from CBA ~Table I!, both recorded at 2 months of age, we
note that C57 mice exhibited a smaller average magnitude
~0.7 dB! of the DPOAE adaptation than CBA mice~1.2 dB!.
This is an unexpected finding because, at 2 months of age,
both strains of mouse are commonly believed to have normal
function of the auditory system. Regarding the absolute
DPOAE levels in dB SPL, the two strains generally exhib-
ited similar values~11.7 and 11.3 dB SPL on the average for
CBA and C57, respectively!. The auditory brainstem re-
sponses have been also observed to be generally similar be-
tween the two strains at 2 months of age~e.g., Henry and
Chole, 1980; Sun, 1998!. A study by Li and Borg~1991!,
however, observed that the auditory brainstem response
threshold of C57 mice was increased by several dB for fre-
quencies of 8 to 32 kHz from the age of 1 month to 2
months. The smaller magnitude of the DPOAE adaptation in
C57 mice at 2 months of age may be due to a slight impair-
ment of the auditory function observed by Li and Borg. Fur-
ther studies would be needed to elucidate this question.

L. Continuous stimulation and analysis

Regarding the method employed in the present study,
only quasi-continuous stimulation was used due to a mini-
mum 8.1-ms interburst time, a limitation imposed by the
digital signal processing board~Ariel DSP-16! used. The in-
terburst time was found to have a significant effect on the
DPOAE adaptation, i.e., the DPOAE adaptation magnitude
was larger when 61.4-ms two-tone bursts were presented
with a shorter~e.g., 8.1 ms! interburst time than with a
longer~e.g., 500 ms! one~Libermanet al., 1996!. In studies
of the contralateral influence of click-evoked OAEs~Veuillet
et al., 1991!, an analogous observation was made, i.e., con-

tralateral stimulation with clicks having a shorter inter-click
interval was found to increase the suppression magnitude. It
is expected that the magnitude of the DPOAE adaptation
would be larger than that seen in the present and Liberman
et al. studies if the interburst time is reduced below 8.1 ms
or, more ideally, if a two-tone stimulus is presented continu-
ously for several seconds. In the latter case, one would need
to do short-term Fourier analysis with a window width on the
order of 50 to 100 ms. Improved instrumentation that can
perform such a continuous stimulation and analysis~Neely
et al., 1999! would help make measurement of the DPOAE
adaptation a more useful tool.

M. Future studies

The present results were obtained with the upper pri-
mary frequency,f 2 , ranging from 8 to 16 kHz. Mice can
hear sounds at frequencies reaching 100 kHz~Fay, 1988!.
This implies that the maximum characteristic frequency of a
mouse cochlea may be on the order of 70 kHz. Therefore, it
will be desirable that future studies extend the frequency
range for the DPOAE adaptation behavior of mice to higher
frequencies reaching such high frequencies.

The present results from young adult mice constitute a
normal baseline of the DPOAE adaptation phenomenon in
mice. These results should be useful in future studies that
may use this phenomenon as a noninvasive assay of the
function of the olivocochlear system, e.g., a study of devel-
opmental changes in postnatal mice, or changes accompany-
ing an alteration in the central auditory system arising from
any etiology including aging. We suggest that this phenom-
enon can be used as a tool for advancing basic knowledge of
the auditory system and for assessing an impairment of the
olivocochlear system. Application of this method to humans
will require an improvement in instrumentation because a
lower signal/noise ratio in humans, compared with other
mammals, makes it difficult to measure the DPOAE adapta-
tion in humans~Agramaet al., 1998; Neelyet al., 1999!.
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In two earlier papers@de Boer, J. Acoust. Soc. Am.98, 896–903 and 904–910~1995!# the inherent
problems of the inverse-solution method in cochlear mechanics were described. The present paper
shows results obtained with a more universal solution method. With the new method it is possible
to construct a three-dimensional model of the cochlea producing a response that accurately
simulates a measured mechanical basilar-membrane response. With earlier methods this could not
be done. The inverse solution invariably yields that, with low stimulus levels, the model simulating
a viable cochlea must be locally active. For the response of a dead animal a passive model is
sufficient. Once more the inherent intricacies and problems of the inverse-solution method are
discussed. Conservation of fluid volume leads to the concept of the ‘‘virtual stapes velocity.’’ For
best results, the input signal to the inverse-solution procedure should be acquired in the form of a
‘‘composite cross-correlation spectrum.’’ Inverse analysis can, under certain circumstances,
produce aberrant results. In this paper it is shown why the resulting impedance function is the most
accurate in the region of the response peak. Therefore, it is unlikely that a passive model would exist
of which the response simulates the data obtained from a healthy animal. ©1999 Acoustical
Society of America.@S0001-4966~99!05406-5#

PACS numbers: 43.64.Kc, 43.64.Bt@RDF#

INTRODUCTION

This paper continues the path followed in two earlier
publications of the first author~de Boer, 1995a, 1995b!,
henceforth to be referred to as~INV-1! and ~INV-2!. The
cited work described an ‘‘inverse solution’’ with which the
main parameter function of a model of cochlear mechanics,
the basilar-membrane impedance function, is retrieved from
a measured response function. The inverse-solution method
has many problems and pitfalls; therefore, the response
computed from a cochlear model with the retrieved
impedance—in ~INV-2! termed the ‘‘resynthesized
response’’—will not automatically be identical to the mea-
sured response. Despite these problems it was shown that the
resynthesized response had a major peak which resembled
that of the measured response in several respects. In the
meantime, a new set of experimental data on the response of
the basilar membrane~BM! has become available~de Boer
and Nuttall, 1997b–GLIDE!, and the analysis technique has
been further studied and improved~de Boer, 1998–
NEW3D!. Preliminary results were presented in de Boer and
Nuttall ~1997a–DAM! where a much better agreement be-
tween original and resynthesized responses was demon-
strated than in~INV-2!. In the present paper results are
shown of application of the most fully developed technique

to date. With that technique the resynthesized response is~in
almost all instances! identical to the original response—to
within the accuracy of plotting.

With low-level stimuli, the recovered BM impedance
shows a region where the BM enhances the power of the
waves in the model. Thus to simulate a low-level response,
the model has to be ‘‘locally active’’~cf. de Boer, 1993,
1996!. Strictly speaking, the use of a linear concept like
‘‘BM impedance’’ is not allowed for a nonlinear system as
the cochlea. However, when only statistical concepts like
‘‘input–output cross-correlation functions’’ are utilized in
defining the ‘‘response’’ of the cochlea, a straightforward
interpretation of the results in terms of the theory of a linear
system is possible; this is expressed by the EQ-NL theorem
~de Boer, 1997b–CONNEC!. All procedures and conclu-
sions will then relate to that linear system. Therefore, we will
only consider a linear model—as we did in~INV-1! and
~INV-2!. In the same vein, we will always express the re-
sponse of the cochlea in terms of the input–output cross-
correlation function~ccf! for wide-band noise stimulation.
When the linear model is extended to include nonlinear ele-
ments, we tacitly assume that it remains within the class of
models for which the EQ-NL theorem holds.1 In this context
it can be stated that with higher levels of stimulation the
degree of activity of the cochlea diminishes~de Boer and
Nuttall, 1997a–DAM!. In responses measured post-mortem,
activity has vanished.

The inverse solution method is often called an ‘‘ill-
a!Electronic mail: e.deboer@amc.uva.nl
b!Electronic mail: nuttall@ohsu.edu

3410 3410J. Acoust. Soc. Am. 105 (6), June 1999 0001-4966/99/105(6)/3410/11/$15.00 © 1999 Acoustical Society of America



posed problem’’ because small variations in the input data
may cause large variations in the recovered BM impedance.
It is shown in the present paper that this is not invariably
true.

I. SOLUTION METHODS

The cochlear model to be considered is the same ‘‘styl-
ized’’ three-dimensional model as was used in~INV-1! and
~INV-2!. The main variables are:x, the coordinate along the
longitudinal axis, andv, the radian frequency. The variable
v should be considered a constant, andx functions as the
independent variable. In the earlier work we applied an ap-
proximation of the model equation described by de Boer and
van Bienema~1982!. In the meantime, this approximation
method has been improved considerably~de Boer, 1998–
NEW3D!. Still, the method is limited to a model of constant
geometry along its length~a ‘‘stylized’’ model!. We have
also generalized the solution method to a form involving a
matrix equation with a ‘‘full’’ matrix~cf. Allen, 1977; Mam-
mano and Nobili, 1993!. That method can, if desired, be
applied to a model of arbitrary shape. In the present paper we
use the full-matrix method for the same stylized model as in
the earlier papers.

In both of the new formulations internal wave reflections
are handled much better than with the method used in
~INV-1! and ~INV-2!. Such reflections may well arise since
the recovered impedance functionZBM(x,v) will be irregu-
lar due to random errors in the data. Appendix A summarizes
the assumed geometrical and mechanical properties of the
model, and presents the basic solution formulae. As a result
of the improvement, the resynthesized response is identical
~within plotting accuracy! to the response used as input to
the inverse procedure~except in cases where the impedance
function turns out to be exceedingly irregular!.

II. RESULTS I. THE SIMPLEST CASE

Data were collected on movements of the basilar mem-
brane~BM! in the basal turn of the guinea pig cochlea using
a laser velocimeter~cf. Nuttall et al., 1990; Nuttall and
Dolan, 1996!. We recorded from a location that, in a viable
cochlea, has its best frequency~BF! between 16 and 18 kHz.
The method of data acquisition is described in de Boer and
Nuttall ~1997b–GLIDE!. For all data used in the present pa-
per bands of noisewere used as acoustical stimuli, and the
input–output cross-correlation function~ccf! was computed
~see Appendix A of the last-cited paper!. Fourier transforma-
tion leads to the input–output cross-correlation spectrum~to
be called the ccf spectrum!. In a similar way the wide-band
ccf spectrum for the stapes velocity was obtained. The ccf
spectrum of the BM response was divided by the ccf spec-
trum of the stapes response and corrected for differences in
stimulus spectral density. As a result,all response data in
this paper represent the ratio of BM to stapes velocity. Ap-
pendix B gives details~including a figure! on the response of
the stapes and on signal processing.

Let us first considerpost-mortemdata~obtained approxi-
mately 20 min after the animal was killed by cardiac injec-
tion of sodium pentobarbital!. In this case the stimulus signal

was a wide band of noise covering frequencies from 1 to 40
kHz, presented at the highest available intensity from the
sound system. In the first step of the inverse method the
measured ccf spectrum has to be transformed from thefre-
quencyto theplacedomain. This amounts to going from the
‘‘local’’ to the ‘‘panoramic’’ view, in the terms of Patuzzi
~1996!, and use is made of the great similarity in shape of
response functions in the two domains. Details about this
transformation—which includes minor modifications of
phase and amplitude—are given in Appendix C. In the trans-
formation we used the following parameters:2

a55 @cm21#; vmax52p60 @kHz#,
~1!

L50.6 @cm#, N5256.

The lengthL of the model is divided intoN sections,3 a and
vmax are parameters involved in the cochlear map@see Eq.
~C1!#. The result is the BM velocityvBM(x,v) as a function
of locationx, and this should be regarded asthe response of
the chosen model to a tone with radian frequencyv
52p f BF (where fBF is the best frequency, or BF) applied to
the stapes. Figure 1, upper panel, shows a typical post-
mortem BM velocity functionvBM(x,v) after this transfor-

FIG. 1. Inverse solution based on post-mortem data.Upper panel.Response
converted to the place (x-!domain ~amplitude and phase!. Animal code:
‘‘7701.’’ Actual best frequency~BF!: 13.4 kHz; BF used inf -to-x conver-
sion: 16.8 kHz. Stimulus level~dB SPL over one octave! 100 dB. Maximum
BM-to-stapes velocity ratio: 15.6. 0 dB on the amplitude scale corresponds
to 1. Added functions: pressure near the BM~amplitude and phase! and
power flux ~dash–dot line!. For the pressure 0 dB corresponds to
50 dyne cm22 (5 kg m21 s22). Lower panel.Effective BM impedance re-
covered by inverse solution~real and imaginary parts!. Three-dimensional
model. The impedance scale is nonlinear: values from ‘‘21’’ to ‘‘ 11’’ are
shown linearly, larger values are logarithmically compressed. The norm ‘‘l ’’
corresponds to 200 g cm22 s21, or 2000 kg m22 s21. Virtual stapes velocity:
2.68-0.75i . Coarsely dashed line: exponential function ofx, see text.
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mation plotted as a function of locationx. Amplitude and
phase are shown by a solid and a finely dashed line, respec-
tively. In this particular case the BF location (xBF) was arti-
ficially displaced to the location corresponding to 16.8 kHz,
which is the BF of the ‘‘live’’ cochlea of the same animal.
The stimulus level indicated applies to one octave~10–20
kHz! of the noise spectrum, and corresponds to 106 dB SPL
for a pure-tone stimulus.

Let us consider thelong-wavemodel where the pressure
p(x,v) is found by double integration of the velocity
vBM(x,v) @see Eq.~A4!#. We are left with two unknown
integration constants. That is, to the obtained pressure solu-
tion p(x,v), a linear combinationpe(x,v) like

pe~x,v!5p01p1~x2L ! ~2!

has to be added, where (x5L) is the location of the heli-
cotrema, and we must find suitable values forp0 andp1 . A
similar problem was met in earlier work~INV-1 and INV-2!
and solved bysetting both integration constants to zero.
Here we will discuss this problem in more general terms.
When the integration has been started at the helicotrema and
if it is assumed that at the helicotrema the pressure is zero,
the constantp0 must clearly be zero. Similarly, settingp1 to
zero implies that atx5L the derivative of the pressure
pe(x,v) is zero so that the extra term causes no fluid flow
across the helicotrema. But what else does it imply?

Integrate Eq.~A4! once over allx; it follows that at (x
50) the derivative of the pressurep(x,v) is (2 ivr/heff)
times the integral ofvBM(x,v) from (x50) to (x5L)—see
Appendix A for the meaning ofheff . Divided by (2 ivr)
this derivative yields a velocity which we have termed ‘‘vir-
tual stapes velocity.’’ This, then, is the value we have to use
for the stapes velocity in the inverse solution: the integral of
vBM(x,v) from (x50) to (x5L) divided byheff . The result
is that in each channel of the model the total volume of fluid
remains constant.The virtual stapes velocity will, in general,
not be equal to the actual stapes velocity used in the experi-
ments, but we hope that it will be nearly real and of order
one.

Another, more general, way of expressing this adjust-
ment of the stapes velocity to the integral of the BM velocity
is the following. Suppose we have obtained a set of BM
velocity data and have transformed these to thex-domain.
We have assumed a certain shape of the model and imposed
our transformed response functionvBM(x,v) upon it as its
response. We do not know, however, whether ourf -to-x
transformation is correct, or whether the geometries of the
model and the BM are good approximations of the actual
cochlea. It is, furthermore, not guaranteed that, in the
x-domain, the total amount of fluid displaced by the BM
equals the amount of fluid displaced by the stapes. We must
adhere to the physical laws under which the model equation
was derived, and one of these laws includes conservation of
fluid volume. Therefore, we use the freedom we have to
prescribe that the total fluid volume in one channel of the
model remains constant. That means that the stapes velocity
vst cannot simply be made equal to unity but must bead-
justed to the integral ofvBM(x,v) over all values ofx, di-
vided byheff ~so thatvst will be equal to the ‘‘virtual stapes

velocity’’ !. Because the reasoning is independent of the type
of model involved, we will use the same procedure for the
three-dimensional model and for the recordings from alive
and dead animals.

Let us now turn to treating the post-mortem data with
the three-dimensionalmodel. The inverse solution was com-
puted using the method described in Appendix A, with the
following model parameters@see also Eq.~1!#:

«50.2; b50.1 @cm#; h50.1 @cm#. ~3!

The parameter« is the width of the BM divided by the width
b of the model, andh is the height of one channel of the
model.

The lower panel of Fig. 1 depicts the resulting BM im-
pedance. The solid line shows the real part, and the finely
dashed line the imaginary part. The ordinate scale is nonlin-
ear, values with amplitudes smaller than ‘‘1’’ are plotted
linearly ~marked by the thick vertical bars on the sides!, and
values outside that range are logarithmically compressed.
See the legend for the normalization constant, i.e., the im-
pedance value corresponding to ‘‘1.’’

Clearly, thereal part of the BM impedance is positive
from (x50) to the end of the response peak. This means that
the best-fitting model is a passive one. Theimaginary partof
the BM impedance is negative in the region to the left of the
peak, and it remains negative throughout the region of the
peak. From the fact that the imaginary part does not cross the
zero line we infer that in this case resonance of the BM is not
the primary cause of the roll-off of the amplitude. Therefore,
it must be theshort-wavenature of the wave that causes the
amplitude ultimately to go down. We observe the phase in
this region to vary by 2p over a distance of the order of 1
mm which is fast enough to rule out the long-wave model. In
the short-wave region the wave is extinguished before it
reaches the location where the BM shows resonance. The
physical property underlying this phenomenon has been de-
scribed as ‘‘boundary-layer absorption’’ by Lighthill~1981!.
More about the physics of short waves in a cochlear model
can be found in de Boer~1996!, section 5.2. It follows that a
long-wave model is not sufficient to describe the response of
the ‘‘dead’’ cochlea.

The imaginary part of the BM impedance appears
to vary like an exponential function ofx. A coarsely
dashed line is added to the figure that shows the function
@C exp(2ax)# ~with C equal to 2104). This line has a
slightly smaller slope than the imaginary part of the imped-
ance in the leftmost part of the figure indicating that the
estimate ofa (5 cm21) has been somewhat too low~cf. Tsuji
and Liberman, 1997!.

The feature that the real part ofZBM(x,v) is positive in
the region of the response peak is robust, we found it in all
11 post-mortem experiments analyzed. The findings pre-
sented can be interpreted as corroborating the use of a simple
standard passive model for the response of a dead animal.

Resynthesis is done by solving the forward problem
with the obtained impedance function. Because complemen-
tary methods are used for inverse analysis and resynthesis,
the computed response is indistinguishable from the input
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response. In this case, resynthesis is ‘‘perfect’’ and there is
no need to show the result.

The upper panel of Fig. 1 includes graphs for thepres-
sure p(x,v) computed near the BM@Eq. ~A1!#. The pres-
sure’s amplitude function is seen to be gradually decreasing
with increasingx. Its phase approximately varies as that of
vBM(x,v). One more function is shown in the upper panel of
Fig. 1, thepower flux~dash–dot line!. The latter function is
computed by integrating the density of power dissipation by
the BM overx ~this density is equal to 0.5 times the product
of the width of the BM, the pressure difference across the
BM and the complex conjugate of the BM velocity!. It is
normalized to be zero at (x5L). In a passive model the
power flux obviously is a decreasing function ofx.

III. INTERLUDE I—THE COMPOSITE CCF SPECTRUM

Let us now turn to the case where a cochlea in good
physiological condition is stimulated by a weak signal. To
measure the response to a band of noise centered at the best
frequency~BF! and presented at a very low level, the stimu-
lus’ spectrum should have a bandwidth of one or two oc-
taves. With a measuring time of approximately 60 s, the peak
region in the ccf spectrum is well represented; but at levels
25–30 dB below the peak, the ccf spectrum becomes too
noisy for the inverse-analysis procedure. Using a wide-band
stimulus does not remove this defect because weak response
components outside the passband are still lost in measure-
ment noise.

To obtain an accurate record over a much wider fre-
quency range, several records taken with stimuli with differ-
ent noise bandwidths and presented at different levels were
combined. First, the ccf spectrum in the BF region was mea-
sured by using a narrow-band stimulus centered at the BF
and presented at a low level. Only the most central part of
this ccf spectrum was kept; if we call the lowest crossover
frequencyf a , the spectrum was stored from the frequency
( f a2 f 0) upward wheref 0 equals 450 Hz. Next, a stimulus
containing more low-frequency components was presented,
at a higher level, and the ccf’s spectral content in the fre-
quency region fromf b2 f 0 to f a1 f 0 was kept, wheref b is
below f a . This procedure was repeated a few times, with
lower and lower bands of noise. Joining all partial ccf spec-
tra, taking into account differences in stimulation level and
spectral density of the stimuli used, produces what is called
thecomposite ccf spectrum.In combining the various partial
spectra, smooth transitions were created around the connec-
tion points f a , f b , etc. with a window function extending
from 2 f 0 to 1 f 0 . It is because the cochlear response is
~nearly! linear at frequencies below the BF that such a com-
bination is justified. The resulting composite spectrum can be
considered as the ccf spectrum of a linear system, namely, of
the linear model mentioned in the Introduction. Therefore,
the composite ccf spectrum should be interpretedas if it had
been possible to measure the ccf spectrum in one experiment
with a constant-amplitude weak stimulus over the entire fre-
quency range from below 1 kHz to over 25 kHz. The com-
posite ccf spectrum was again made to express the ratio of
BM to stapes velocity. At low stimulation levels four partial
spectra were used; in measuring at very high levels two were

enough. For the data in dead animals and for the response of
the stapes the composite-spectrum technique was not neces-
sary ~see Sec. II!.

Figure 2~A!, upper panel, presents a typical result, the
composite ccf spectrum measured with a noise stimulus at a
level of 20 dB ~in the BF region!, and shown here as a
function of frequency. For the sake of completeness we re-
peat that the ‘‘stimulus level’’ is the dB SPL over one octave
~10–20 kHz! of the noise spectrum. From the lowest fre-
quencies to the BF~16.8 kHz! the composite ccf spectrum is
observed to cover an amplitude range of over 50 dB, and for
the frequency regionabovethe BF the spectrum is accurate
to within 25–30 dB down from the peak. In Fig. 2~A! the
amplitude of the spectrum is normalized to 0 dB at its peak;
the actual velocity ratio at the peak frequency~BF! is 404. In
the leftmost region of the figure unwrapping of the phase has
not been successful, and the phase curve is only shown from
2.8 kHz upward.

The lower panel of Fig. 2~A! shows theccf waveform
function that is associated with the composite ccf spectrum.
When we assume that the cochlea is linear at this low level
of stimulation, we can interpret the ccf waveform asthe im-
pulse response of the BM. Note that this waveform shows a
‘‘glide:’’ in the initial part of the waveform the frequency of
oscillation is lower than in the later part~cf. de Boer and
Nuttall, 1997b–GLIDE!.

It is possible to estimate BM velocity and displacement
at the point of maximum sensitivity. In Appendix B it is
stated that the average stapes velocity for sinusoidal stimu-
lation at 100 dB SPL is 0.877 mm/s. If we consider stimula-
tion by a sinusoidal signal at 20 dB SPL, and assume the
maximum BM-to-stapes ratio to be 500, the maximum BM
velocity is 0.0439 mm/s and the BM displacement~at 17
kHz! is 0.410 nm.

Figure 2~B! illustrates the comparison of our data to
those of related experiments reported in the literature~ampli-
tude only!. The smooth curves show a typical frequency re-
sponse published by Sellicket al. ~1983! and one from Rob-
leset al. ~1986!. These curves are plotted from the smoothed
data files produced by Diependaal as they have been de-
scribed in~INV-2!, section II. The Sellicket al.data, labeled
‘‘SYP 90,’’ reflect the ratio of BM and incus velocity for the
guinea pig. For the Robleset al.data, labeled ‘‘RRR 328,’’ a
very simple middle ear model was inserted to derive the
BM-to-stapes ratio from the data since these were obtained
with constant sound pressure at the tympanic membrane; see
Diependaalet al. ~1987! for more details. In the latter experi-
ments the experimental animal was thechinchilla, and the
data are shown as shifted upward in frequency by one oc-
tave. The more irregular curves are composite ccf spectra
computed from our own~guinea pig! data. See for the am-
plitude normalization of the curves the legend to the figure.
Of all responses the actual maximum values of the ratio
shown are given in the legend. It is clear that our own data
are close to the SYP 90 curve, over nearly the entire fre-
quency range the deviations are limited to 10 dB. Variations
in the maximum BM-to-stapes ratio cover a range of 16 dB.
The ~shifted! chinchilla data show about the same relative
bandwidth in the peak, but have a ‘‘dip’’ in the region
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around 5 kHz. For these data we cannot compare the maxi-
mum BM-to-ratio to our values because of the uncertainties
in the middle-ear model employed. From the data in Ruggero
et al. ~1997!, their Fig. 9, we infer that, for a sinusoidal
stimulus at 20 dB SPL at the BF~10 kHz in this case! the
maximum BM velocity is 0.16 mm/s.

IV. RESULTS II. THE EFFECTIVE BM IMPEDANCE

Figure 3 illustrates input to and output of the inverse
procedure for the response data shown in Fig. 2~A!. The
upper panel of this figure shows the amplitude and phase of
the BM response as functions ofx just as in Fig. 1. The
response is similar in shape to the composite ccf spectrum
shown in Fig. 2~A! but the irregularities in the spectrum have
been reduced by a moderate amount of smoothing~see Ap-
pendix B!. The point (x50) in Fig. 3 corresponds to the
frequency 4.68 kHz in Fig. 2~A!, and is made to have a phase
of 2 1

2p radians ~see Appendix C!. Using the parameters
given by Eq.~1!, the best frequency~16.8 kHz! was pro-
jected to the locationxBF corresponding to it.

The lower panel of Fig. 3 presents real and imaginary
parts of the BM impedanceZBM(x,v) as recovered by the
inverse procedure for the three-dimensional model. See the
legend for the value of the virtual stapes velocity. Thereal
part of ZBM(x,v) shows a clear excursion into the domain of
negative values, and this occurs in the region where the re-

FIG. 2. ~A! Upper panel.A typical composite ccf spectrum for low-level
stimulation of a sensitive cochlea~see text!. Animal code: ‘‘7701.’’ Stimu-
lus level 20 dB. Maximum BM-to-stapes velocity~in the figure normalized
to 0 dB!: 404. Best frequency: 16.8 kHz. Connection points of partial spec-
tra: 3, 5.8, 10, and 15 kHz. Overlap on both sides: 450 Hz. Note that
measurement errors are larger to the right than to the left of the connection
points ~10 and 15 kHz!. Lower panel:the corresponding impulse response.
~B! Comparison of response curves~amplitude only!. Labels have the fol-
lowing meaning. ‘‘SYP 90’’: Sellicket al. ~1983!, guinea pig 90. ‘‘RRR
328’’: Robles et al. ~1986!, chinchilla 328, these data are plotted one
octave higher. Labels ‘‘1019,’’ etc. denote experiments as described in this
paper. For ‘‘SYP 90’’ and ‘‘RRR 328’’ the amplitude is normalized to
220 dB at the peak. For our own data~composite frequency spectra!
the first record~1019! is normalized to 0 dB at its peak, the other three have
the same normalization. Stimulus level: 20 dB, except for 7611: 30 dB.
Maximum BM-to-incus ratio for ‘‘SYP 90’’ is 663, the inferred maxi-
mum BM-to-stapes ratio for ‘‘RRR 328’’ is 2232. The maximum BM-to-
stapes in our own data are: for 1019: 1059; for 7701: 404; for 1016: 287;
for 7611: 188.

FIG. 3. Upper panel:response of Fig. 2~A! converted to the place domain—
and slightly smoothed. Smoothing parameter~see Appendix B!: t1

5612ms. Layout as in Fig. 1, 0 dB on the amplitude scale corresponds to 1.
Actual amplitude of BM velocity is shown reduced by 6 dB. Maximum
BM-to-stapes velocity ratio: 404.Lower panel:effective BM impedance
recovered by inverse solution. Animal code: ‘‘7701.’’ Three-dimensional
model. Virtual stapes velocity: 2.61-0.85i . Coarsely dashed line: exponen-
tial function of x, the same as in Fig. 1.
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sponse amplitude is rising the most rapidly. Apparently, in
this region the model should be ‘‘active’’ to produce the
required response. This result confirms what has been pre-
dicted theoretically~de Boer, 1983! and found from actual
data in earlier studies~INV-2; de Boer, 1993, 1996, Section
6.3; de Boer and Nuttall, 1997a–DAM!. The highest point of
the response peak lies where the real part ofZBM(x,v)
crosses the zero line from negative to positive. Theimagi-
nary part of the BM impedance remains negative over a
large part of thex-axis including the peak region. Note that
this imaginary part is not very different from the one shown
in Fig. 1. It has been verified that theinput impedanceof the
model~stapes pressure divided by virtual stapes velocity! has
a positive real part, hence the model is stable for the fre-
quency for which its response is shown~the BF!. We can
infer that it will also be stable for frequencies above and
below it. We found similar results in 15 other experiments.

The response shown in Fig. 3 is assumed to be the re-
sponse of the model to a tone with a frequency equal to the
BF. For a tone with higher frequency the response pattern
shifts to the left, and for a tone with lower frequency to the
right. The BM impedance function will show corresponding
shifts ~in addition to being proportional tov!. The imped-
ance function is recovered as a function ofx for one fre-
quency, the BF. For a higher frequency the impedance func-
tion will shift to the left ~and will be multiplied by the
frequency ratio!, and for a lower frequency to the right.
When viewed at afixed location, the BM impedance should
depend on~log! frequency in approximately the same way as
shown in Fig. 3, lower panel, as a function ofx. Then, for a
location more to the left, the impedance function scales to a
higher frequency, etc. This type of dependence of the BM
impedance on frequency and place is common to almost all
models of the cochlea. The simplest type of passive model
shows it@de Boer, 1991, Eqs.~2.2.a,b,c!#, see also Appendix
C. Locally active models of the cochlea have been described
of which the BM impedance has the same property. The
most straightforward of these models has been published by
Neely and Kim~1986!.

In the upper panel of Fig. 3 two more functions are
shown—the pressure near the BM~amplitude and phase! and
the power flux. In a passive long-wave model the pressure is
a decreasing function ofx ~Fig. 1!. The peak that we observe
in Fig. 3 reflects the power gain in the model. The power–
flux function, again normalized to zero at (x5L), shows a
somewhat smaller rise than the pressure. In comparing the
power–flux functions of Figs. 1 and 3, we observe that at the
peak of the low-level response the power has been increased
by approximately 35 dB over that of the passive system.
Considered with respect to the value at the stapes location,
the over-all power gain is much smaller, not more than 10
dB. Apparently much of the ‘‘activity’’ is used to compen-
sate for dissipation.

There is no need to show aresynthesisresult when the
BM impedance resulting from the inverse solution is used
because resynthesis is again perfect in this case. We con-
clude that we have succeeded in constructing a three-
dimensional model of the cochlea that has a response that

corresponds very closely to the one measured. This is true
for ‘‘dead’’ as well as ‘‘alive’’ cochleae.

V. INTERLUDE II—A CHAIN OF TRANSFORMATIONS

We can consider the sequence from measured BM re-
sponse, via the recovered BM impedance, to the resynthe-
sized response, as asequence of transformationsin signal
space. In this light we will briefly discuss the influence of
measurement errors. The first step in the transformation is
the projection from frequency to place, this involves a
change of the independent variable and not much more. The
second step is the inverse solution. This constitutes anonlin-
ear transformationbecause, according to Eqs.~A1! and
~A2!, the impedanceZBM(x,v) is a linear transformof the
BM velocity vBM(x,v), dividedby the BM velocity itself. In
general, Green’s functions are functions of two variables,x
andx8. For small values ofux2x8u the Green’s function is
dominated by the familiar logarithmic singularity~Sondhi,
1978; Allen and Sondhi, 1979! that is associated with short-
wave behavior. Around the response peak, short-range ef-
fects of the Green’s function have the largest influence on the
linear transform. This means that the transform will be af-
fected mainly by errors in the data over a limited length. In
the region of the stapes, however, both local effects and
long-range effects of the Green’s function~originating from
the much larger response in the peak region! contribute to
the transform. It is clear that, after division byvBM(x,v),
relative deviations inZBM(x,v) due to data errors will be
small in the peak region but will increase toward the base of
the model. Therefore, it is in the peak region where the result
of the inverse procedure is the most reliable.4 Moreover, in
that region the relative error inZBM(x,v) is approximately
proportional to the relative error in the data, so that no dis-
continuity or bifurcation is to be expected when the error
size increases~up to a certain limit, of course!. In other
words, the inverse solution is acontinuoustransformation in
signal space. In this view, it is extremely unlikely that a
passive model could show a ‘‘correct’’ response in cases
where the inverse-solution method indicates that a locally
active model is required.

VI. RESULTS III—THE EFFECT OF SMOOTHING

We will now illustrate the effect ofsmoothing of the BM
impedance. Figure 4 shows, in an enlarged panel, the origi-
nal response~solid line, amplitude, finely dashed line, phase!
in the form directly derived from the composite ccf spec-
trum, without any additional smoothing, together with the
recovered BM impedance@the data are from another animal
than the one used in Figs. 2~A! and 3#. For greater clarity the
abscissa is made to show only the right-half 50% of that of
earlier figures. The BM impedance~solid lines! shows many
irregularities, apparently linked with the irregularities in the
response. The second impedance function~smooth dashed
lines! results from severely smoothing the first impedance
function ~see Appendix B!. Figure 5 illustrates resynthesized
response functions. The resynthesized response correspond-
ing to the unsmoothed impedance of Fig. 4 is identical to the
original response—it is labeled ‘‘Or’’ in Fig. 5. The resyn-
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thesized response that corresponds to the smoothed imped-
ance function is labeled ‘‘Rs.’’ Only the amplitude function
is shown because the phase function is almost indistinguish-
able from the original one. The resynthesized response ‘‘Rs’’
is a smooth function ofx, but it appears to have lost about 5
dB of its peak. We can trace the origin of this effect as
follows. The amplification that the wave in the model under-
goes is a nonlinear~in fact, an expansive! function of the real
part of the BM impedance. Therefore, if we smooth the im-
pedance function, giving equal credit to positive and nega-
tive deviations from the ‘‘average’’ course of this function,

we will always underestimate the gain. In the future, a novel
smoothing routine for the BM impedance should be devel-
oped.

Conversely, we may considersmoothing of the original
response. Observe the difference in appearance of the re-
sponse curves in Figs. 2~A! and 3. The irregularities in the
response function of Fig. 2~A! can be interpreted as being
due to measurement errors, and in Fig. 3 it is tried to remove
these errors by smoothing the response function. Then, the
BM impedance function appears as being smoothed too. The
way smoothing operates in this case can be derived from the
reasoning in Sec. V, and it does not seem to contain unex-
pected pitfalls. In fact, the resynthesized response corre-
sponding to the impedance shown in Fig. 3 is identical to the
original response.

VII. CONCLUSIONS AND REASONS FOR CAUTION

Obviously, we may conclude that the main goal of the
inverse-solution procedure has been reached:a three-
dimensional model of the cochlea has been constructed
which has a response that matches the original response
very closely. In order to simulate the cochlear response for
low levels of stimulation, the model should have a locally
active BM impedance. It is formally not allowed to apply the
inverse method when the cochlea is definitely operating in
the nonlinear range, such as is the case with stronger stimuli.
However, the EQ-NL theorem~de Boer, 1997b–CONNEC!
can be invoked; this states that such an application is justi-
fied as long as one operates only on input–output cross-
correlation functions for wide-band stimuli. From results at
higher stimulation levels it has been found that the degree of
activity decreases with increasing stimulus level~de Boer
and Nuttall, 1997a–DAM!. Further results on the effect of
stimulus level will be reported elsewhere. For a post-mortem
response a passive model is sufficient~Sec. II!. All these
conclusions are correct, of course, within the class of models
to which the EQ-NL theorem applies.

In Sec. V we found an argument to consider the inverse
solution as ‘‘robust.’’ However, results of inverse solution or
resynthesis sometimes show unexpected deviations that are
difficult to account for. In such cases one has to bear in mind
the many simplifications that have been introduced in the
procedure. The following items might be mentioned in this
respect:

~1! Long-wave behavior is assumed at and near (x50).
~2! The response phase is fixed at2 1

2p at (x50) which
implies that the BM impedance at that point should be
purely imaginary.

~3! The model has a homogeneous cross section and the BM
a homogeneous mode of vibration. The taper of cross-
sectional area and BM width has not been taken into
account~cf. Shera and Zweig, 1991!.

~4! A regular cochlear map is assumed.
~5! The influence of errors in the input data may turn out

appreciable in particular cases.
~6! Unexpected internal reflections may be revealed, espe-

FIG. 4. Unsmoothed response functions~amplitude and phase, as indicated!,
and the effect of smoothing on the impedance function. Animal code:
‘‘7619.’’ Response amplitude normalized to 0 dB at the peak. Maximum
BM-to-stapes velocity ratio: 177. Virtual stapes velocity: 1.98-0.44i . Solid
lines: unsmoothed BM impedance function. Dashed lines: smoothed imped-
ance function.

FIG. 5. Resynthesized response corresponding to Fig. 4~animal code:
‘‘7619’’ !. Solid line and finely dashed line: unsmoothed response~‘‘Or’’ !,
amplitude and phase. Coarsely dashed line~‘‘Rs’’ !: amplitude of response
corresponding to smoothed BM impedance function of Fig. 4~the phase
curve of this response is not shown, it overlaps the original phase curve!.
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cially at locations where the real part of the BM imped-
ance crosses the zero line very rapidly. In such a caseN
may have been chosen too small.

~7! The stapes is driven as a velocity source and the cou-
pling with the middle ear has not been taken into ac-
count.

It should be noted that items~1!, ~2!, ~3!, ~4!, ~5!, and~7!
have a direct bearing on the value of the virtual stapes ve-
locity. In view of these uncertainties we are not surprised
that this value can markedly deviate from~1! ~other sources
of error might reside in the mode of vibration of the stapes
and the location of the bead on the footplate!.

One question remains: Can, on the basis of the recov-
ered BM impedance, the model be brought into a form where
each component represents a realistic part of the actual co-
chlear mechanism? At present it is impossible to answer this
question. Specific problems in cochlear modeling@like that
about the causality ofZBM(x,v), see de Boer and Nuttall
~1997a–DAM!# have to be solved first. The inverse-solution
method is often called an ‘‘ill-posed problem’’ because small
variations in the input data may cause large variations in the
BM impedance. We have shown that this is not necessarily
always true.
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APPENDIX A: THREE-DIMENSIONAL MODEL

In a three-dimensional model of the cochlea the BM
forms a part, the movable part, of the partition that divides
the model into an upper and a lower channel. The remainder
of the partition is stationary. We assume that over its own
width the BM moves as a half-period of a sine function~as if
it is hinged at its inner and outer boundaries!. We will use
the following symbols:x is the longitudinal coordinate,v the
radian frequency,r the density of the fluid,vBM(x,v) the
BM velocity, andZBM(x,v) 5 is the BM impedance. Height
and width of the model areh and b, respectively. The pa-
rameter« is the width of the BM divided by the widthb of
the model. In the general theory of long-wave as well as two-
and three-dimensional models of the cochlea, the hydrody-
namics of the fluid can be described by the functionQ(k),
where the~real! variable k is the wave number~de Boer,
1981, 1991, Section 2.3; 1996, Sections 5.1–5.3!. For this

concept to be definable it is necessary that the model is of
uniform geometryalong its entire~infinite! length and that
the transversal mode of vibration of the BM—as described
above—is also uniform over the length. Therefore, we only
consider astylizedor homogeneousmodel in whichh, b and
« are the same for allx. The functionQ(k) takes into ac-
count three-dimensional effects,~i! that the BM is moving in
a particular mode over only a fraction~«! of its width, ~ii !
that fluid can move in three dimensions, and~iii ! that long as
well as short waves are possible. Note thatQ(k) describes
only properties of the fluid~cf. de Boer, 1997a–CLASS!.
The model is made of finite length by prescribing appropriate
boundary conditions at two locations, (x50) and (x5L); L
then becomes the length of the model. This technique of
handling a finite-length model has been introduced by Sie-
bert ~1974!. We will refer to this method as the ‘‘k-domain
method.’’ An improved method for forward and inverse so-
lutions for this model has been described in~de Boer, 1998–
NEW3D!.

To prepare for greater generality we have reformulated
the solution in the way described by Allen~1977!, Allen and
Sondhi~1979!, and Mammano and Nobili~1993!. First, di-
vide thex-axis into N discrete pointsxi ( i 51,...,N). The
pressure in the fluidp(x,v)—close to the BM in the upper
channel—and the BM velocityvBM(x,v) are represented by
column vectorsp andv, both of lengthN. Thehydrodynam-
ics of the fluidin the model is described by a matrixG of
sizeN3N which represents the Green’s function. The pres-
surep can then be expressed as:

p5 ivr~Gv1svst!. ~A1!

Here s is a column vector which represents the way the
stapes boundary condition expresses itself in the pressure
p(x,v), andvst is the stapes velocity. For a model of given
geometry the matrixG and the ‘‘stapes propagator’’s are
known. In this approach,G ands express the hydrodynamics
of the fluid constrained as it is by the geometry of the model
@Eq. ~A1! contains the factorivr#. Furthermore,G and s
incorporate the boundary conditions mentioned above in
connection with thek-domain method. Assume further that
pressure and velocity are related via the BM impedance
ZBM(x,v). Write this relation as6

p52 1
2Zv, ~A2!

whereZ is a diagonalN3N matrix which hasZBM(xi ,v)
( i 51,...,N) in its main diagonal. Substitute Eq.~A2! in Eq.
~A1!:

~ ivrG1 1
2Z!v52 ivrsvst. ~A3!

In the forward solution Eq.~A3! is solved forv with givenZ
and vst. In the inversesolution the pressurep is computed
directly from Eq.~A1!, v andvst being given. Next, Eq.~A2!
is applied to find the impedance. By the nature of the prob-
lem formulation the matrixG is a ‘‘full’’ matrix. We have
derivedG ands in the manner described by Mammano and
Nobili ~1993! but have given our ‘‘stylized’’ model a con-
stant widthb, a constant BM width«b («50.2) and a con-
stant heighth. For simplicity, we have madeb equal toh.
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It has been verified that solutions computed with the
k-domain method lead to results that are almost indistin-
guishable from those obtained by the full-matrix method.
Because thek-domain method involves a ‘‘sparse’’ matrix, it
is considerably faster than the full-matrix method. Further-
more, it allows a larger number of divisions of the abscissa.
The computations for this paper have been made by the full-
matrix method for the stylized three-dimensional model as
described above. The main findings were verified by the
k-domain method, with the length divided into 700 sections.

A much simper solution exists in thelong-waveapproxi-
mation~see de Boer, 1996, Sections 4.1–4.5!. In this case all
operations are carried out with a second-order differential
equation:

d2

dx2 p~x,v!5
2 ivr

heff
vBM~x,v!. ~A4!

The parameterheff is equal toh/«. This equation means that
the inverse solution is obtained via double integration of the
~given! BM velocity function. In this case two integration
constants appear and have to be handled separately~see Sec.
II !.

APPENDIX B: MEASUREMENT—DATA PROCESSING

Data were collected as records of the average BM ve-
locity vBM(x,t), the clock sampling frequency was 208 kHz
and one period of the pseudo-random noise signal consisted
of 4096 data, thus producing a period duration close to 20
ms. The noise was presented continuously. Averaging was
done over more than 3000 noise periods. The BM velocity
data were used in the form of input–output ccf spectra. See
for further information de Boer and Nuttall~1997b–GLIDE,
Appendix B!.

The response of the stapes was measured using a noise
signal with a bandwidth of 6 or 8 octaves. A collection of
raw stapes–response data is shown in Fig. B1. The abscissa
covers the frequency range from 5 to 24 kHz. The solid lines
show the amplitude functions~the noise stimulus has con-
stant spectral density and random phase! for nine experi-
ments. It is attempted to label the individual curves but this
has only been partly successful. To avoid further clogging of
the figure, the phase is shown for only one experiment
~7611!. The dashed line shows the phase function of the
input–output ccf spectrum~the raw data have random
phases!, and the curve is displaced by an integer number of
2p rad ~see legend!. In the region from 10 to 20 kHz these
phase data indicate an average time delay of 175ms. We
stress that no windowing has been applied to the stapes data
shown ~apart from averaging over at least 3000 noise peri-
ods!. For further analysis the input–output ccf spectrum of
the stapes data was used, this was processed in the same way
as the BM data. Finally, the ccf spectrum of the BM response
was divided by that of the stapes response and corrected for
the difference in stimulus spectral density so that the data all
represent the ratio of BM-to-stapes response.

The stimulus spectrum contains 200 components in the
octave from 10 to 20 kHz~the period of the pseudo-random
noise signal is 20 ms!. The average spectral value, approxi-

mately 222 dB in the figure, corresponds to the velocity
0.0620 mm/s taken over a 50 Hz bandwidth~0 dB corre-
sponds to 0.781 mm/s!. If, instead of a noise signal, a sinu-
soid in the 15 kHz region were presented at 100 dB SPL, the
average stapes velocity would beA200 0.0620 mm/s
50.877 mm/s. This is the value we use in Sec. III to estimate
the BM velocity.

In the processing of the raw ccf spectra the following
modifications have been introduced. First, frequency compo-
nents above 20 kHz and below 1 kHz were reduced in mag-
nitude ~see Appendix B of de Boer and Nuttall, 1997b–
GLIDE!. The resulting spectrum was~inversely! Fourier
transformed and the smoothed ccf waveform was windowed
in the t domain, i.e., whent0 is the point of maximum am-
plitude, the amplitude was gradually and smoothly reduced
from the point 4t0 on, to reach zero at eight timest0 and to
remain zero for larger values oft. After another~forward!
Fourier transformation, frequency components above 20 kHz
and below 1 kHz were reduced again. As a result, both the
spectrum and the waveform have become reasonably smooth
functions of their variables. The extra smoothing of the com-
posite ccf spectrum between Figs. 2 and 3 was done by way
of windowing in the time domain, this time with a Gaussian
weighing function exp(21

2t
2/t1

2); the parametert1 is given in
the legend to Fig. 3.

In Fig. 4 the BM impedance function was smoothed by
spectral windowing. First, the function was inverted to put
more emphasis on the peak region where the impedance
magnitude is small. The original function, an array ofN
complex values, was extended to a length of 4096 values and
Fourier transformed. The amplitude at high values ofk was
reduced by a Gaussian function with a standard deviation of
720 ~this corresponds to 75 cm21) and an inverse Fourier
transformation was executed. The resulting function was in-

FIG. B1. Velocity response of the stapes in 11 experiments. Stimulus level
100 dB ~referred to a bandwidth of 1 octave!. 0 dB corresponds to 0.781
mm/s taken over a 50 Hz bandwidth. The phase is shown for one experiment
~7611!, phase unwrapping started at 5 kHz, and the phase is shown dis-
placed by24p rad. The phase curves of other experiments are almost
identical.
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verted again. The firstN points of the output array contain
the smoothed BM impedance function.

APPENDIX C: CORRECTIONS FOR PHASE AND
AMPLITUDE

The transformation of the response function from the
frequency to thex-domain is carried out with a regular
‘‘cochlear map.’’ Assume~radian! frequencyv and location
x to be related as:

v5vmaxexp~2 1
2ax!, ~C1!

wherevmax is the resonance radian frequency at the location
of the stapes (x50) and a is a constant. Underlying this
concept is the assumption that, asx varies, the BM stiffness
varies exponentially with the space constanta and the BM
mass stays constant. In the transformation the best frequency
~BF! was projected to the locationxBF corresponding to it,
lower frequencies were scaled to theleft andhigher frequen-
cies to theright of it.

When relation Eq.~C1! is used for the transformation,
the phase of the response at (x50) will be that of the origi-
nal frequency response at the frequency corresponding to
(x50)—for Fig. 3 this frequency is 4.68 kHz. It will not
have the value required at the stapes location of the model.
In the long-wave approximation the phase at (x50) must be
2 1

2p radians if the BM impedance is purely imaginary at
that point. In Diependaalet al. ~1987! it is derived how to
correct for this defect in a short-wave model. For the long-
wave case the same type of reasoning can be applied, and it
leads to a slightly different relation. Assume that the model
is stiffness controlled, and let the BM impedance vary withx
as

ZBM~x,v!5
C0

iv
exp~2ax!, ~C2!

whereC0 is the stiffness at (x50). In the long-wave model
the local wave numberk(x) then is given by

k~x!5vA 2r

heff C0
exp~2 1

2ax!, ~C3!

where heff is the effective height of the model
(heff5h/«)—see Appendix A. The accumulated phase from
(x50) to locationx is

w~x,v!5w01vA 2r

heff C0

2

a
@exp~2 1

2ax!21#. ~C4!

We equate the integration constantw0 to 2 1
2p. The data

yield w(x0 ,v) as a function ofv for fixed locationx0 and
we desire to knoww(x,vBF) as a function ofx, wherevBF is
2p times BF. Abbreviatingw(x,vBF) by w(x) andw(x0 ,v)
by w~v! we find from Eq.~C4! the following relation:

w~x!1 1
2p5@w~v!1 1

2p#
vBF

v

~e
1
2ax21!

~e
1
2ax021!

~C5!

for computingw(x) from the measured phasew~v!, wherex0

is the location on thex scale corresponding to the BF. To
apply this relation the phasew~v! should first be unwrapped.

Furthermore, it should be checked~afterward! that the BM
impedance is nearly purely imaginary at (x50).

One additional step has to be taken. The amplitude must
be scaled because in the measurements the BM velocity at
the stapes is~for low frequencies! proportional to frequency,
and in the model it should be~near the stapes! proportional

to exp(34ax). The amplitude scaling needed to correct for this
is accurately described in~INV-2!, and it amounts to the
amplitude of the response being multiplied by (v/vBF)

1/2

before it is transformed to thex-domain. This correction is
also based on the long-wave approximation.

1One not-directly-obvious implication is that in the experiments spontaneous
otoacoustic emissions are assumed to be either suppressed or not to affect
the response of the cochlea.

2The value ofa was selected to give agreement with Greenwood’s~1990!
mapping function for the guinea pig in the appropriate frequency range.
The value ofvmax was chosen higher than required in order to create a
larger region near the stapes location where the long-wave approximation
can be applied. The lengthL was chosen long enough to accommodate the
best frequencies~BFs! involved in the experiments and not much more.

3The numberN of sections could be increased to 512 without much effect.
4This is why, with a more ‘‘primitive’’ inverse-solution technique, ‘‘activ-
ity’’ was always correctly predicted and resynthesis invariably yielded an
acceptable match in the peak region~de Boer, 1993, 1995b, 1996!.

5In a ‘‘classical’’ cochlear modelZBM(x,v) must be a realizable point-
impedance function. In a ‘‘nonclassical’’ model theeffective BM imped-
ance ZBM

eff (x,v) can be found after the response has been computed. Because
a classical model with its impedanceZBM(x,v) equal toZBM

eff (x,v) has the
same response~de Boer, 1997a–CLASS!, we will not distinguish between
ZBM

eff (x,v) andZBM(x,v) in this paper.
6The minus sign and the factor

1
2 are due to sign conventions. Upward

movement of the BM is counted positive,p is the pressure in the upper
channel and2p in the lower channel. Velocity and pressure should be
interpreted as averages over the width of the BM.
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The auditory input area of the dolphin head was investigated in an unrestrained animal trained to
beach itself and to accept noninvasive electroencephalograph~EEG! electrodes for the recording of
the auditory brain-stem response~ABR!. The stimulus was a synthetic dolphin click, transmitted
from a piezo-electric transducer and coupled to the skin via a small volume of water. The results
conform with earlier experiments on acute preparations that show best auditory sensitivity at the
middle of the lower jaw. Minimum latency was found at the rear of the lower jaw. A shaded receiver
configuration for the dolphin ear is proposed. ©1999 Acoustical Society of America.
@S0001-4966~99!05606-4#

PACS numbers: 43.64.Tk, 43.64.Ri@RDF#

INTRODUCTION

Dolphins are acoustically orienting mammals, adapted to
the marine environment. Profound changes were required to
transform an efficient ear for aerial sound, as present in the
terrestrial ancestors of cetaceans, into one of equal or greater
efficiency underwater. Mammalian soft tissues behave much
like water acoustically. Consequently, underwater sound is
not being reflected at the boundary of a body and is not
easily channeled, as it is in, e.g., the auditory meatus of
terrestrial mammals. In fact, a submerged mammalian body
is quite transparent to sound~cf. ultrasonic scanning!, with
exceptions for volumes containing gas, or dense bone.

From anatomical observations, it is therefore difficult to
identify a route of sound from the water medium to the inner
ear in cetaceans. A variety of theories has been proposed,
spanning from the completely sound-transparent head~Rey-
senbach de Haan, 1957!, over meatal transmission~Purves,
1966! to the lower-jaw acoustic window and waveguide idea
~Norris, 1964, 1980!. Even hypotheses dispensing with the
inner ear as the mechano-neuronal transducer have been pro-
posed~Goodson and Klinowska, 1990!.

Since the nature, shape, and size of the receiver are ma-
jor determinants of the performance of any sonar, it is not
surprising that a number of experiments have been designed
to provide evidence of this matter. An early, classical paper
by Bullock et al. ~1968! used acoustically evoked potentials,
recorded from the midbrain of a number of dolphins in acute
preparations. Best sensitivity was found to sound applied to
the front half of the lower jaw, in fair agreement with the
jaw-hearing hypothesis of Norris~1964!. Using cochlear mi-
crophonics in similar preparations, McCormicket al. ~1970!
obtained similar results. The jaw-hearing hypothesis was
also supported by a psychophysical experiment by Brillet al.
~1988!. In this experiment, the target-detection ability of a
trained dolphin, with and without sound-blocking material

applied to the mandible, was found to be influenced by the
blocking. Recently, Popov and Supin~1990! used a sound
source in the far field and the auditory brain-stem response
~ABR! with a time-delay, difference-based triangulation
technique to determine the auditory input location of three
dolphin species. This technique dispenses with surgical pro-
cedures, allowing physiological measurements from a lightly
restrained, alert animal. They concluded that sound entered
the ear in the meatal/bulla region and not via the mandible.

From knowledge on the directionality of the dolphin ear
~Au and Moore, 1984! it can be inferred that the effective
area of sound collection, the equivalent of the pinna of ter-
restrial mammals, is about 8 cm2. The theories of the fully
transparent head, and the meatal route, both appear inconsis-
tent with this result. However, as the effective area consists
of the sum of areas shaded in an unknown way, the direc-
tional evidence is not suitable for testing the theories.

Thus, the interpretation of the various experiments is not
consistent, and even contradictory~Norris, 1964; Popov and
Supin, 1990!. Different approaches ranging from measure-
ments on cadavers, over acute, sedated preparations, mildly
restrained alert animals, and to fully cooperating, trained ani-
mals have been used. Some experiments were performed in
air, others with submerged animals, some with far-field
stimulation, others with point or contact stimulation. These
varied approaches simply do not produce readily comparable
results. The auditory input area in dolphins thus continues to
be incompletely defined.

The approach of this work was to use a new combina-
tion of the above approaches. Stimuli were applied by a con-
tact hydrophone in a suction cup to a female dolphin~Tursi-
ops truncatus! trained to beach itself on a mat and remain
motionless for minutes. Employing noninvasive electrodes,
the ABR technique was used to quantify the response. The
aim was to define the zone of entrance for sound by combin-
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ing knowledge of place-of-point stimulation with amplitude
and latency of response.

I. MATERIAL AND METHODS

An Atlantic bottle-nosed dolphin~Tursiops truncatus,
adult female, named Kolohe! with no suspected auditory de-
ficiencies, was trained at the Hawaii Institute of Marine Bi-
ology facility, Coconut Island, Hawaii to beach itself on a
foam mattress, and to accept application of the sound trans-
ducer and three skin electrodes. A series of white dots~zinc
ointment!, spaced 10 cm apart, was applied for each session
along a line from the right flipper to the tip of the lower jaw.
The reference point was 5 cm below the angle of the mouth.
The dots served as landmarks for positioning the sound
transducer~see Fig. 1!.

The transducer was made from a disc of PZT piezo-
electric ceramics~diameter 6.3 mm, thickness 2 mm!, backed
by corprene. This assembly was placed in a 25-mm-diameter
suction cup mold and potted with degassed Uralite 3138
~Hexcel!. This compound has a rho-c value~specific acoustic
impedance, the product of density and sound velocity! close
to that of water~Moffett et al., 1986!. On application, the
cavity of the cup was filled with water, creating a sound-
conducting bridge between the transducing element and the
skin. Only the right side of the animal was stimulated.

The ABR electrodes were modified tin/lead alloy plate-
shaped electrodes~Dantec 13L71!, mounted in 45-mm-
diameter suction cups. They were placed, respectively, on
the vertex, below the contralateral meatus, and on the melon,
using conductive electrode gel to create contact with the
skin.

The ABR signal was amplified differentially and band-
pass filtered~0.3 to 3 kHz! by a Grass P15 preamplifier be-
fore being led through an additional gainblock and a Preci-
sion Filters 88A, 130-dB/octave low-pass filter to a Tucker-
Davis 16-bit sampling and averaging device. Sampling rate

was 25 kHz. An on-line artifact-rejecting algorithm was used
to prevent signals with excessive noise from entering the
average.

The stimulus was a broadband, synthetic, generic por-
poise click~Au, 1993!, which when filtered by the transmit-
ting response of the transducer had peak energy at 53 kHz
and was 3 dB down at 46 and 62 kHz. Repetition rate was 10
clicks per s.

The free-field peak-to-peak level at 1 cm was about 140
dB re 1 mPa/V. This signal was generated by a Datel 1200
card, synchronized with the Tucker-Davis unit. Each trial
consisted of either 512 or 1024 stimulations, the responses to
which were averaged for a period of 12 ms after stimulus
onset.

II. RESULTS

A typical recorded ABR waveform is shown in Fig. 2. It
is similar to that recorded from submerged dolphins by
Ridgewayet al. ~1981!, using far-field stimulation. The ABR
signal is a compound, multipeaked signal, generated by au-
ditory neurons in the brainstem, tens of centimeters away
from the recording electrodes. The various peaks are be-
lieved to reflect the summated activity in the individual neu-
rons of the auditory nerve and brainstem nuclei. The ampli-
tude with our conditions is on the order of microvolts. The
most prominent peak~IV in Ridgeway et al., 1981! occurs
with a latency of about 4 ms after onset of stimulation.

The input/output functions, when plotted as ABR peak-
amplitude versus stimulus intensity, have slopes around 1
mV per 15-dB increase in stimulation. The best dynamic
range obtained was 50 dB.

The ABR amplitude depended on point of application.
Figure 3 shows a map of interpolated attenuation values re-
quired to produce an ABR signal of 1mV. Best sensitivity
was found to sound applied just forward of the pan bone,
about 25 cm behind the tip of the lower jaw. Moderate sen-
sitivity was found to sounds applied on the forward portion
of the lower jaw and in a posterior region of the pan bone.
Stimulation within the mouth, on the internal, lateral side of

FIG. 1. Sketch of recording geometry electrodes, and of the sound projector.

FIG. 2. Example of the ABR signal~top! and its differentiated representa-
tion ~bottom!. Zero on the time axis denotes onset of sound stimulation.
Average of 512 stimulations.
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the jaw about 10 cm caudal of the tip and 2 cm below the
row of teeth, showed sensitivity equal to that of the outside.

A latency measure was obtained by differentiation of the
ABR signal, establishing the point in time of maximal
change in neuronal firing. This point is on the rising front of
the most prominent peak~IV !. The increment used was the
clock period~40 ms!. The reason for performing this opera-
tion is to obtain a measure of latency with a smaller ambi-
guity than can be obtained from peak determination of the
ABR. The sharpening of the response in the time domain of
the differentiated waveforms as compared with that of the
mother function is illustrated in Fig. 2. Latencies decreased
with increased stimulation within a range of 6 to 8.5ms per
dB.

The shortest latency was found for stimulation in the
area below the eye. When plotted as relative delay against
distance from this point~marked3 in Fig. 3!, delays are
consistently larger than predicted from a linear model of
straight-line propagation and the lowest value for velocity of
sound propagation in fatty tissues of the dolphin head~Norris
and Harvey, 1974!.

III. DISCUSSION

The ABR signal is rather variable in waveform, ampli-
tude, and latency. The sources of this variability are many,
and their results are cumulative. Simple stochastic ones are
to some extent taken care of by the averaging process, but
others such as transient noises, differences in transducer cou-
pling, and muscle-tone changes in the animal, contribute in
ways that cannot be evaluated, and thus limit the interpreta-
tive strength of the data.

Having the experiment done in air helped to ensure that
the stimulus was localized to the spot where the suction cup
was applied, and not propagated to the animal via some un-
known path. Also, point-contact stimulation of an animal
outside the medium for which its peripheral auditory system
is adapted is questionable. Is it sound or vibration stimula-
tion? What is the effective stimulation level? And what are
the consequences of essentially ‘‘loading’’ the input imped-
ance of the ear with the very low rho-c value of air instead of
the high one of water?

The sensitivity distribution of Fig. 3 is not substantially
different from that obtained by Bullocket al. ~1968! in acute
preparations with electrodes implanted directly in the brain

stem and stimulation with hand-held transducers, pressed
against the surface. Both studies point to the front half of the
lower jaw as being the most sensitive area with sound ap-
plied via contact transducers. This area appears to be ex-
tended somewhat forward relative to the classical acoustic
window proposal of Norris, but essentially this study joins
those that support the jaw-hearing hypothesis. The best ABR
sensitivity was found to sound applied 25 cm behind the tip
of the jaw.

The finding of good sensitivity to sound applied to the
inner side of the lower jaw is noteworthy for two reasons.
One is that it counterindicates a sound-reflective property of
the inner side of the jaw. The other reason is that dolphins
occasionally are observed to investigate objects by sonar
with open mouth. This would indeed seem to require acous-
tic sensitivity to the inside of the mouth, as confirmed here.

The differences in latency presented in Fig. 4 are likely
to be due to differences in sound path, and we thus prefer to
use the term delay to describe this effect. The shortest delay
is found in an area about 10 cm ventral of the eye, in a region
close to, if not identical to, the meatal/bulla region of sound
entrance of Popov and Supin~1990!. However, this area is at
the rear limit of that of best sensitivity. This discrepancy in
area location for the two parameters may indicate the pres-
ence of a shaded receiving transducer, where input is

FIG. 3. Points of stimulation~filled circles! with attenu-
ation ~dB re: fixed reference! required for an ABR-IV
yield of 1 mVpp. The point marked ‘‘3’’ is the position
of minimum delay. The point marked ‘‘38’’~in white!
is the point of maximum sensitivity. Numbers below
arrows signify attenuation for stimulation on the ventral
midline, while the square label shows attenuation for
stimulation on the inside of the lower jaw. No ABR
could be detected at the point marked ‘‘NR.’’

FIG. 4. Delay of the ABR-IV component as a function of distance from
point ‘‘3’’ in Fig. 3. Stimulation at fixed reference value. The lines are
graphical representations of the hypothesis of delay being a linear function
of distance from point3 in Fig. 3, using a velocity of sound of 130 cm/ms.
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weighted according to direction of arrival and position across
the aperture of the receiver. In this way, the directional char-
acteristics of the ear can be shaped. Note that delay is in-
creased for stimulation behind pointD, indicating sound to
be routed forward of this point.

Figure 4 demonstrates that delay is consistently larger
than expected assuming a constant, low velocity of propaga-
tion along a linear path~the jaw!. Part of this may be ex-
plained by the reference point~at the surface! being dis-
placed from the common point of entry to the auditory
pathway. However, unrealistically large values of this dis-
placement~20 cm! are required to fit the data. Also, the
assumed propagation velocity of 130 cm/ms, the lowest
found in fatty tissues of the dolphin head by Norris and
Harvey~1974!, may be off, but again only unrealistically low
values~,80 cm/ms! can explain the data from this hypoth-
esis. The excessive delays remain at present unexplained.

When evaluating the models, it should be borne in mind
that the cross section of the mandible is on the same order of
magnitude as the dominant wavelength ofp-waves ~com-
pressional or longitudinal waves, as opposed to transversal
and shear waves! in water and soft tissues at 50 kHz~3 cm!.
A logical consequence of this observation is that models in-
spired from optical analogies~reflections, refraction, etc.! are
problematic, as they require structures that are considerably
larger than the wavelength. However, in mixed media with
solid components, other sorts of waves than compressional,
longitudinal ones can be realized.

IV. CONCLUSION

Good sensitivity to point-applied sound is found in the
entire region of the lower jaw, and is best in the middle half
of the jaw. The inside of the jaw is as sensitive as is the
outside. The question, ‘‘Where is sound entering the auditory
system of dolphins?’’ may have to be rephrased into two
questions, one dealing with the area of minimum delay and
one dealing with the area of minimum attenuation. As these
areas seem to differ, a shaded receiver configuration is pro-
posed.
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Intensity discrimination of Gaussian-windowed tones:
Indications for the shape of the auditory frequency-time window
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The just-noticeable difference in intensity jnd(I ) was measured for 1-kHz tones with a
Gaussian-shaped envelope as a function of their spectro-temporal shape. The stimuli, with constant
energy and a constant product of bandwidth and duration, ranged from a long-duration narrow-band
‘‘tone’’ to a short-duration broadband ‘‘click.’’ The jnd(I ) was measured in three normal-hearing
listeners at sensation levels of 0, 10, 20, and 30 dB in 35 dB~A! SPL pink noise. At intermediate
sensation levels, jnd(I ) depends on the spectro-temporal shape: at the extreme shapes~tones and
clicks!, intensity discrimination performance is best, whereas at intermediate shapes the jnd(I ) is
larger. Similar results are observed at a higher overall sound level, and at a higher carrier frequency.
The maximum jnd(I ) is observed for stimuli with an effective bandwidth of about 1/3 octave and
an effective duration of 4 ms at 1 kHz~1 ms at 4 kHz!. A generalized multiple-window model is
proposed that assumes that the spectro-temporal domain is partitioned into ‘‘internal’’ auditory
frequency-time windows. The model predicts that intensity discrimination thresholds depend upon
the number of windows excited by a signal: jnd(I ) is largest for stimuli covering one window.
© 1999 Acoustical Society of America.@S0001-4966~99!00306-9#

PACS numbers: 43.66.Ba, 43.66.Fe@RVS#

INTRODUCTION

This study addresses a fundamental psychoacoustical
question: how does the auditory system extract spectro-
temporal information while processing complex sounds? To
obtain information about both the spectral and the temporal
structure of a signal, the auditory system performs a
frequency-time~f-t! analysis. The result of an f-t analysis is a
spectrogram, showing the distribution of signal energy over
frequency and time. In the spectrogram, the signal energy at
a given point is determined by an integration over a specific
frequency-time window. The shape of this f-t analysis win-
dow determines which characteristics of the sound are dis-
played. It is commonly assumed that the peripheral auditory
system carries out an f-t analysis with its own specific f-t
window. This study seeks to characterize the auditory f-t
window.

An f-t analysis window cannot be restricted arbitrarily
both in time and in frequency. The minimum area of an f-t
window is unity if this area is defined as the product of the
effective bandwidth and the effective duration~see Stewart,
1931; Gabor, 1947!. The lower bound is attained by the
Gaussian function~see Gabor, 1947!. Given this restriction,
the shape of an f-t analysis window can vary. Different f-t
analysis windows will display different details in the f-t rep-
resentation.

In this study we use a psychophysical approach to gain
an insight into the shape of the f-t window underlying audi-
tory sound analysis. Before explaining the experimental
paradigm, we will briefly review some current ideas on spec-
tral and temporal resolution in the auditory system and their
relation to the auditory f-t window.

In psychoacoustics, the partition of the frequency axis
into critical bands is a basic concept. Roughly, the auditory

filters have a constant relative bandwidth of 1/3 octave~see,
e.g., Scharf and Buus, 1986!. This suggests that the spectral
width of the auditory f-t window is about 1/3 octave.

In the time domain, however, the picture is less clear.
Recall that, for a given bandwidth, thesmallest possibletem-
poral width is defined by the minimum window area. Thus
the temporal width of the auditory f-t window must be at
least as long as the minimum temporal width possible, given
a specific spectral width. Taking into account psychoacous-
tical arguments for defining a temporal width, there is no
complete consensus. Plack and Moore~1990! discuss the
problem of describing the temporal resolution of the auditory
system with a single value. They note that the integration
time constant appears to decrease with increasing frequency
~see also Gerkenet al., 1990; Florentineet al., 1988!. This
suggests that the temporal width of the auditory f-t window
decreases with increasing frequency. Viemeister and Wake-
field ~1991! are interested in the ‘‘resolution-integration’’
paradox: Models describing temporal resolution use short
time constants, whereas models describing the improvement
in detection and discrimination with increasing signal dura-
tion are based on a process of long-term temporal integra-
tion. Their conclusions favor the short time constants
~roughly 3 ms for 1-kHz sinusoids!. Although temporal inte-
gration data~time-intensity trade in detection! can be ex-
plained easily by an energy-detector model~single look!
with an adjustable time window matched to the signal dura-
tion ~see, for example, Dai and Wright, 1995!, the multiple-
look model of Viemeister and Wakefield with short time
constants can account for both the data on temporal resolu-
tion and temporal integration. In general, temporal resolution
experiments suggest that the temporal width of the auditory
f-t window is about 3 ms at 1 kHz and smaller at higher
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frequencies. This is very close to the minimum duration pos-
sible if the bandwidth of the auditory f-t window is 1/3 oc-
tave.

The present research evaluates the auditory f-t window
by assessing just-noticeable differences in intensity for
stimuli with different spectro-temporal shapes. By varying
the spectro-temporal shape, the number of ‘‘internal’’~audi-
tory! f-t windows excited by the signal can be varied. Our
hypothesis is that this variation affects the just-noticeable
difference in intensity. The basis for this hypothesis can be
found in the existing models with respect to intensity dis-
crimination.

An important model that describes intensity discrimina-
tion performance is the so-called multiband excitation-
pattern model~see, e.g., Florentine and Buus, 1981; Durlach
et al., 1986; Buus, 1990; Buus and Florentine, 1994!. This
model operates in the spectral domain. The idea is that the
excitation pattern induced by the signal is divided into sev-
eral spectral bands, and the content of each band is processed
individually. Information can be combined across bands to
come to an overall percept. Alternatively, psychoacoustical
data with respect to temporal mechanisms can be accounted
for, at least qualitatively, by the multiple-look model~see
Florentine, 1986; Viemeister and Wakefield, 1991!. The
multiple-look model divides the signal into short-duration
segments. As in the multiband model, the information in
different segments or ‘‘looks’’ is considered statistically in-
dependent. A combination of different looks will result in
more information and therefore in lower thresholds. Concep-
tually, of course, the multiband model and the multiple-look
model are very similar, one operating in the spectral domain
and the other in the temporal domain. Durlachet al. ~1986!
note that the frequency channels in their model for discrimi-
nation of broadband signals can refer to time intervals as
well.

The rationale of the hypothesis of this study is a gener-
alization of these ‘‘multi-channel models’’~multiband and
multiple-look models!, which in this paper will be called the
‘‘multiple-window model’’ in the f-t domain. Our hypothesis
is the following: the auditory spectro-temporal domain is
partitioned into ‘‘internal’’ auditory frequency-time win-
dows. So, the ‘‘internal’’ f-t representation of a signal can be
characterized by the number of f-t windows covered by the
signal. As in the multiband excitation-pattern model~Floren-
tine and Buus, 1981!, the multiple-window model assumes
that the discriminability within a window is independent of
excitation level~Weber’s Law!. Thus intensity discriminabil-
ity for a given signal depends on the number of independent
auditory f-t windows covered by the signal: the just-
noticeable difference in intensity jnd(I ) will be smaller if
more windows are involved.

Evaluation of intensity discrimination thresholds for a
range of stimuli with well-defined variations in spectro-
temporal shape may reveal the shape of the auditory f-t win-
dow. By manipulation of the spectro-temporal shape of the
stimuli the number of auditory f-t windows covered by the
signal can be varied. We are looking for the signal for which
the ‘‘internal’’ auditory representation best matches the au-
ditory f-t window. For that purpose we used sinusoids with a

Gaussian-shaped temporal envelope. Consequently, it can be
shown that the spectral envelope is Gaussian shaped as well.
A Gaussian-windowed signal was chosen because of its
minimum effective f-t area. Another appealing property is its
symmetry in frequency and time. A series of amplitude dis-
crimination experiments was performed for a range of these
stimuli in which only one variable was changed, the so-
called shape factor, which determines the effective1 number
of periods included under the Gaussian envelope. By varying
the shape factor, the representation of the signal in the f-t
plane was systematically varied while keeping its area con-
stant, ranging from a long-duration narrow-band ‘‘tone’’ to a
short-duration broadband ‘‘click’’~see Fig. 1!. A tone, cor-
responding to a small shape factor, will excite many f-t win-
dows along the time axis; a click, corresponding to a large
shape factor, will excite many f-t windows along the fre-
quency axis; somewhere between tone and click fewer win-
dows will be excited. Thus the number of auditory f-t win-
dows excited by the signal varies as a function of the shape
factor according to an U-shaped curve.

The multiple-window idea states that jnd(I ) varies with
the number of f-t windows involved in the discrimination
task. The more elementary f-t windows which are involved,
the smaller the jnd(I ) will be. This implies that the signal
with the largest jnd(I ) covers the minimum number of win-
dows. The shape factor corresponding to this signal will be
called the ‘‘critical’’ shape factor. Thus the signal with the
critical shape factor is most successful in exciting only the
minimum number of f-t windows; the ‘‘internal’’ represen-
tation of this signal is most closely related to the elementary
f-t window. Within the context of the multiple-window idea,
the shape of the f-t representation of that signal best matches
the shape of the elementary f-t window in~peripheral! audi-
tory coding. The aim of the experiments is to test the
multiple-window hypothesis by examining whether jnd(I )
varies with a varying spectro-temporal shape of the stimuli.

FIG. 1. A schematic representation in the f-t plane of three stimuli with
different shape factors on a grid of f-t windows.
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If jnd( I ) varies as a function of shape factor, the critical
shape factor gives some insight into the auditory f-t window.

In the first experiment, the relation between intensity
discrimination and shape factor was determined for 1-kHz
sinusoids at various sensation levels~0,2 10, 20, 30 dB SL! in
35-dB~A! SPL pink noise. Low sensation levels were used to
avoid spread of excitation as much as possible. In the second
experiment, intensity discrimination performance was mea-
sured at 4 kHz. Finally, in the third experiment, intensity
discrimination performance was measured at a 20-dB higher
level for both noise and signal.

I. METHOD

A. Stimuli

The stimuli s(t) consist of Gaussian-windowed tones,
defined by

s~ t !5AAa f 0 sinS 2p f 0t1
p

4 Dexp~2p~a f 0t !2!. ~1!

These are sinusoids with carrier frequencyf 0 and a gradual
onset and offset~see Fig. 1!. The shape factora determines
the effective number of sinusoidal periods, equal to 1/a, con-
tained within the Gaussian envelope. Ifa is small, the num-
ber of periods is large~tone!. If a is large, the number of
periods is small~click!. Throughout the experiments the in-
dependent variable is the shape factora ~0.0375, 0.075, 0.15,
0.3, 0.6, and 1.2!. The effective duration of the Gaussian
signal is D t51/(a f 0). The effective bandwidth isD f

5a f 0 .
The amplitude of the signal is defined byAAa f 0. The

amplitude difference is produced by increasing the amplitude
constantA from A0 to A01DA. By introducing the phase
factor p/4 the energy of the signal is independent ofa and
f 0 . As a result, the total energyE of the signal is (&/4)A2,
only depending on the amplitude constantA.

As already mentioned in the Introduction, in this study
the temporal and spectral domain are investigated in combi-
nation. Therefore, the set of stimuli in this study consists of
stimuli that cover more critical bands along the frequency
axis and only one look~about 3 ms at 1 kHz! along the time
axis, stimuli that cover only one critical band and more time
looks, and stimuli in between. In Table I, the bandwidth,
duration, and effective number of periods of the stimuli used
in the experiments can be found. The column labeled ‘‘# f-t
windows’’ gives the estimated number of f-t windows cov-
ered by the 1-kHz tone, assuming a Gaussian auditory f-t
window with a shape factor of 0.23, corresponding to a
bandwidth of 1/3 octave and a duration of 4 ms at 1 kHz and
a duration of 1 ms at 4 kHz.

B. Apparatus

Stimuli were generated digitally at a sampling frequency
of 40 kHz and were played out over TDT~Tucker Davis
Technologies System II! hardware. Because Gaussian-
windowed signals do not have compact support,3 the signals
were cutoff at frequencies corresponding to their 60-dB
down points. A Wandel und Goltermann RG-1 analog noise

generator produced the continuous pink noise. Signals and
noise were attenuated~TDT PA4! separately, and subse-
quently summed~TDT SM3!. The stimuli were presented
monaurally through Sony MDR-CD999 headphones. Mask-
ing noise levels were measured on a Bru¨el & Kjær type 4152
artificial ear with a flat-plate adapter. The entire experiment
was controlled by an IBM PC-compatible computer. Sub-
jects were tested individually in a soundproof room.

C. Procedure

Intensity discrimination performance was measured us-
ing an adaptive, three-interval, three-alternative forced-
choice paradigm~3I, 3AFC!. Each trial consisted of three
observation intervals. The time between the onset of the
three stimuli was always 500 ms, but the duration of the
stimuli differed with different shape factors. Taking into ac-
count the cutoff at 60 dB below the top, the total duration of
the longest signal was 80 ms. Two intervals contained the
reference signal~with amplitude constantA0) and one inter-
val contained the incremented signal~with amplitude con-
stantA01DA). The incremented signal occurred randomly
in one of the three observation intervals. Each observation
interval was marked by a visual display. The onset of the
stimuli coincided with the onset of the display. The noise
was presented continuously. The subject’s task was to indi-
cate the interval that contained the incremented signal by
pushing the appropriate button on a PC keyboard. There was
no response time limit. Immediately after the response, feed-
back was provided. After the response, 500 ms elapsed be-
fore a following trial started.

In obtaining a threshold estimate, the adaptive procedure
was started at an increment amplitudeDA, several steps
larger than the anticipated threshold. In the adaptive proce-
dure, the transition from increasing to decreasing difficulty,
and vice versa, defined a turnaround. Adaptive thresholds
were determined with a one-down/one-up procedure fol-
lowed by a two-down/one-up procedure after four turn-
arounds. The steps in the amplitude increment were accom-

TABLE I. The effective durationD t , the effective bandwidthD f , the ef-
fective number of periods, and the estimated number of f-t windows for
stimuli with different shape factora and carrier frequencyf 0 as used in the
experiments.

a f 0 D t D f # periods # f-t windows

0.0375 1000 Hz 27 ms 37.5 Hz 27 7
4000 Hz 6.7 ms 150 Hz 27 7

0.075 1000 Hz 13 ms 75 Hz 13 3
4000 Hz 3.3 ms 300 Hz 13 3

0.15 1000 Hz 6.7 ms 150 Hz 6.7 2
4000 Hz 1.7 ms 600 Hz 6.7 2

0.3 1000 Hz 3.3 ms 300 Hz 3.3 1
4000 Hz 0.83 ms 1200 Hz 3.3 1

0.6 1000 Hz 1.7 ms 600 Hz 1.7 3
4000 Hz 0.42 ms 2400 Hz 1.7 3

1.2 1000 Hz 0.83 ms 1200 Hz 0.83 6
4000 Hz 0.21 ms 4800 Hz 0.83 6
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plished by multiplication or division ofDA by a factor
m(m,1): Anew5A01mDAold or Anew5A01(1/m)DAold ,
respectively. As a result, the amplitude step in dB gets
smaller as the difference in amplitudeDA between reference
signal and incremented signal gets smaller. For the initial
steps,m was 0.66; after four turnarounds,m was set to 0.8. A
run was ended after 24 turnarounds and the geometric mean
of the DA values of the last 16 turnarounds was used to
estimate the thresholdDAjnd , theoretically equivalent to
70.7% correct~Levitt, 1971!. Assuming unbiased responses,
the threshold in this paradigm corresponds to a sensitivityd8
of about 1.265~see, e.g., Versfeldet al., 1996!. For each
subject each condition was repeated six times. The test order
of the conditions was balanced according to a Latin square.

Discrimination thresholds were expressed as the just-
noticeable difference in intensity, jnd(I ) in decibels:

jnd~ I !520 log10

A01DAjnd

A0
, ~2!

where DAjnd indicated the amplitude increment yielding
70.7% correct responses.

Beforehand, to set sensation levels for individual sub-
jects and conditions, masked detection thresholds were de-
termined in a similar manner as described above~3 AFC
adaptive procedure!. Thus the detection threshold was de-
fined as the threshold at which 70.7% of the stimuli was
detected correctly by the listener.

D. Subjects

Three subjects~23–25 years!, including the first author,
participated in the experiments. All had normal hearing~ab-
solute thresholds better than 15 dB HL at octave frequencies
from 125 to 4 kHz and at 6 kHz!. Subjects were given prac-
tice to stabilize their performance. On the average this took
30 min of practice for five successive days. As a result, prac-
tice effects were negligible during the actual experiment.

E. Data analysis

The data analysis was performed on the logarithms of
the jnd(I ) to make sure that the variance was approximately
independent of the size of the jnd(I ) ~see Florentine, 1983;
Florentineet al., 1987!. Therefore, the average jnd(I ) was
calculated as the geometric mean of the individual data in
decibels. An analysis of variance~ANOVA ! for repeated
measures was used to examine the statistical significance of
the effects. Differences were considered significant when the
tests indicated a probability less than 0.05.

II. EXPERIMENTS

A. Experiment I: Intensity discrimination as a
function of shape factor and sensation level

The carrier frequency was 1 kHz. The level of the pink
masking noise was set at 35 dB~A! SPL. The masked detec-
tion threshold of the stimuli was essentially constant as a
function of shape factor~see the Appendix and Fig. A3b for
further discussion!. The sensation levels of the stimuli were
varied from 0 to 30 dB, in 10-dB steps.

Figure 2 shows the discrimination threshold jnd(I ) as a
function of shape factor and sensation level for the individual
subjects and the averaged discrimination thresholds across
subjects. Error bars indicate the standard error of the mean.

The three listeners show similar behavior. At intermedi-
ate levels, i.e., at 10 dB SL for all subjects and at 20 dB SL
for subjects JK and NS, jnd(I ) varies as a function of the
shape factor. When the shape factor is increased from 0.0375
to 0.15, intensity discrimination performance deteriorates
~higher thresholds!: at 10 dB SL, jnd(I ) increases by a factor
of 1.7 when the shape factor is quadrupled. When the shape
factor is changed from 0.3 to 1.2, intensity discrimination
performance improves~lower thresholds!: at 10 dB SL,
jnd(I ) decreases by a factor of 1.4 when the shape factor is
quadrupled. The maximum jnd(I ) ~poorest performance! oc-
curs at 10 dB SL for shape factors of 0.15 and 0.3. At lower
and higher levels~0 and 30 dB, respectively! the jnd(I ) does
not vary with the shape factor. When the sensation level is
increased from 0 to 10 dB, an increase in jnd(I ) of about 1
dB is observed for a shape factor of 0.15 and 0.3.

The trends shown in Fig. 2 are supported by the statis-
tical analysis. A three-way repeated measures ANOVA
@sensation level~4!3shape factor~6!3subject~3!# on the in-
dividual data shows a significant effect of both the sensation
level @F(3,6)55.58; p50.036# and the shape factor
@F(5,10)511.33; p,0.001]. Also the interaction between
level and shape factor is significant@F(15,30)52.78; p
,0.01#. The latter result is probably introduced because, at
10 and 20 dB SL, jnd(I ) reaches a maximum at a shape
factor of 0.15 or 0.3, while at 0 and 30 dB SL jnd(I ) does not
vary systematically as a function of the shape factor.

Two additional experiments~II and III! were conducted
to investigate in more detail how the threshold behavior var-
ies with the shape factor.

B. Experiment II: Intensity discrimination at 4 kHz

To examine whether the 10 dB SL maximum is also
present at other carrier frequencies, the 10 dB SL condition
was repeated with a carrier frequency of 4 kHz. The results
are displayed in Fig. 3. Again, a maximum jnd(I ) is reached
at a shape factor of 0.15 or 0.3. jnd(I ) increases by a factor
of 1.7 when the shape factor is quadrupled from 0.0375 to
0.15, and jnd(I ) decreases by a factor of 1.7 when the shape
factor is quadrupled from 0.3 to 1.2.

The trends are confirmed by a three-way repeated mea-
sures ANOVA @carrier frequency~2!3shape factor~6!
3subject~3!# on the individual data from this experiment~4
kHz! combined with the 10 dB SL results from the first
experiment~1 kHz!. The analysis shows a significant main
effect of the shape factor@F(5,10)519.29; p,0.0001#, but
no significant effect of carrier frequency nor a significant
interaction of frequency and shape factor.

C. Experiment III: Intensity discrimination for a higher
overall level †pink noise: 55 dB „A… SPL‡

To examine whether the observed trends really depend
on sensation level and not on overall level, we increased the
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background noise level to 55 dB~A! SPL and repeated the
experiment with Gaussian-windowed tones of 1 kHz at 10
dB SL.

For the higher overall level, the discrimination thresh-
olds obtained for each subject and for the mean of the three
listeners are shown in Fig. 4. Again a maximum was reached
for a shape factor of 0.15 or 0.3. jnd(I ) increases by a factor
of 1.8 when the shape factor is quadrupled from 0.0375 to
0.15 and decreases by a factor of 1.7 when the shape factor is
quadrupled from 0.3 to 1.2.

A three-way repeated measures ANOVA@overall level
~2!3shape factor~6!3subject~3!# on the individual data of
this experiment@55 dB~A! SPL# combined with the 10 dB
SL data of experiment I@35 dB~A! SPL# shows a significant
main effect of the shape factor@F(5,10)533.51; p
,0.000 01#. The effect of overall level and the interaction
between shape factor and overall level are not significant.

III. DISCUSSION

The results show that the just-noticeable difference in
intensity jnd(I ) of Gaussian-windowed tones may vary as a
function of the shape factor. For 1-kHz tones at sensation
levels of 10 and 20 dB SL in 35 dB~A! SPL pink noise,
jnd(I ) reaches a maximum at a critical shape factor of 0.15

or 0.3~see Fig. 2!. At both lower and higher sensation levels,
jnd(I ) is relatively constant for different shape factors. For a
4-kHz carrier frequency, a similar variation in jnd(I ) with
the signal shape is obtained: again, at a shape factor of 0.15
or 0.3 a maximum is observed~see Fig. 3!. Also, after in-
creasing the overall level@noise level: 55 dB~A! SPL# the
variation in jnd(I ) persists~see Fig. 4!.

In this study the spectro-temporal shape of the stimuli
ranged from a relatively long-duration tone to a very short-
duration click. As the signals vary from tone to click, two
processes occur: temporal shortening and spectral widening.
First, as the signal decreases in duration and increases in
bandwidth, the primary effect is temporal shortening. This
causes an increase in the jnd(I ) until the bandwidth reaches
the critical band. At this point the second process, the in-
crease in bandwidth, becomes important, serving to reduce
the jnd(I ). These two processes are addressed more or less
separately in literature.

With respect to the effect of temporal shortening, Flo-
rentine ~1986! and Buus and Florentine~1992! have done
extensive research measuring intensity discrimination for
pure tones as a function of duration. They found that inten-
sity discrimination improves with increasing duration. Our
results show the same behavior: at low levels~10 and 20 dB
SL! jnd(I ) decreases toward smaller shape factors, corre-

FIG. 2. jnd(I ) for Gaussian-windowed 1-kHz tones plotted as a function of the shape factor, for the individual subjects~Rows 1–3! and averaged across
subjects~Row 4!. From the left to the right the sensation level is varied: 0, 10, 20, or 30 dB SL. Each point is the mean of six threshold estimates for one
observer. The error bars show the standard error of the mean.
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sponding to longer durations. Also, quantitatively, the rate of
improvement measured in this study agrees with the rate
found by Florentine~1986! and Buus and Florentine~1992!.

At some point, separating the effect of temporal short-
ening and the effect of the increase in bandwidth is not pos-
sible. Studying jnd(I ) as a function of duration, Florentine
~1986! omitted durations of 4 ms and less from the fitting
procedure because these data deviated from a linear function
@in a double logarithmic plot of jnd(I ) versus duration#. She
noted that this may have been due to the spectral splatter.
Our data also show this effect, a flattening of the curve for

small durations, at a shape factor between 0.15 and 0.3. Our
explanation is, analogous to Florentine’s remark, that at this
point the bandwidth of the Gaussian-windowed signal ex-
ceeds the width of the auditory filter. From this point on, the
spectral width of the signal determines the discrimination
threshold, i.e., the process of increasing bandwidth becomes
important.

With respect to the effect of the increase in bandwidth,
Buus~1990! measured intensity discrimination as a function
of bandwidth. He found that jnd(I ) is independent of band-
width when the stimulus bandwidth is less than the width of

FIG. 3. jnd(I ) for Gaussian-windowed 4-kHz tones plotted as a function of
the shape factor. Sensation level: 10 dB; noise level: 35 dB~A! SPL. The
upper three panels show the jnd(I ) for the listeners separately. The lowest
panel shows the mean result of the three listeners. Other details are the same
as in Fig. 2.

FIG. 4. jnd(I ) for Gaussian-windowed 1-kHz tones plotted as a function of
the shape factor. Sensation level: 10 dB; noise level: 55 dB~A! SPL. The
upper three panels show the jnd(I ) for the listeners separately. The lowest
panel shows the mean result of the three listeners. Other details are the same
as in Fig. 2.
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the auditory filter. For larger bandwidths, at low levels, a
decrease in jnd(I ) with increasing bandwidth was found. Our
data also show this trend: jnd(I ) decreases for shape factors
larger than 0.3, at sensation levels of 10 dB and 20 dB.

In quantitative terms, an optimum detector predicts a
decrease of jnd(I ) by a factor of 2~in decibels! when the
bandwidth or the duration is quadrupled. In the multiple-
window model the two processes of the variation in band-
width and the variation in duration are combined in the
variation of the number of f-t windows covered by the signal.
Then, in the multiple-window model jnd(I ) is expected to
decrease by a factor of 2 when the number of f-t windows is
quadrupled. We found a decrease by a factor of 1.7 instead
of 2, somewhat less than predicted by the multiple-window
model. Florentine~1986! also found smaller improvements
~a factor 1.5 when the duration was quadrupled!. Possible
explanations for this small deviation from the model im-
provement predictions are a reduced discriminability in the
individual f-t windows as the number of f-t windows in-
creases, a suboptimal combination of the information of the
different windows~see also Buus and Florentine, 1992! or
that the windows are not totally statistically independent.

The most important finding of this study is that, for in-
termediate sensation levels, the data qualitatively agree with
the generalized multiple-window hypothesis put forward in
the introduction. As a result, we can identify a ‘‘critical’’
shape factor, for which intensity discrimination performance
is worst. This ‘‘critical’’ shape factor has a value between
0.15 and 0.3, both at a carrier frequency of 1 kHz and 4 kHz,
at an overall level of 35 dB~A! SPL and 55 dB~A! SPL. So,
in the proposed auditory spectro-temporal representation, a
Gaussian-windowed sinusoid with a bandwidth of about 1/3
octave and an effective duration of about 4 ms at 1 kHz and
1 ms at 4 kHz~including effectively about four sinusoidal
periods! can be considered an approximation of the ‘‘el-
ementary’’ f-t window of the perceptually relevant auditory
spectrogram. These values are in line with the idea of the
critical band of the multiband excitation-pattern model~Flo-
rentine, 1986! and with the temporal constants of the
multiple-look model, i.e., about 3 ms for 1-kHz tones and
decreasing toward higher center frequencies~Viemeister and
Wakefield, 1991!.

Having discussed the main issue of the paper, i.e., the
relation between jnd(I ) and the shape factor, as observed at
10 or 20 dB SL, in terms of the multiple-window model, a
few aspects of the data deserve some further discussion.~1!
The masked detection threshold is virtually constant as a
function of shape factor.~2! At 0 dB SL, jnd(I ) does not
depend on shape factor.~3! For the critical shape factor,
jnd(I ) increases about 1 dB when the sensation level in-
creases from 0 to 10 dB SL.~4! At higher sensation levels
~30 dB SL!, intensity discrimination again is a constant as a
function of the shape factor. First, the role of the internal
noise versus the external noise in the multiple-window
model will be addressed. This will help to clarify points 1
and 2. Then, points 3 and 4 will be discussed.

The noisy representation of intensities in the auditory
system that underlies the observed intensity discrimination
thresholds is formed as the sum of external and internal vari-

ance. The external variance is mediated by the external back-
ground noise added to the signal in the experimental proce-
dure. The internal variance is introduced in the auditory
system itself, for example resulting from the variance in the
neural coding process. If the signal-to-external-noise ratio is
not too low, the internal noise dominates intensity discrimi-
nation performance. Following Weber’s Law it is assumed
that the variance due to internal noise is proportional to the
signal energy. Thus the signal-to-internal-noise ratio is inde-
pendent of the excitation level. Therefore, when the energy
of the signal is distributed over several windows rather than
concentrated within a single window, the ‘‘quality’’ within
each individual window in terms of signal-to-internal noise
ratio does not change. As a result, the combination of several
windows will yield a better performance, for the internal
noise is independent between windows. This forms the basis
for the improvement predicted by the multiple-window
model. These predictions are consistent with the results
found at 10 and 20 dB SL.

However, at very low signal-to-external noise ratios the
external noise dominates. Thus to clarify point 1~masked
detection thresholds! and point 2@jnd(I ) at 0 dB SL#, the
role of the external noise needs to be discussed. Contrary to
the internal noise, the external noise in each window is signal
independent. Therefore, when the energy of the signal is dis-
tributed over several f-t windows, the signal-to-external-
noise ratio in each window decreases. This poorer quality in
each individual window is counterbalanced by the combina-
tion of the information across several windows. The net ef-
fect is a constant threshold as a function of the number of f-t
windows for the optimum detector. Thus the explanation for
the constant masked thresholds~point 1! and the constant
jnd(I ) at 0 dB SL ~point 2! is a trade off between the in-
crease in the number of f-t windows covered by the signal
and the decrease in the signal-to-external-noise ratio in each
individual window. This might imply that masked detection
thresholds cannot be used to assess the shape of the auditory
f-t window.

The third point to be addressed is the observed increase
in jnd(I ) when the sensation level is increased from 0 to 10
dB. We believe that this is due to a two-stage strategy listen-
ers will use in an intensity discrimination task at 0 dB SL: a
detection stage followed by a discrimination stage. At 0 dB
SL not all stimuli are detectable; the stimulus with the incre-
mented amplitude has a higher probability of being detected.
Detecting a stimulus in a particular interval is a one-interval
process; discriminating among the stimuli is a three-interval
process. Thus due to the difference in memory load~Durlach
and Braida, 1969!, assuming that listeners benefit from the
detection cue at 0 dB SL seems reasonable~see also the
Appendix!. As a result jnd(I ) is smaller at 0 dB SL than at
10 dB SL. Because most studies regarding jnd(I ) as a func-
tion of level report a decreasing jnd(I ) as a function of level,
our results, the increase in jnd(I ) when the sensation level
increases from 0 to 10 dB, might seem a little unexpected.
However, in most studies~see, e.g., Jesteadtet al., 1977;
Florentine, 1983; Florentineet al., 1987; Ozimek and Zwis-
locki, 1996! the lowest sensation level at which the jnd(I ) is
measured is 5 or 10 dB SL; At this level the effect of the
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detection strategy has probably disappeared. The only study
known by the authors that measured the jnd(I ) at 0 dB SL
was a study by Hannaet al. ~1986!. Unfortunately, their re-
sults can neither confirm nor disprove our results.

Regarding the last point~i.e., 4!, spread of excitation is
important. In the spectral domain, it is well known that
spread of excitation, i.e., the growth of the excitation pattern
with increasing level, occurs. As a result, jnd(I ) is indepen-
dent of bandwidth at high sensation levels. This effect was
found by, for instance, Buus~1990! and is also accounted for
by the multiband excitation-pattern model~Florentine and
Buus, 1981; Buus and Florentine, 1994!. In the multiple-
window approach, spread of excitation is anticipated both in
the temporal and in the spectral domain: The higher the sen-
sation level, the larger the area on the f-t plane excited by the
signal. Therefore, at 30 dB SL, probably even for the critical
shape factor the internal signal representation may already
cover many elementary f-t windows. This may explain why
jnd(I ) becomes independent of the shape factor at higher
levels.

To substantiate the qualitative arguments of the
multiple-window idea, and the role of external and internal
noise as described in the preceding paragraphs, a simple de-
tection and discrimination model was developed. We refer to
the Appendix for a description of the model. The aim of the
model is to simulate the trends observed in the data: the
dependence of the discrimination threshold on the shape fac-
tor at 10 dB SL, whereas at 0 dB SL the discrimination
threshold is a constant as a function of shape factor; the
constant detection threshold as a function of shape factor; the
slight increase in jnd(I ) at a shape factor of 0.3 when the
sensation level increases from 0 to 10 dB SL. The simulated
trends~see the Appendix! agree with the observed trends in
the data.

The results of this study point to an auditory f-t window
with a constant relative bandwidth and a duration inversely
related to frequency: at low frequencies the spectral width of
the f-t windows is small and the duration long, whereas at
high frequencies the spectral width of the f-t windows is
broad and the duration short. This perceptually relevant tiling
of the f-t plane may be considered a form of scale analysis,
suggesting that the signal analysis performed by the auditory
system can be modeled by a type of wavelet analysis~see,
e.g., Rioul and Vetterli, 1991!.

IV. CONCLUSIONS

For Gaussian-windowed tones at intermediate sensation
levels, intensity discrimination performance varies non-
monotonically as a function of the shape factor. The perfor-
mance is best for extreme shape factors~tones and clicks!,
and poor~higher thresholds! for intermediate shape factors.
The shape factor with the maximum jnd(I ) is defined as the
critical shape factor. We propose a generalized multiple-
window model to interpret these results. This is based on the
idea of an ‘‘internal’’ auditory f-t window in sound coding.
The Gaussian-shaped tone with the critical shape factor gives
an indication for the shape of the auditory f-t window. The
spectral width of this elementary window is roughly a critical
band. For the frequencies studied, the temporal width is ap-

proximately four periods: 4 ms at 1 kHz and 1 ms at 4 kHz.
A generalized multiple-window model can explain the ob-
served phenomena qualitatively. Further, it is observed that,
at very low and high sensation levels, jnd(I ) does not depend
on the shape factor. The effects of sensation level on the
relative role of external and internal noise, and on spread of
excitation provide an explanation for these findings.
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APPENDIX: DETECTION AND DISCRIMINATION
MODEL

A detection and discrimination model was developed to
simulate the trends observed in the data and to substantiate
the qualitative arguments of the multiple-window idea, and
the role of external and internal noise. After the description
of the model, the most important finding, viz. the depen-
dence of the discrimination threshold on the shape factor at
10 dB SL will be simulated. In the simulation this translates
into the dependence of the discrimination threshold on the
number of elementary f-t windows covered by the signal.
Then, analogous to the points addressed in Sec. III, the fol-
lowing trends will be simulated:~1! the detection threshold
as a function of the number of f-t windows covered by the
signal; ~2! the discrimination threshold as a function of the
number of windows at 0 dB SL;~3! for one f-t window, the
discrimination threshold at 0 and 10 dB SL.

In the simulations the 3 AFC two-down one-up adaptive
procedure~see Sec. I C! is adopted: in each trial three inter-
vals are presented; a decision algorithm decides which inter-
val contains the signal in case of detection or the incre-
mented signal in case of discrimination. Thus in the model a
human observer is mimicked and the simulated thresholds
can be compared directly to the experimental data.

All stimuli have total energyE. If a signal covers just
one f-t window of the auditory system, this f-t window con-
tains the total energyE. If a signal extends over a number of
N f-t windows, theN f-t windows contain each 1/N part ofE.
In Table I a rough estimate of the number of f-t windows
corresponding to the stimuli used in the experiments can be
found. This estimate is based on an f-t window with a shape
factor of 0.23 ~about the ‘‘critical’’ shape factor!, corre-
sponding to a Gaussian-windowed stimulus with a band-
width of 1/3 octave. The external noise that enters each f-t
window is modeled as Gaussian noise with spectral density
N0 . This noise having a random phase and an amplitude
taken from a Rayleigh distribution is added to the signal. In
the model, the external noise of the different f-t windows is
assumed to be uncorrelated.

Detection

In the simulated detection experiments, one interval con-
tains the signal plus external noise and the other two contain
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only external noise. In Fig. A1a a scheme of the detection
model is plotted. If the signal covers more than one f-t win-
dow ~in case of small and large shape factors!, the energy of
the signal within an interval is divided over the proper num-
ber of f-t windows. In a detection task where stimuli are not
always audible, assuming that the auditory system is unable
to focus exactly on the f-t windows covered by the signal
seem reasonable. Therefore, 50 f-t windows are considered
for all shape factors, comparable to, for example, an integra-
tion time of 200 ms~50 times 4 ms!. On this internal audi-
tory representation, detection decisions are based. Detection
performance is limited by the external noiseN0 and the total
number of f-t windows~set at 50! considered. This classical
decision algorithm ‘‘picks out’’ the interval containing the
highest sum of the internal representation of stimulus level of
the f-t windows.

Discrimination

In the simulated discrimination experiments, two inter-
vals contain the reference signal and one interval contains
the signal with the incremented amplitude. In Fig. A1b a
scheme of the discrimination model is plotted. In some of
our experimental conditions the stimuli are very close to the
detection threshold~0 or 10 dB SL!, and as a result the

stimuli are not always audible. Therefore, the decision strat-
egy for the discrimination experiment is divided into two
stages: a detection stage followed by a discrimination stage.
In the detection stage the decision is made whether the signal
is audible or not. Only, if an interval contains an audible
signal, this is forwarded to the discrimination stage. Finally,
the decision has to be made which of the audible stimuli is
the one with the incremented amplitude. This two-stage ap-
proach agreed with the experience of the listeners at low
sensation levels in the discrimination experiment: the listen-
ers’ strategy was to select only between audible stimuli. Ac-
cording to the listeners’ experience, the decision strategy in
the simulations was as follows: If two or all of the stimuli
were audible, the interval containing the highest sum of the
internal representation of stimulus level over the f-t windows
was chosen; if only one interval contained an audible signal,
this interval was chosen; if none of the stimuli was audible,
randomly one of the three intervals was picked.

In the detection stage, audibility of the signal is defined
with respect to the energy distribution of the external noise.
In the model, a signal in noise is audible~detectable! if the
sum of the internal representation is higher thanb. The con-
stantb is chosen such that the probability that noise alone
will have a total energy higher thanb is 1‰. As in the

FIG. A1. A schematic representation
of the detection~A! and discrimination
~B! model.
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detection simulations, in the detection stage the total of 50 f-t
windows is considered.

In the discrimination stage where the signal is always
audible, assuming that the listener can focus exactly on the
f-t windows covered by the signal seems reasonable. There-
fore, only the f-t windows containing the signal are consid-
ered. ‘‘Coding’’ noise is added to the internal representation.
From the literature~see, e.g., Buus and Florentine, 1991! it is
known that, in discrimination tasks, the sensitivityd8 is
roughly proportional to the difference limen in intensity:d8
5k* log10((E1DE)/E). Therefore, the variance of the in-
ternal ‘‘coding’’ noise component in the discrimination stage
was taken to be proportional to the energy of the signal~con-
stant variance in dB, Weber’s Law!: The noise was taken
from a Gaussian distribution with a standard deviations.
Considering the range of the jnd(I ) of our results,s54 dB
was taken as a reasonable value. The internal noise is uncor-
related across the f-t windows@see Durlachet al. ~1986!#.

Results of the simulations

The simulated discrimination threshold as a function of
the shape factor at 10 dB SL is plotted in Fig. A2. On the top
axis of Fig. A2 the number of f-t windows used to simulate
the different shape factors is shown. The shape factors and
the corresponding estimate of the number of f-t windows can
also be found in Table I. At 10 dB SL, jnd(I ) has a maxi-
mum for the critical shape factor or, alternatively, for one f-t
window. jnd(I ) decreases for smaller and larger shape fac-
tors, or, alternatively, as the number of f-t windows in-
creases. These trends are also observed in the data~see Figs.
2, 3, and 4!.

The simulated detection threshold as a function of the
number of f-t windows covered by the signal is plotted in
Fig. A3a. The figure shows that the detection thresholdE/N0

is independent of the number of f-t windows. In Fig. A3b,
the mean of the informal detection threshold data at 1 kHz is
plotted as a function of shape factor. The data are expressed
in decibelsre: an arbitrary reference. The data show a slight
increase in the detection threshold as the shape factor and, as
a result, the bandwidth increases. This trend was also ob-
served by Van den Brink and Houtgast~1990! for signals

with constant spectro-temporal area. Because no maximum
~nor minimum! can be observed in our data, it is concluded
that, essentially, the detection threshold does not depend on
the number of f-t windows covered by the signal. Experi-
mentally observed and simulated trends agree.

The simulated discrimination threshold as a function of
the shape factor at 0 dB SL is shown in Fig. A4. On the top

FIG. A2. jnd(I ) as a function of the shape factor at 10 dB SL. An estimate
of the number of f-t windows corresponding to the shape factors is shown on
the top axis.

FIG. A3. ~A! The model-predicted detection threshold as a function of the
shape factor. An estimate of the number of f-t windows corresponding to the
shape factors is shown on the top axis.~B! The mean of the informal detec-
tion threshold data at 1 kHz as a function of shape factor. The data are
expressed in decibels re an arbitrary reference.

FIG. A4. jnd(I ) as a function of shape factor at 0 dB SL. The corresponding
number of f-t windows is shown on the top axis.

3434 3434J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Van Schijndel et al.: Discrimination of Gaussian tones



axis of the figure the number of f-t windows used to simulate
the different shape factors is shown. Please see also Table I.
The jnd(I ) at 0 dB SL does not depend on the shape factor,
or, alternatively, the number of f-t windows. The simulated
trends agree with the data~see Fig. 2!. Comparing Fig. A2
~10 dB SL! and Fig. A4~0 dB SL!, it can be seen that for the
‘‘critical’’ shape factor ~or one f-t window! the jnd(I ) in-
creases with about 1 dB when the sensation level increases
from 0 to 10 dB SL. This trend was also observed in the data
~see Fig. 2!.

1The effective number of periods is defined as the effective duration divided
by the period of the carrier frequency of the Gaussian-windowed sinusoid.
This is equal to the reciprocal of the shape factor of the signal~1/a!.

2The intensity discrimination task at 0 dB SL isnot equal to a detection task,
because each interval contains a signal. However, if the reference stimuli
are presented at 0 dB SL, the signals are not always audible. When, in a
trial, one or two of the stimuli are not audible this is perceived by the
subject as a mixture between an amplitude discrimination task and a detec-
tion task. Hannaet al. ~1986! also measured jnd(I ) at 0 dB SL.

3A function f (t) has compact support if it is zero outside the intervalT0
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Natural environments typically contain sound sources other than the source of interest that may
interfere with the ability of listeners to extract information about the primary source. Studies of
speech intelligibility and localization by normal-hearing listeners in the presence of competing
speech are reported on in this work. One, two or three competing sentences@IEEE Trans. Audio
Electroacoust.17~3!, 225–246~1969!# were presented from various locations in the horizontal plane
in several spatial configurations relative to a target sentence. Target and competing sentences were
spoken by the same male talker and at the same level. All experiments were conducted both in an
actual sound field and in a virtual sound field. In the virtual sound field, both binaural and monaural
conditions were tested. In the speech intelligibility experiment, there were significant improvements
in performance when the target and competing sentences were spatially separated. Performance was
similar in the actual sound-field and virtual sound-field binaural listening conditions for speech
intelligibility. Although most of these improvements are evident monaurally when using the better
ear, binaural listening was necessary for large improvements in some situations. In the localization
experiment, target source identification was measured in a seven-alternative absolute identification
paradigm with the same competing sentence configurations as for the speech study. Performance in
the localization experiment was significantly better in the actual sound-field than in the virtual
sound-field binaural listening conditions. Under binaural conditions, localization performance was
very good, even in the presence of three competing sentences. Under monaural conditions,
performance was much worse. For the localization experiment, there was no significant effect of the
number or configuration of the competing sentences tested. For these experiments, the performance
in the speech intelligibility experiment was not limited by localization ability. ©1999 Acoustical
Society of America.@S0001-4966~99!00606-2#

PACS numbers: 43.66.Pn, 43.71.Gv, 43.66.Qp@DWG#

INTRODUCTION

In everyday environments listeners are faced with com-
plex arrays of signals arriving from multiple locations. The
auditory system has a remarkable ability to separate out in-
dividual sources and to extract information from those
sources. Historically, this ability has been referred to as the
‘‘cocktail party effect’’ ~Cherry, 1953; Pollack and Pickett,
1958!. More recently it has been described as a problem of
‘‘sound source determination’’~cf. Yost, 1992, 1997! or
‘‘sound source segregation’’~Bregman, 1990!. Consider-
ations of these phenomena lead to the fundamental question:
how does the auditory system perform these functions in
real-world daily environments, such as a crowded room, a
subway station or a social gathering? This question not only
is important for understanding how the normal auditory sys-
tem functions, but has significant implications towards un-
derstanding how impaired auditory systems process complex
signals in everyday environments.

Early studies on this topic~e.g., Cherry, 1953; Pollack
and Pickett, 1958! employed a two-channel competition
paradigm, whereby multiple speech signals were presented

over headphones simultaneously to the two ears, such that
each ear received completely different stimuli. These studies
showed that under certain conditions listeners are able to
ignore information presented to one ear and focus on the
information presented to the other ear. In addition, intelligi-
bility of speech was markedly worse if both signals were
presented to a single ear. Based on these findings and other
related work it was proposed that the ability to understand
speech in noisy environments improves when the target
speech and the competing sounds are spatially separated
~e.g., Hirsh, 1950; Dirks and Wilson, 1969!.

In order to test the hypothesis that spatial separation
enhances speech intelligibility, one must manipulate the rela-
tive locations of the target and competing sources. Such ma-
nipulations have been conducted in several recent studies
which employed virtual-acoustic simulation of environments
under headphones~Bronkhorst and Plomp, 1992; Nilsson
and Soli, 1994; Koehnke and Besing, 1996; Yostet al.,
1996; Peissig and Kollmeier, 1997!, as well as actual stimuli
in a sound-deadened room~Bronkhorst and Plomp, 1990;
Yost et al., 1996!. Most studies measured speech intelligibil-
ity in the presence of masking noise with the target signal in
front and with the direction of the interfering noise as a vari-
able~e.g., Plomp and Mimpen, 1981; Peissig and Kollmeier,
1997!. Not surprisingly, a consistent finding across these

a!Portions of this paper were presented at the 131st meeting of the Acousti-
cal Society of America, May 1996.

b!Electronic mail: MLH@bu.edu
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studies is that intelligibility improves when the target and
competing sources are spatially separated. However, little is
known about the effect of spatial separation for targets lo-
cated on the sides and with multiple competing sounds that
are placed either on the same side or on opposite sides.

The nature of the interfering source~s! is another impor-
tant consideration. In most studies the competing sources are
not other speech tokens, but flat-spectrum noise~e.g., Dirks
and Wilson, 1969!, speech-spectrum-shaped noise~e.g.,
MacKeith and Coles, 1971; Plomp and Mimpen, 1979; Koe-
hnke and Besing, 1996!, multi-token babble~called speech-
simulating noise! ~Peissig and Kollmeier, 1997!, or noise
that is modulated with the envelope fluctuations of speech
~Festen and Plomp, 1990; Bronkhorst and Plomp, 1992!. A
few studies have used speech signals as both targets and
competing sounds that were either sentences~e.g., Jerger
et al., 1961; Plomp, 1976; Duquesnoy, 1983; Festen and
Plomp, 1990; Peissig and Kollmeier, 1997! or single words
~Yost et al., 1996!; however, typically there was only one
competing sound. To the authors’ knowledge, very few stud-
ies have been conducted with multiple competing sentences
~Abouchacraet al., 1997; Ericson and McKinley, 1997; Peis-
sig and Kollmeier, 1997!.

Previous studies have shown that speech intelligibility is
markedly reduced as the number of competing sources is
increased~Bronkhorst and Plomp, 1992; Yostet al., 1996;
Abouchacraet al., 1997; Peissig and Kollmeier, 1997!. In
the present study, both the target and up to three competing
sources were presented from several locations in the frontal
hemifield in various configurations in an attempt to separate
the effects of increasing the number of competing sources
from the effect of spatial locations. Each sentence was
played from a speaker at a common level so the changes in
intelligibility or localizability of the target sound are conse-
quences of the spatial locations of the target and competing
sources. Presentation of target and competing sentences spo-
ken by the same talker minimized nonspatial cues such as
pitch differences between talkers~cf. Yost, 1997!.

The ability of a person to tell where a sound is located in
space may also be affected by other sounds in the environ-
ment. While many studies have been performed to measure a
normal-hearing listener’s ability to localize either natural
sources~see Blauert, 1997 for review! or simulated sources
~e.g., Wightman and Kistler, 1989b; Besing and Koehnke,
1995!, relatively few have explored the effect of competing
sources~Good, 1994; Wightman and Kistler, 1997b! or re-
verberation~Giguere and Abel, 1993; Besing and Koehnke,
1995! on localization accuracy. Most localization studies
have used noise or click train stimuli; however, in our study
the stimuli are sentences. Gilkey and Anderson~1995!
showed that anechoic localization performance without com-
peting sources was similar for speech sounds and click trains
in the azimuthal dimension.

In the present study we measured both speech intelligi-
bility and localization of speech signals in the presence of up
to three competing sentences. In both experiments the loca-
tion of the competing sources included locations that were
close, intermediate and far relative to the target’s location.
Finally, the experiments were conducted under two condi-

tions: ~1! a sound-field condition in which sounds were pre-
sented from loudspeakers in a sound-deadened room without
head movements and~2! a virtual condition in which sounds
were prerecorded through the ears of KEMAR~Knowles
Electronic Mannequin for Acoustical Research! from the
same loudspeakers in the sound field and presented over
headphones in a sound-booth.

I. METHODS

Each experiment~speech intelligibility and localization!
was repeated with different subjects using the two methods
of presentation~sound-field and virtual!. The stimuli and re-
cording techniques are common to both experiments.

A. Sound-field room

The sound-field room used for both virtual recording
and sound-field testing is a large laboratory room~approxi-
mately 30 by 20 ft!. Part of the room is separated by office
partitions into a testing space approximately 9 by 13 ft. Egg-
crate foam sheets line the walls and close the space above the
partitions to the ceiling. The testing space was measured to
have a reverberation timeT60 ~time required for level to
decrease by 60 dB! of roughly 200 ms for wideband click
stimuli. ~The value ofT60 was between 150 and 300 ms for
one-third octave narrow-band noises centered between 250
and 4000 Hz.! The ambient noise level in the room was
approximately 50 dBA. Seven loudspeakers were positioned
along a 180° arc in the frontal hemifield at 30° increments at
a distance of 5 ft from the listener, who was seated at a
desk-chair. Head movement was minimized with a modified
head/neck rest~Soft-2 Head Support, Whitmeyer Bio-
mechanix!. The computer was placed in a nearby IAC
sound-booth to reduce fan noise. The experimenter’s monitor
and keyboard were on a desk in the same room, but outside
the testing space.

B. Listeners

A total of 12 paid listeners~9 females and 3 males!
18–21 years old participated; all were native speakers of
English with hearing thresholds at or below 15 dB HL be-
tween 250 and 8000 Hz. Three listeners were tested binau-
rally in the sound field~denoted S1, S2 and S3!. Nine listen-
ers were tested using the virtual stimuli: three listeners were
tested binaurally~denoted as V1, V2 and V3! and six were
tested monaurally, each listening with either their left or
right ear ~denoted as VL1, VL2, VL3, VR1, VR2, VR3!.
Each listener participated in both the intelligibility and the
localization experiments under the same listening conditions.
Listeners had no prior experience in any psychoacoustic ex-
periments.

C. Stimuli

The speech tokens were sentences from the Harvard
IEEE corpus~IEEE, 1969!, which consists of 72 phonetically
balanced lists of 10 sentences each. A subset of the sentences
was recorded by each of two male talkers~45 lists by talker
DA and 27 lists by talker CW!. The spectrum of each talker
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is comparable to the average male talker from Byrneet al.
~1994! as shown in Fig. 1. Each sentence was scaled to the
same root-mean-square value, which corresponded to ap-
proximately 62 dBA when played from the front loud-
speaker, and recorded by a single microphone~Bruel &
Kjaer Type 4192! at approximately the position of the listen-
er’s head.

In the sound-field experiments, stimuli were played
through loudspeakers~Radio Shack Optimus 7! controlled by
a personal computer~486DX, Gateway 2000! using Tucker
Davis Technologies~TDT! hardware with a dedicated chan-
nel for each loudspeaker. Each channel includes a digital-to-
analog ~D/A! converter~TDT DD3-8!, a filter with cutoff
frequency of 20 kHz~TDT FT5!, an attenuator~TDT PA4!
and a Tascam power amplifier~PA-20 MKII!. Each speaker
was equalized from 200 to 15 000 Hz to have a flat spectrum
(61 dB! over this range by prefiltering each loudspeaker
according to its impulse response measured in an anechoic
chamber~cf. Kulkarni, 1997!. For the sound-field experi-
ments, when a target and competing sentence were presented
from the same loudspeaker, the stimuli were digitally mixed
prior to the D/A conversion.

For the virtual-source experiments, each of the 720 sen-
tences was recorded when played from each of the seven
positions in the room using the same loudspeaker. These
recordings were made binaurally through a KEMAR manne-
quin ~Etymotic ER-11 microphone system, with ear canal
resonance removed! onto Digital Audio Tape~DAT!. The
appropriate combinations of sentences recorded from various
positions were subsequently digitally mixed~using a Silicon
Graphics Inc. Indigo! and recorded back onto a DAT tape.
During testing, stimuli were played back~Sony DTC-8 or
Sony DTC-700 DAT players! over headphones~Sennheiser
HD 520 II! in an IAC sound-treated booth with no compen-
sation for the headphone transfer functions.1 Subjects were
tested individually. For monaural testing, only one head-
phone was stimulated.

II. SPEECH INTELLIGIBILITY EXPERIMENT

In the speech intelligibility experiment, the subject’s
task was to identify the content of an unknown sentence
presented from a known location that was fixed throughout a
block of trials. Prior to each block, the listener was familiar-

ized with the location of the target sentence, the number of
competitors to expect, and the content of each competitor,
which were all printed on the answer sheet. However, the
location of each competitor was not known and varied from
trial to trial. Prior to each trial, a reference stimulus~500-ms,
250-Hz tone! was presented from the target loudspeaker. Af-
ter each stimulus presentation, the listener was given ap-
proximately 16 s to write down the target sentence.Post hoc
scoring consisted of tallying the number of key words out of
five per sentence that had been incorrectly reported. As an
example, the key words in the following sentence are itali-
cized: Thestreetsarenarrow andfull of sharp turns. Scoring
was strict so that all errors of any kind were counted. An
analysis of the results from the binaural virtual condition
showed no significant difference between scoring strictly and
allowing for minor errors including addition or deletion of
suffixes~e.g., played/plays/play! and spelling mistakes~e.g.,
cloth/clothe! ~Dunton and Jones, 1996!. Listeners were al-
lowed only one presentation of each target sentence, rather
than being permitted an unlimited number of presentations as
in the Yostet al. ~1996! study.

Each sentence in the corpus was designated as either a
‘‘target’’ sentence or ‘‘competing’’ ~nontarget! sentence
based on its duration; all target sentences were shorter than
every competing sentence. While sentences spoken by both
talkers were used, in any given block the same talker spoke
both the target and the competing sentences. Within a trial,
all sentences had nearly synchronous onsets, but asynchro-
nous offsets. The level of each competing sentence was equal
to that for each target sentence; hence, the effective level of
the overall competing sound increased as the number of
competing sentences was increased.

A. Design

The two parameters of primary interest in this study
were the number of competing sentences~one, two or three!
and the relative locations of the target and competing sen-
tences. The target sentence was played from one of three
locations: left~290°), front ~0°) or right ~190°). Compet-
ing sentences were played simultaneously from various com-
binations of positions categorized as eitherclose, intermedi-
ateor far for each target location as listed in Table I. Notice
that multiple competitors always originate from separate lo-
cations. In thecloseconfigurations, one competing sentence
was at the same position as the target. In theintermediate
configurations, the nearest competing sentence was 30° to
90° from the target. In thefar configurations, the nearest
competing sentence was more than 90° from the target. The
corresponding overall signal-to-noise ratios at the better
monaural ear for the various competing sentence configura-
tions are given in Table II.

A third parameter of interest was the effect of sound-
field or virtual listening mode. A between-subjects design for
listening mode was used in order to accommodate the large
design of the experiment without repeating speech material.
Therefore, the entire design was repeated for each subject in
only one listening mode.

Each target-competing sentence configuration was re-

FIG. 1. Spectra for two male talkers in this study compared with average
spectrum, normalized to 70 dB SPL overall level for each talker, for Ameri-
can English male talkers from Byrneet al. ~1994!.
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peated between 10 and 25 times~with different target and
competing sentences!, hence performance is based on scor-
ing between 50 and 125 key words per condition. Different
numbers of trials were used for each condition so that there
was a similar number of blocks for each target location.
Thirty-seven blocks were tested, each containing between 14
and 21 trials. Within a block, the location of the target and
the number~and content! of the competing sentences re-
mained constant while the location of the competing sen-
tence~s! was randomized from trial to trial so that each com-
peting sentence configuration was repeated at least twice per
block. The order of the blocks was randomized and all lis-
teners performed the experiment in the same order.2 Due to
an error in the preparation of the tape for virtual listening,
two conditions~target at290° or 190° and the competing
sentences at230°, 0° and 30°) were not randomized along
with the other conditions. Therefore, for the virtual listening
subjects only, these conditions were tested separately after
the speech intelligibility and localization experiments were
completed.

Listeners received the same, minimal training at the be-
ginning of each testing session. First, a known sentence was
presented twice from each of the seven possible locations
from 290° to190°, in order left to right. Then examples of
listening to a known sentence in the presence of one, two and
then three known competing sentences were played from se-

lected locations. Finally, listeners were given five practice
trials for each of one, two and three competing sounds~from
only a subset of the locations actually tested!, which were
not scored. The speech intelligibility experiment contained a
total of 600 trials requiring approximately 6.5 h of testing per
listener over multiple sessions.

B. Results

Performance was scored separately for each listener as
the error rate, the percentage of key words that were incor-
rectly identified in each condition. The average and standard
deviation across listeners for the two binaural testing groups
~sound-field or virtual listening! are shown in Fig. 2. Results
for the one, two and three competing sentence cases are plot-
ted in separate panels. The virtual listening subjects~Vs! are
denoted by open symbols and the sound-field listening sub-
jects ~Ss! are denoted by filled symbols. The symbol shape
corresponds to the location of the target, which was either at
290° ~circle!, 0° ~square! or 190° ~triangle!. The different
symbols are offset slightly for clarity.

Figure 2 shows several important findings. First, for
each fixed number of competing sentences, configurations
with the largest errors are those in which the competing sen-
tences are close to the target location~i.e., one competing
source has the same location as the target!. Second, the maxi-

TABLE I. Categories for competing sentence configurations~2 for left, 1 for right of midline! used in speech intelligibility experiment. Locations presented
simultaneously are enclosed by parentheses.Dmin is the minimum absolute separation between target location and location of any competing sentence.

Target
location

No. of
competing

sources

Competing sentence configuration

Close
Dmin50°

Intermediate
30°<Dmin<90°

Far
Dmin.90°

290° 290° 260°, 230°, 0° 130°, 160°, 190°
0° 1 0° 290°, 260°, 230°, 130°, 160°, 190°
190° 190° 160°, 130°, 0° 290°, 260°, 230°

290° ~290° 260°!, ~290° 190°! ~0° 130°! ~160° 190°!
0° 2 ~0° 130°! ~290° 260°!, ~290° 190°!
190° ~160° 190°!, ~290° 190°! ~0° 130°! ~290° 260°!

290° ~290° 260° 230°!, ~290° 0° 190°! ~230° 0° 130°! ~130° 160° 190°!
0° 3 ~230° 0° 130°!, ~290° 0° 190°! ~290° 260° 230°!
190° ~130° 160° 190°!, ~290° 0° 190°! ~230° 0° 130°! ~290° 260° 230°!

TABLE II. Signal-to-noise ratio at the better ear for all configurations tested. Values were computed using the
Shaw and Vaillancourt~1985! source-to-eardrum transfer functions. When there were multiple conditions
contributing to the average, the average for all conditions in a category for a given number of competitors is
given first and the value for each individual condition is given in parentheses in the same order as reported in
Table I. Only the conditions on the left side are shown, the symmetric cases on the right side are equivalent.

Target
location

No. of
competing

sources

Competing sentence configuration

Close
Dmin50°

Intermediate
30°<Dmin<90°

Far
Dmin.90°

290° 22.5 21.0 ~23.3, 23.0, 13.3! 110.9 ~17.1, 112.6,113.0!
0° 1 20.7 17.0 ~19.4, 18.6, 13.0!

290° 25.7 ~27.6, 23.8! 21.1 18.1
0° 2 25.1 10.35 ~14.3, 23.6!

290° 25.4 ~27.7, 23.2! 24.6 15.1
0° 3 26.7 ~27.5, 25.8! 11.8
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mum error rates observed generally increase as the number
of competing sentences in the environment is increased~al-
though in some cases, ceiling and floor effects lessen the
difference!. Third, similar error rates are observed for the
sound-field and virtual listening conditions. These observa-
tions are consistent with analysis of variance~ANOVA ! re-
sults. Specifically, a two-way mixed design ANOVA@binau-
ral testing condition ~sound-field or virtual listening!
3competing sentence location~s!# was performed for each
target position~290°, 0° or190°! and number of competing
sentences~one, two or three! separately~a total of nine
ANOVAs!. The binaural testing condition was a between-
subjects factor and number of competing sentences was a
within-subjects factor. For all analyses, significance was con-
sidered at a level of 0.05, using Scheffe’s correction for mul-
tiple comparisons when necessary. For all nine ANOVAs,
the results yielded a significant effect of competing sentence
location. The configurations when the competing sentences
wereclose~one competing sentence at the same location as
the target! with respect to the target position yielded signifi-
cantly more errors than the configurations which wereinter-
mediateor far. There was no significant effect of testing
condition ~sound-field versus virtual listening!; however, an
interaction was observed between the testing condition and
the competing sentence location for the target at290° and
190° and the three-competing sentences condition, with the

difference only for the competitor locations of~230°, 0°
and 130°). The error rates were lower when the condition
was tested separately~virtual listening! than when tested ran-
domized with other conditions~sound-field listening!. Fur-
ther studies are needed to determine if this difference is due
to the particular competitor location or due to the~lack of!
randomization.

The ANOVA analyses were repeated using an arcsin
transformed version of the error rate which takes into ac-
count the limitation of the measurement range~Walker and
Lev, 1953; used by Nabelek and Robinson, 1982!. The only
difference in the results was that there was a significant in-
teraction between the testing condition and three-competing
sentence location only for the target at190° and no longer
for the target at290°.

A further validation of the equivalence of sound-field
and virtual presentations~indicated by the ANOVA results!
is the high correlation between the average error rate for the
two binaural testing conditions (r 50.96, p,0.01); the re-
gression line is not statistically different from the unity line
@correlation coefficient: t(41)50.82, p.0.05; intercept:
t(41)51.40, p.0.05]. Thus, speech intelligibility results
are essentially equivalent when tested in the sound field or
recorded in the sound field and played back over head-
phones.

Figure 3 shows performance for virtual conditions sepa-

FIG. 3. Speech intelligibility error rates for virtual-listening with the target
at side~290° and190° averaged! and at front~0°!. Average values are
plotted for each group~binaural and each monaural ear! and each competing
sentence configuration. Values for binaural virtual-listening are connected
with solid lines, those for monaural left virtual-listening~or better monaural!
are connected with dotted lines, and those for monaural right virtual-
listening ~or poorer monaural! are connected with dashed lines. Symbol
shading denotes the proximity of the competitors to the target:close~black!,
intermediate~gray! or far ~white! and the number of competing sentences is
denoted by the symbol shapethree ~circle!, two ~square! or one ~triangle!.

FIG. 2. Speech intelligibility error rates for binaural listening with one-
~panel A!, two- ~panel B! and three-~panel C! competing sentences. Aver-
age values and standard deviation over three listeners in each group~virtual-
listening and sound-field! are plotted for each competing sentence configu-
ration. Virtual-listening results are shown using open symbols and sound-
field listening results are shown with closed symbols. Target location is
indicated by symbol: circles for290°, squares for 0°, and triangles for
190°.
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rated into panels by target position: side~average of sym-
metrical conditions for target at290° and190°, top panel!,
front ~0°, bottom panel!. Each panel shows performance un-
der binaural~connected by solid lines! and monaural~con-
nected by dotted and dashed lines! conditions. The proximity
of the competing sentences to the target location is denoted
by the symbol shading with black forclose~one competing
sound in the same location as the target!, gray for interme-
diate ~closest competing sound 30° to 90° from the target
location! and white forfar ~closest competing sound more
than 90° from the target location! competing configurations.
The symbol shape denotes the number of competing sen-
tences: circle for three, square for two and triangle for one.
The symmetrical conditions, in which the relative location of
the target and competing sentences were mirror-images of
each other, were averaged since the symmetrical conditions
differed by an average of only 2.4% key word errors.

As already noted in Fig. 2, the binaural listening condi-
tion results~symbols connected by solid lines in Fig. 3! show
that the largest error rates for each target location are consis-
tently seen for thecloseconditions, regardless of the number
of competing sentences. Theintermediateandfar conditions
show similar error rates. It is clear that the proximity of the
competing sentences is more influential on the error rate than
is the number of competing sentences. Our results in the
single competing source case are consistent with previous
studies that have found a large decrease in threshold when
the competing sound was separated 90° from the target lo-
cation ~e.g., Dirks and Wilson, 1969; MacKeith and Coles,
1971; Plomp and Mimpen, 1981; Bronkhorst and Plomp,
1992; Peissig and Kollmeier, 1997!.

When listening monaurally, there is often a large differ-
ence in performance depending on which ear is being stimu-
lated~dotted lines and dashed lines in Fig. 3! and the spatial
relation of this ear to both the target and the competing sen-
tence locations. The ‘‘better monaural ear’’ is defined as the
ear that produces the lowest error rate~which also typically
has the higher signal-to-noise ratio3! for a particular compet-
ing configuration. When the target and competing sounds
arise from different spatial locations, the effective signal-to-
noise ratio is usually higher at one ear than the other due to
the acoustical shadow of the head.4

The performance in binaural conditions~Fig. 3! is al-
ways better than ‘‘better monaural ear’’ performance.
Bronkhorst and Plomp~1992! found an average of 3 dB
better performance~corresponds to roughly 30% fewer errors
in our technique! for spatially separated competitors in bin-
aural versus ‘‘better monaural ear’’ performance for environ-
ments including up to six competitors. Therefore, the lack of
large improvement in many environments for the binaural
listeners over the better ear monaural listeners is likely due to
ceiling and floor limitations of our measurement technique.
There are several situations, however, which show a large
difference~maximal expected binaural advantage! between
binaural and better monaural ear listening inintermediate
configurations in which the target was at the front~0°) in the
presence of two or three competing sentences. This suggests
that in real-world situations~like the ones we are simulat-

ing!, the actual advantage of binaural listening is large only
for particular, but typical situations.

C. Discussion

This study measured speech intelligibility in the pres-
ence of multiple competing sentences in which the compet-
ing sounds are varied in both their number and proximity to
the target location. The major findings are:~1! results are
similar in the sound-field and virtual listening conditions;~2!
for binaural and better-monaural-ear conditions, the proxim-
ity of the target and competing sentences has more influence
on the error rate than the number of competing sentences;~3!
when the monaural ear is in an unfavorable position, then the
number of competing sentences has more influence on the
error rate than does proximity of target and competing sen-
tences;~4! there is a large difference between binaural and
best-monaural performance only for particular configura-
tions.

There was no evidence that testing in a sound-field with-
out head movements yields different results from testing in a
virtual listening experiment, even though individualized ear
recordings were not made. This view is consistent with early
studies such as Dirks and Wilson~1969! and confirm that the
virtual presentation of speech sounds is reasonable~e.g.,
Bronkhorst and Plomp, 1992; Koehnke and Besing, 1996!
for research and clinic applications. Yostet al. ~1996!
showed a difference between sound-field and virtual condi-
tions; however, the listeners in the sound-field were allowed
head movements while virtual stimuli were presented inde-
pendent of head position. Our results suggest that, even
though the listeners did not hear the sources in their correct
elevations~listeners V1 and V2 reported elevated sources!,
they were able to use the azimuthal separation of virtual
sources to increase the intelligibility of the target.

Figure 4 summarizes the effect of number of competi-
tors and proximity of competitors to the target location sepa-
rately. For all listening modes, the effect of number of com-
petitors is similar with decreases of 25%–38% as the number
of competitors is decreased from three to one. The effect of
proximity of target and competitors is only apparent for the
binaural and better-monaural listening modes with fewer er-
rors ~changes of approximately 55%! when the competitor

FIG. 4. Error rates in virtual-listening speech intelligibility experiments as a
function of the number of competitors and the proximity of the competitors
to the target location for binaural~circle!, better monaural ear~up-pointing
triangle! and poorer monaural ear~down-pointing triangle!.

3441 3441J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Hawley et al.: Speech intelligibility and localization



locations are moved from close to far. No consistent change
in error rates was seen for the poorer-monaural-ear condition
as a function of proximity; all data points are near 100%
error rate. Therefore, for the binaural and better-monaural-
ear listening modes, the effect of proximity of target and
competitors have more influence on the error rate than does
the number of competitors. This finding is consistent with a
previous study by Yostet al. ~1996!. Having both the target
and competing sentences be tokens from the same talker may
have emphasized this spatial aspect. The poorer-monaural-
ear listening mode is more affected by the number of com-
petitors simply because there is no effect of the proximity of
the target and competitors. The listeners could not consis-
tently use the spatial separation in the sources to better un-
derstand the target under monaural conditions~Yost et al.,
1996!, which is perhaps related to poorer localization ability
under monaural conditions~discussed in Sec. III C!.

These data show that monaurally hearing listeners per-
form much worse than listeners with binaural hearing in
many situations; however, they may perform nearly as well
in specific conditions when the target is situated on the side
of their good ear. Previous comparisons between binaural
and monaural listening have generally been made for one
competing sound~e.g., Dirks and Wilson, 1969; MacKeith
and Coles, 1971! with the exception of Bronkhorst and
Plomp~1992! who studied environments containing up to six
competitors. While there appear to be small differences be-
tween binaural and better-monaural-ear conditions in the
single competing sentence situation~triangles in Fig. 3!, the
largest advantages were observed for configurations with
multiple competing sources in intermediate proximity. Our
results further suggest that the large binaural advantages are
also present in asymmetrical competing configurations when
either two or three competing sentences are on the side of the
nonfunctioning ear. Bronkhorst and Plomp~1992! deter-
mined that the binaural advantage was 2.4 to 4.3 dB depend-
ing on the number and location of competing sources. There-
fore, the benefit of the binaural system is available regardless
of the environment; however, it does not always improve
intelligibility.

A similar pattern of binaural advantage~decrease in er-
ror rate from better monaural to binaural performance! for
the various environments tested is obtained when the target
and competitor location~s! are processed through a modified
version5 of the model by Zurek~1993! ~Fig. 5!. In this
model, the intelligibility of the speech is predicted from an
Articulation Index calculation based on the signal-to-noise
ratio at the better monaural ear and binaural interaction in
individual frequency bands weighted by their importance to
understanding the speech. This analysis shows that although
the signal-to-noise ratio is improved for binaural listening
over better monaural listening conditions, the actual intelli-
gibility is not always improved. This lack of consistent im-
provement is due to the ceiling and floor effects inherent to
speech intelligibility.

The advantage of binaural listening over better monaural
ear listening is not the most relevant comparison, however,
since the monaural listener does not have the luxury to
choose the one ear that is ‘‘better’’ for a given situation. A

truly monaural listener would be at a significant disadvan-
tage some of the time. It is interesting to note that the con-
figurations with the target sentence in front and the compet-
ing sounds toward the nonstimulated ear~environment with
the largest binaural advantage! would be a common environ-
ment encountered by a unilaterally deaf person trying to uti-
lize speech-reading.6 The monaural listener has to either em-
ploy speech-reading or to turn his or her head such that the
target is at the side and the competing sentences are in front;
by reorienting his or her head, the listener would obtain a
40% decrease in error rate for monaural listening. MacKeith
and Coles~1971! noted that ‘‘if the listener has only one
usable ear he will more often be in a position of having
either auditory advantage or visual advantage, but not both.’’

Our data generally support the claim by Peissig and
Kollmeier ~1997! that when the target is at 0°, performance
is better if two competing sentences are on the same side,
compared with conditions when they are distributed on both
sides. Although the analysis of our data is limited by the fact
that our results include floor effects for the comparable con-
ditions that were tested, there was a small reduction in error
from the condition of two competing sentences that were
presented from either the left and right~290° and190°) to
the condition where both were from the left~290° and
260°!.

In summary, the advantage of binaural listening in a
realistic environment was shown to be dependent on specific
details of the environment. When the speech was already
highly intelligible monaurally, there was no improvement to
be had by using binaural listening. When the speech intelli-
gibility was poor monaurally, the improvement in signal-to-

FIG. 5. Decrease in error rates for binaural listening over better monaural
listening mode for speech intelligibility experiments as a function of the
number of competitors~symbol shape! and the proximity of the competitors
to the target location~symbol color!. The data are connected by solid lines
and the model prediction@modified version of the model by Zurek~1993!#
for the same environments are connected by dotted lines.
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noise ratio by a few decibels was sometimes not enough to
substantially improve the intelligibility, although in other en-
vironments those few decibels led to large improvements in
intelligibility. Therefore, binaural hearing was sometimes
able to drastically improve the intelligibility; however, the
real benefit comes from having the better monaural ear al-
ways available.

III. LOCALIZATION EXPERIMENT

In the localization experiment, the listeners’ task was to
perform an absolute identification of source location for a
known sentence in the presence of unknown competing sen-
tence~s! presented from unknown locations. The number of
competing sentences and the content of the target sentence
were fixed throughout a block of trials. After each stimulus
presentation, the listener was given approximately 6 s to
write down the judged location of the target sentence, speci-
fied by the number of the location~an integer in the range 1
to 7!.

None of the sentences used in the localization experi-
ment had been previously used as targets in the speech intel-
ligibility experiment ~which required 600 target sentences
out of 720 sentences in the IEEE corpus!. The twelve short-
est sentences from this pool of 120 sentences were desig-
nated as target sentences for this experiment, therefore guar-
anteeing that the target sentence was shorter than any of its
competitors. The competing sentences were chosen from the
remaining sentences in the pool and varied from trial to trial.
While sentences spoken by both talkers were used, in any
given block the same talker spoke both the target and the
competing sentences. Within a trial, all sentences had nearly
synchronous onsets, but asynchronous offsets. Each sentence
was scaled to the same root-mean-square value, correspond-
ing to approximately 62 dBA, the same as was used in the
speech intelligibility experiment. Hence, the effective level
of the overall competing sound increased as the number of
competing sentences was increased.

A. Design

The parameters of interest in this study were the number
~one, two or three! and configuration~relative locations! of
competing sentences. The target sentence was presented ran-
domly from one of the seven speakers~290° to 190°) si-
multaneously with competing sentences~one, two or three!
in the same configurations as used in the intelligibility ex-
periment~Table I!. Note that the competing sentences were
clustered on the left, in front, on the right, or distributed on
both sides.

The total number of competing sentence configurations
is 15 ~7 with one competing sentence and 4 for each with
two- and three-competing sentences!. All conditions for each
number of competing sentences were randomized and then
tested in blocks of either 70 or 84 trials each with the content
of the target sentence fixed. The number of trials in each
block differed to give roughly equal number of blocks for
each number of competing sentences. Each configuration
was repeated about 15 times7 for each of the seven target
positions. The order of the blocks was randomized and all
listeners performed the experiment in the same order. A total

of 1575 trials was tested per listener. In addition, the mon-
aural ~virtual-listening! subjects localized the target without
competing sources.

Listeners were given minimal training, but no trial-by-
trial feedback was given. At the beginning of each testing
session, sample sentences were played from each location in
order between290° to 190°, twice, and listeners were
given several practice trials in which they localized a known
sentence. There was no feedback during the training trials,
and performance was not scored. The localization experi-
ment required approximately 6 h of testing per listener over
multiple sessions.

B. Results

To quantify the effect of competing sentence configura-
tion on localization performance, several statistics were cal-
culated for each competing sentence configuration: percent
correct, root-mean-square error~rms error! and correlation
coefficientr for the least-squares linear regression. The per-
cent correct is a measure of how many correct identifications
are made independent of the size of the errors on incorrect
trials; the rms error is a measure of the average size of the
errors between observed and perfect performance; andr 2,
the proportion of variance accounted for by a linear regres-
sion, is a measure of the size of the deviations between the
best fitting line through the data and the actual responses
~Good and Gilkey, 1996!. Random guessing would result in
14% correct, a rms error of 85°, and ar 2 value of 0. The
statistics of rms error andr 2 gave consistent information,
therefore only rms error is considered further.

The percent correct and rms error for each listener are
shown in Fig. 6. The data for each listener are grouped in
clusters, with columns slightly offset according to the num-
ber of competing sentences. Results for individual subjects
are arranged so that binaural listeners are on the left and
monaural listeners are on the right. The symbol shape and
shading denotes the number of competing sentences. Aver-
age and standard deviation are plotted for all conditions hav-
ing the same number of competitors. Dark lines are plotted
for localization with no competing sentences~only measured
for the monaural virtual-listening subjects!.

When listening binaurally, overall performance was
quite good with 89% correct averaged across all listeners and
all competing sentence configurations. Individual binaural
listeners accurately localized the target sentence on at least
92% of the sound-field trials and 72% of the virtual-listening
trials averaged over all competing sentence configurations.
At least 95% of the responses for each binaural listener were
within one speaker of the correct location. This corresponds
to a rms error typically less than 30°. Two of the three lis-
teners in the virtual listening group~V1 and V2! reported
that the sounds appeared to be presented from locations that
matched the recorded azimuth, but elevated from the re-
corded locations. While listeners V1 and V2 have the lowest
overall percent correct of the binaural listeners, the rms error
observed is similar to the other binaural listeners.

Monaural virtual-listening subjects performed much
poorer than the binaural listeners. The monaural listeners had
an overall average accuracy of 27%, with individual listen-
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ers’ averages in the range of 17%–31%.~Note that chance
performance is 14% since there are only seven possible re-
sponses.! The overall rms error was 52°, with individual
listeners’ averages ranging from 40° to 81°. Localization
ability in quiet was not consistently improved over localiza-
tion ability in the presence of competitors for these listeners.

A two-way mixed design ANOVA@binaural listening
condition ~sound-field or virtual-listening!3competing sen-
tence configuration~all 15 configurations including one, two
or three competitors!# yielded a significant effect of listening
condition (p,0.001), but not of competing sentence con-
figuration (p.0.41) or for the interaction between these fac-
tors (p.0.98) when evaluated using either percent correct or
rms error. The binaural listening condition was a between-
subjects factor and the competing sentence configuration was
a within-subjects factor. The average percent correct was
96% and 83% for the sound-field and virtual-listening
groups, respectively. The average rms error was 10° and 14°
for the sound-field and virtual-listening groups, respectively.
Although the rms error differs significantly between the
groups, the difference in rms error is quite small; average
errors are much smaller than the separation between the
speakers.

The response distributions of the binaural listening
groups for the three-competing-sentence configurations are
shown in Figs. 7 and 8 for the sound-field and virtual-
listening subjects, respectively. The three-competing-
sentence configurations are shown since these configurations
typically show the poorest performance observed for the sub-
jects. In these figures, results for a single subject are given in

each column. Each row of panels shows a different three-
competing-sentence configuration with the location of each
competing sentence denoted by a horizontal gray line. Each
panel shows the distribution of judged target locations for
each target location. The size of the circle indicates the rela-
tive number of responses for each judged location. Perfect
performance corresponds to all judgments along the diago-
nal. The black line shows the best linear fit for the data in
each panel separately.

The pattern of errors for individual subjects highlights
the individual differences observed. All three binaural
sound-field listeners~Fig. 7! localized the target well, even in
the presence of three equal-level competing sentences. The
large circles are concentrated along the diagonal and the best
linear fit is very close to the diagonal. However, an analysis
of the errors observed for the three-competing-sentence con-
figurations shows that while the total error rates are low for
all listeners, they occasionally mislocalized by more than 30°
from the target location to the location of a competing sen-
tence ~S1: 1.3%, S2: 0%, S3: 5.5% of total trials!. These
infrequent large errors for subject S3 explains the lower per-
cent correct and larger rms error for this subject in these
three-competing-sentence configurations as compared with
the other sound-field listeners. The virtual-listening subjects
~Fig. 8! tend to have more errors that are near the target than
was observed for the sound-field listeners. An analysis of the
errors observed for the three-competing-sentence configura-

FIG. 6. Results for localization experiments for individual listeners. The
percent correct and the root-mean-square~rms! error are plotted for each
competing sentence configuration. The symbol and shading denoting the
number of competing sentences~white for one, gray for two, black for
three!. Dark lines denote performance for localization in quiet for monaural
listeners.

FIG. 7. Confusion matrix of localization responses for the binaural sound-
field listening group for three-competing-sentence conditions. Separate lis-
teners are shown in each column. The location of each competing sentence
is shown by the gray horizontal lines~first row: 290°, 260° and230°;
second row:230°, 0° and130°; third row:130°, 160° and190°; fourth
row: 290°, 0° and190°!. The size of each circle is proportional to the
number of responses judged to that location. The black line is the least
square error linear regression for each panel.
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tions shows that, while the total percent correct tends to be
lower than was observed for the sound-field listeners, the
percentage of errors which were more than 30° and at the
location of a competing sentence was not increased~V1:
4.0%, V2: 0.5%, V3: 0.2% of total trials!.

Responses for representative monaural~virtual-
listening! subjects for the three-competing sentence configu-
rations are shown in Fig. 9 for the poorest performing subject
~VR1! and two typical subjects~VL3 and VR2!. The three-
competing-sentence conditions plotted are the same as
shown for the binaural subjects in Figs. 7 and 8. All six
monaural-listening subjects showed poorer performance than
the binaural subjects did. Responses are no longer tightly
clustered near the diagonal, and the best fitting line is often
very different from a diagonal line. Subject VR1 shows no
relation between his judgments and the actual target location,
with correlation coefficients near zero. The other two listen-
ers shown~and the other three not shown! tended to choose
the correct side much of the time, but with little differentia-
tion between locations.

C. Discussion

The major findings of the localization study were:~1!
under binaural conditions, localization performance is excel-
lent ~average of 90% correct and 12° rms error! for all con-
figurations that were studied;~2! under monaural conditions,
localization performance is poor for all configurations that
were studied;~3! localization in the sound-field gives signifi-
cantly smaller rms error than localization under virtual lis- tening conditions; and~4! some subjects showed large infre-

quent mislocalizations to the location of competing sentences
as the environment increased in complexity.

The binaural listeners were able to localize the target
sound well even in the presence of competitors for all con-
figurations tested. The stimuli were whole sentences~about 3
s long! presented at a level where the target is detectable
even when presented with three competing sentences, al-
though not always intelligible~Hawley and Colburn, 1997!.
This is consistent with the recent study by Yostet al. ~1996!
in which words that were correctly identified were localized
correctly at least 80% of the time.

The observation that localization is better under binaural
than monaural conditions is expected~e.g., Middlebrooks
and Green, 1991; Slattery and Middlebrooks, 1994; Wight-
man and Kistler, 1997a!, since the localization accuracy in
the azimuthal plane is thought to be dominated by the avail-
ability of interaural timing information~e.g., Wightman and
Kistler, 1992!. Monaural listeners do not have interaural tim-
ing information and therefore must rely on overall level and
spectral differences. Five of six monaural-listening subjects
in this study were able to judge the side of the target much of
the time presumably based on the level of the target. Since
the target was always played at the same level, the level cue
would be reliable. The listeners in this study had no experi-
ence listening monaurally prior to this study and therefore
may not be used to relying on spectral cues. Since the sub-
jects were listening to someone else’s~KEMAR! transfer
functions, training with feedback may have allowed the sub-
jects to learn these features and improve their performance.

FIG. 8. Confusion matrix of localization responses for the binaural virtual-
listening group for the three-competing-sentence conditions. See Fig. 7 for
explanation.

FIG. 9. Confusion matrix of localization responses for representative listen-
ers in the monaural virtual-listening group for the three-competing-sentence
conditions. The left column shows listener with accuracy close to chance.
The middle and right columns show typical performance for the other five
listeners. See Fig. 7 for explanation.
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Intersubject differences in listeners’ ability to localize sounds
under monaural conditions has also been seen by Slattery
and Middlebrooks~1994! where some experienced monaural
listeners performed better than and others performed compa-
rably to nonexperienced monaural listeners; however, their
performance was always poorer than binaural listeners.

Results suggest that listeners’ abilities to make absolute
identification judgments in the horizontal plane based on vir-
tual sources did not appear to be greatly influenced by the
distortions in perceived elevations experienced by subjects
V1 and V2. Listeners appear to have categorized their local-
ization judgments in a similar way regardless of the accuracy
of the perceived elevation, yielding similar results to those of
Besing and Koehnke~1995! who employed comparable
virtual-listening methods. The frequent small errors and per-
ceived elevation of sources reported by some of the listeners
in the virtual listening group could be due to the use of
KEMAR recordings and headphone presentation rather than
more precise simulations~e.g., Wightman and Kistler,
1989a, 1989b; Kulkarni, 1997!. While features of the head-
related transfer functions~HRTFs! differ across listeners,
particularly at higher frequencies~e.g., Wightman and Kis-
tler, 1989a; Pralong and Carlile, 1996!, the use of individu-
alized functions have been shown to be less critical for azi-
muthal localization~e.g., Wenzelet al., 1993!.

Our results show a small, yet statistically significant de-
crease in performance between the sound-field and the
virtual-listening subjects. A direct comparison between per-
formance in the sound-field and virtual-listening conditions
~e.g., Wightman and Kistler, 1989a; Wenzelet al., 1993!
cannot be made since our groups were composed of different
listeners. Even for the virtual listener~subject V2! who
showed the poorest overall performance~72% correct!, the
rms error is less than the difference between adjacent speaker
locations.

Only two of the binaural listening subjects~listeners S3
and V1! showed increased difficulty localizing sounds as the
number of competing sounds increased. For these listeners,
the average percent correct decreased by 9.1% and 12.6%
and the average rms error increased by 10.0° and 12.4° from
the one- to the three-competing sentence environments. For
the other four listeners, the average change from the one- to
the three-competing-sentence environments was less than
5% correct and less than 3° rms error. Listeners S1 and V1
also showed an increased likelihood of making large mislo-
calizations to the location of a competing sentence, particu-
larly in the three-competing-sentence environment~4.0% and
5.5% of the total trials!. Since all sentences were spoken by
the same talker, these listeners~S1 and V1! may have been
confused as to which sentence was currently the target sen-
tence and instead localized a competing sentence, although
the experimental design intended to minimize this problem
by having the target sentence written on the answer sheet in
front of the listener and remain consistent for an entire block
of trials.

IV. INTELLIGIBILITY AND LOCALIZATION
IN THE SAME LISTENERS

Intersubject and presentation mode differences noted in
the localization experiment did not translate into differences
in speech intelligibility performance. Although there were
significant differences in localization performance between
the binaural groups listening in the sound-field and virtual
environments, there were no significant differences between
the groups in their intelligibility performance. Results from
other experiments~Hawley and Colburn, 1997! show that
these sentence stimuli can be localized in quiet at a level 20
dB below the level required for 50% correct key word intel-
ligibility. Since the level of the target stimulus was well
above this criterion in all cases, the localization performance
for both the sound-field and virtual listening conditions is
likely to be close to the asymptote of maximum performance
for the subject. It is also likely that the separation of the
speakers in the speech intelligibility was too large to show an
effect of poorer localization of the stimuli on the intelligibil-
ity results. The intersubject differences~not tested statisti-
cally! among the monaural listeners is more striking than
was seen for the binaural listeners with subject VR1 showing
almost no localization ability at all and the other monaural
listeners showing better than chance performance. However,
the intelligibility performance of all monaural listeners was
similar. Therefore, accurate localization of the target source
is not necessary for intelligible speech under monaural con-
ditions.

V. CONCLUSIONS

~1! In comparisons between sound-field or virtual listening
results, there was no statistically significant difference
for the intelligibility experiment and there were small,
but significant, differences for the localization experi-
ment.

~2! The proximity of the competing sentences to the target
location was more influential than the number of sources
on the intelligibility of sentences under binaural and
better-monaural-ear listening conditions. Under poorer-
monaural-ear listening conditions, the number of com-
peting sounds was more influential on the observed in-
telligibility than was proximity of the target and
competing sources.

~3! In environments with equal level target and competi-
tor~s!, large differences in intelligibility for binaural over
better-monaural-ear listening were observed only for
particular multiple-competing-sentence configurations.
A model which predicts speech intelligibility in various
environments confirmed this finding.

~4! Localizability of a clearly audible target is quite robust
for sentences under binaural conditions even in the pres-
ence of three competing sounds regardless of their loca-
tions; however, there are occasional mislocalizations to
the location of a competing sound.

~5! Monaural localization is much poorer than binaural lo-
calization as expected; however, performance does not
typically degrade further even in the presence of three
competing sounds. Listeners are generally able to only
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judge the correct side that the sound was played from,
even in quiet environments.
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1Kulkarni ~1997! showed that the transfer function for the same headphone
and listener varies with each placement. This is mentioned only to point out
another source of variability in the simulation.

2It is unlikely that testing all subjects in the same order corrupted the results
since the testing took place over six sessions and measurements for each
condition were made during each session.

3While the ear with the higher signal-to-noise ratio will also typically give
the lower error rate, there can be a discrepancy since the signal-to-noise
ratio can improve without improving the intelligibility of the speech. This
occurs if the signal-to-noise ratio improvement is due to frequency regions
that are not important for speech. For all of the conditions tested in this
study, the ear with the lower error rate also has the higher signal-to-noise
ratio.

4One ear is always more favorable than the other ear in a single competitor
environment if the spatial location of the target and competitor are differ-
ent. However, when there are multiple competitors with symmetrically
placed competitors and target from the front, there can be spatial separation
without a more favorable ear.

5The original model is valid for a single steady noise competitor in anechoic
space. Since the competitors are speech instead of noise, to get comparable
intelligibility rates between the model and the actual performance the level
of the target needed to be decreased by 5 dB. This amount is similar to the
6–8 dB lower thresholds obtained by Festen and Plomp~1990! for a speech
competitor than for a noise competitor. To extend the model to multiple
competitors, the amount of effective binaural interaction was assumed to be
limited by the closest spatial competitor and equal to the binaural interac-
tion as if that were the only competing source.

6A proposed rehabilitative strategy for monaural hearing loss is the Con-
tralateral Routing of Signals~CROS! hearing aid configuration~e.g., Har-
ford and Barry, 1965! in which the sound that would have been received at
the deaf ear is presented to the good ear through an open ear mold. This
strategy was simulated by adding the left and right signals and presenting
the sum to the right ear. An additional subject tested in this configuration
and performance, relative to having only the right ear stimulus, was com-
parable to the performance of the better monaural ear only when the target
was in front. This resulted in improvements only in the single competitor
case ~since the ears were not much different in the two- and three-
competitor environments!. Performance was much worse in conditions in
which the right ear was the better monaural ear~target on the same side as
the good ear! and not improved when the right ear was the poorer monaural
ear. Therefore, limited benefit would be expected from this strategy in
multi-source environments.

7Due to an error in the making of the tape for this experiment, an unequal
number of repetitions were performed for individual target-competitor
pairs. The range of repetitions was 8 to 23.
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Acoustic pursuit of invisible moving targets by cats
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Head movements evoked by an invisible acoustic target were used as a metric to analyze
localization of moving sources of sound in naive cats. The target was presented in the lateral sound
field and moved along an arc at constant angular speeds. Head-movement trajectories were
characterized by a large-magnitude orienting component that undershot the target, and a tracking
component elicited by the target during acoustic pursuit. The tracking component was characterized
by a succession of stepwise head movements that maintained a relatively close alignment of the
median plane of the head with the moving acoustic target. ©1999 Acoustical Society of America.
@S0001-4966~99!03205-1#

PACS numbers: 43.66.Qp, 43.66.Gf@REB#

INTRODUCTION

Barn owls and some species of echolocating bats and
porpoises are able to detect and track the position of moving
acoustic targets~Konishi, 1973; Simmons, 1987; Suga,
1984!. However, relatively little is known about auditory-
tracking behavior in terrestrial mammals. Human subjects
may learn to track acoustic targets with a combination of
saccadic and smooth-pursuit eye movements~Zambarbieri
et al., 1980!. Other studies have shown, however, that
smooth-tracking eye movements do not occur in humans en-
gaged in an acoustic pursuit task unless visual or propriocep-
tive cues for target position are available~Buizza et al.,
1979; Gauthier and Hofferer, 1976!.

In naive cats, an unexpected sound elicits a rapid head-
orienting response~OR! that points the eyes and pinnae to-
ward the sound source. The alignment of the median plane of
the head relative to the position of an acoustic target has
been used as a metric to assess the cat’s ability to detect
sound direction~Beitel, 1997; Beitel and Kaas, 1993!. In the
present study, the naive cat’s natural tendency to point its
head at a sound source was used to measure head tracking of
a moving sound. The primary objective of the study was to
investigate acoustic pursuit in a species that is used fre-
quently in behavioral and neurophysiological studies of hear-
ing.

I. METHODS

Seven naive, normal-hearing adult cats were tested in
this study. Performance was not rewarded, and testing in six
of the animals was limited, therefore, to four trials each to
offset response habituation. The seventh cat~C111! was se-
lected specifically for this study, based on informal observa-
tions of vigorous orienting behavior to sounds occurring in
the animal housing facility. This cat was tested in two ses-
sions of ten trials each.

Prior to testing, a cat was anesthetized with pentobar-
bital sodium~40 mg/kg, i.p.!, the optic nerves were surgi-

cally sectioned, and a percutaneous post was cemented to the
midline of the skull. After recovery from surgery~>21
days!, a head-position indicator was attached to the post dur-
ing a testing session to provide a constant midline reference
for subsequent analysis of the head trajectories. All proce-
dures followed NIH guidelines for the maintenance and care
of laboratory animals.

Stimuli were clicks produced by 1.0-ms rectangular
pulses delivered from a Grass stimulator to an amplifier and
an attenuator in series with a 3-in.-diameter speaker. For six
of the cats, clicks were presented at one pulse rate~5.0, 7.7,
or 60 pps!. For cat C111, clicks were presented at 7.7 pps in
one session and at 60 pps in a second session. Stimulus level
was adjusted to 65 dB-A SPL (re 20mN/m2) at the region
occupied by a cat’s head during testing. Stimulus durations
were 2.6 or 3.0 s, depending on the angular speed of speaker
rotation ~16 deg/s or 12 deg/s, respectively!.

The cat was harnessed to a platform located in a sound-
insulated testing enclosure~Beitel and Kaas, 1993!. The
speaker was mounted on an L-shaped rod attached to a car-
ousel located below the platform. The position of the speaker
was approximately at the level of the interaural horizontal
plane at a radial distance of about 43 cm from the cat’s head.
During a trial, the speaker assembly was rotated at a constant
speed by a quiet electric motor that was inaudible inside the
testing enclosure.

Because the cat’s head was not restrained, the resting
position of the head varied from trial to trial. A trial was
initiated when~a! the midline indicator was aligned approxi-
mately in the straight ahead~0 deg! direction, ~b! the azi-
muthal angle (fa) of the speaker relative to the resting po-
sition of the cat’s head was sufficiently eccentric~meanfa

582 deg614.9 deg! to evoke a large-magnitude OR, and~c!
the cat’s pinnae were aligned in a normal vertical resting
position.

Two types of trials were run. On reversal trials, the cat
was required to reverse the direction of its head movement to
track the acoustic target. For example, if a target moving
toward the right appeared on the cat’s left, following an OR
toward the left, head tracking toward the right was requireda!Electronic mail: beitel@phy.ucsf.edu
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to pursue the target. On nonreversal trails, if a target moving
toward the right appeared on the cat’s right, right-ward head
movements were required to pursue the target. During a ses-
sion, each cat was tested at one target speed and one pulse
rate. Minimum intertrial interval was 2 min and trials were
counterbalanced for target location~right, left! and trial type
to offset habituation effects.

During a trial, head and speaker positions were photo-
graphed with a constant-speed 16-mm movie camera. The
camera was enclosed in a sound-attenuated cabinet mounted
above the testing enclosure and was inaudible. The positions
of the midline indicator and the speaker were measured with
simple drafting tools from projected images of the film. At a
click rate of 5 pps, the shutter speed~frames/s! and the click
rate were synchronized~200-ms intersample interval!; the
successive positions of the midline indicator and the center
of the speaker were measured frame by frame. At click rates
of 7.7 and 60 pps, the shutter speed was 13.3 frames/s~1
frame/75 ms!, and measurements were made in odd-
numbered frames~150-ms intersample interval!. Measure-
ment error was less than 1 deg. On some trials, small pinna
movements were observed during head tracking, but features
of these movements~e.g., frequency and direction! could not
be identified and measured from the film.

II. RESULTS

Head trajectories had two distinct components: an ori-
enting head saccade~OR! that pointed the midline of the
head toward the target, and a tracking component during
acoustic pursuit that was frequently preceded by a brief
pause. All cats executed an undershooting OR (OR,fa)
toward the acoustic target on every trial. The results shown
in Fig. 1~A! ~click rate57.7 pps! and~B! ~click rate560 pps!
for cat C111 include data from reversal and nonreversal tri-
als. The ORs were completed essentially within 500 ms after
stimulus onset~0.0 s! and terminated in a position that was
maintained for a duration corresponding to at least two
frames. The mean relative magnitude (OR/fa) of the ORs
and the mean residual errors (fe5fa2OR) were not sig-
nificantly different for click rates of 7.7 and 60 pps
(OR/fa50.918 and 0.891;fe56.6 deg and 9.7 deg, respec-
tively; t-test;p.0.05!.

The tracking component of the responses illustrated in
Fig. 1 is clustered near the filled symbols that represent tar-
get positions. The azimuthal angle (fa) of a sound source
relative to the head is an important variable contributing to
accuracy in orientation~Beitel and Kaas, 1993; May and
Huang, 1996!, and differences infa at the onset of the
stimulus probably contributed to the variability associated
with head tracking shown in Fig. 1. However, variations in
the tracking trajectories are obscured by the scale required on
the ordinates in Fig. 1 to display the ORs. Therefore, the
tracking components shown in Fig. 1 have been replotted in
Fig. 2 to show head position relative to target position at 600
ms after stimulus onset~0.0 s on the abscissas! for reversal
@Fig. 2~A!# and nonreversal@Fig. 2~B!# trials. In each plot,
the first and last trials are shown with fine and bold dashed
curves, respectively. The similar rates at which head position

changes over time suggest that response habituation was not
an important factor in this study.

The results shown in Fig. 2 illustrate two characteristic
features of head tracking of acoustic targets in the naive cat.
First, tracking typically occurred as a succession of step-wise
head movements. Segments of the curves with negative
slopes occur if the speed of the target exceeded the speed of
the head movement~e.g., if the cat paused!. This pursuit
strategy maintained a reasonably good match between the
speed of acoustic pursuit and the speed of the target. By
averaging the slopes of individual trajectories, the calculated
mean speed of acoustic pursuit for cat C111 was 10.2 deg/s
~61.95 deg/s: s.d.! during tracking runs of 2.4-s duration.
The speed of the target was 12 deg/s. Differences in the
mean slopes of trajectories at click rates of 7.7 and 60 pps,
between reversal and nonreversal trials, and between trajec-
tories to targets on the cat’s right or left side were not sig-
nificant ~t-tests;p.0.05!.

Second, pursuit strategy typically aligned the median

FIG. 1. Head trajectories by cat C111 to moving acoustic targets. Target
position is represented by filled symbols. Intersampling interval5150 ms.
Ordinates show head midline positions to the right~positive values! and to
the left ~negative values! of target.
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plane of the head toward the acoustic target, indicating that
the cats localized the position~direction! of the target during
its rotation. On reversal trials@Fig. 2~A!#, the tracking trajec-
tories for cat C111 are distributed around the symbols repre-
senting target trajectory over time; head positions either lead
or lag target position~points located above and below the
filled symbols, respectively!. During tracking runs of 2.4-s
duration, the median disparity~error! between head position
and target position was 1.0 deg. On nonreversal trials@Fig.
2~B!#, head position consistently lags target position; the me-
dian disparity between head position and target position was
27.2 deg. This result indicates that when the target moved
more laterally, the undershoot or residual error at the
completion of the OR was not eliminated during pursuit of
the acoustic target.

The difference in disparities between nonreversal and
reversal trials is probably due to a procedural difference in
the two kinds of trials, rather than to a difference in tracking
strategies. Thus, a brief pause in head movement frequently
occurred at the completion of an undershooting OR. On a

reversal trial, the residual error at the completion of the OR
was reduced during the pause as a consequence of target
movement in the direction opposite to the head movement.
On a nonreversal trial, the target eccentricity increased dur-
ing the pause, thereby increasing the disparity between head
and target positions. Furthermore, at the more eccentric lo-
cation of targets on nonreversal trials, poorer resolution of
target position would be expected~Beitel and Kaas, 1993;
May and Huang, 1996!.

In Fig. 3~A!–~H!, examples of pursuit trajectories are
shown for each cat tested. To facilitate comparisons of pur-
suit trajectories among cats, head position in Fig. 3 was nor-
malized to coincide with target position at 600 ms after
stimulus onset~0.0 s on the abscissas!. Examples of reversal
and nonreversal trials are illustrated in Fig. 3. The intersam-
pling intervals~200 ms! between data points depicting head
positions in Fig. 3~A!–~D! are four times longer than the
average latency of ORs in naive cats~50 ms; Beitel and
Kaas, 1993!. If step-wise movements occurred within inter-
sampling intervals, they would not be reflected in the plots of
the pursuit trajectories. Nonetheless, all of the trajectories
illustrated in Fig. 3 are serrated, reflecting the fact that track-
ing typically occurred as a succession of stepwise head
movements. For three cats tested at click rates of 7.7 or 60
pps and a target speed of 12 deg/s (n524 trials), and for
four cats tested at a click rate of 5 pps and a target speed of
16 deg/s (n511 trials), the overall mean speeds of acoustic
pursuit were 10.6 deg/s~62.17 deg/s: s.d.! and 13.8 deg/s
~63.6 deg/s: s.d.!. Compared to the speed of the acoustic
target, the approximately 2 deg/s-slower average speed of
acoustic pursuit reflects a tendency for the disparity between
head and target positions to increase during the course of a
pursuit trial. Disparity,per se, is presumably the adequate
condition to induce head tracking. However the tendency for
disparity to increase during pursuit may indicate that the tar-
get speeds used in this study exceeded the cat’s ability to
head track an acoustic target.

III. DISCUSSION

In most studies on directional hearing, a subject’s head
and the sound source are stationary during each experimental
trial ~Middlebrooks and Green, 1991; Heffner and Heffner,
1990!. In natural listening conditions, however, the head and
the acoustic target may be in motion simultaneously, con-
fronting an animal with more complex acoustic situations
than those typically investigated experimentally. The unusual
feature of the present study is that a relatively natural listen-
ing situation was modeled behaviorally by measuring head
tracking of a moving acoustic target, i.e., both the cat’s head
and the acoustic target were in motion during every trial.

The strategy for acoustic pursuit by the cat had two dis-
tinct components: a saccadic head-orienting response, and
after a brief pause, pursuit head tracking. The OR pointed the
pinnae and eyes in the direction of the target. All of the ORs
were hypometric, i.e., every OR terminated in an undershoot.
In the cat, undershooting is a characteristic feature of head-
orienting responses and saccadic eye movements to eccentri-
cally located acoustic targets~Beitel and Kaas, 1993; Beitel,
1997; May and Huang, 1996; Populin and Yin, 1998!. Hy-

FIG. 2. Head positions~cat C111! relative to target position at 600 ms after
sound onset~0.0 on abscissas!. Target position: filled symbols. Intersam-
pling interval5150 ms.
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pometria, in fact, is a typical feature of acoustical orientation
to eccentrically located sounds, and undershooting head or
eye movements are common in owls~Beitel, 1991; Knudsen
et al., 1979!, monkeys~Jay and Sparks, 1990!, and humans
~Perrottet al., 1987; Zambarbieriet al., 1982!.

Head tracking was accomplished with a succession of
small-magnitude, stepwise head movements that usually
maintained a relatively close alignment of the median plane
of the head with the moving acoustic target. Superficially at
least, head tracking in cats resembles acoustic pursuit by eye
tracking in humans. Sustained episodes of smooth-pursuit
tracking were not observed in the naive cat, and in humans,
smooth-pursuit eye movements either do not occur~Buizza
et al., 1979; Gauthier and Hofferer, 1976! or they may
emerge with practice as unstable components during periods
of stepwise eye tracking of acoustic targets~Zambarbieri
et al., 1980!.

In previously reported experiments~Beitel, 1991; Beitel

and Kaas, 1993!, it has been shown that ORs evoked by
eccentrically located broadband signals frequently realigned
the sound source to within the animal’s frontal sound field. If
the sound continued after completion of an undershooting
OR, animals were able to reduce residual error on the basis
of a secondary, corrective response. May and Huang~1996!
obtained similar results in cats using a pair of broadband
noise bursts: Undershooting ORs to the first noise burst were
followed by corrective head movements to the second burst
of noise.

Measurements of free field to eardrum-pressure transfor-
mations in the cat indicate that broadband sounds located in
the frontal sound field have well-defined, pinna-dependent
spectral profiles that may provide information on source lo-
cation ~Musicantet al., 1990; Riceet al., 1992!. For eccen-
trically located sound sources, these putative spectral cues
are poorly defined and provide less reliable information on
source location. It has been suggested that the degraded spec-

FIG. 3. Examples of acoustic pursuit
trajectories by seven cats. Head posi-
tion is normalized to coincide with tar-
get position at 600 ms after sound on-
set ~0.0 on abscissas!. ~A!–~D!:
Intersampling interval5200 ms. ~E!–
~H!: Intersampling interval5150 ms.
R5reversal trial; NR5nonreversal
trial. Target trajectories: dashed
curves.
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tral profiles associated with eccentrically located sound
sources may contribute to the undershooting phenomenon
~May and Huang, 1996!.

The considerations above suggest a rudimentary hypoth-
esis for acoustic pursuit in the cat. At the onset of a train of
clicks, interaural time and level differences and directional
amplification effects of the pinnae provided the cat with in-
formation on the lateral direction of the eccentrically located
sound source. An OR was initiated on the basis of one or
more of these putative cues and realigned the moving sound
source within the frontal sound field. Because head tracking
occurred in a stepwise manner, a reasonable assumption is
that the spectral profile of a moving click was sufficiently
complex to provide information on its location relative to
preceding clicks. The cat might, therefore, move its head
stepwise, approximately in phase with a detectable change in
the spectral profile brought about by disparity between the
position of the sound source and the position of its pinnae.
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Sound localization in noise in hearing-impaired listenersa)
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The present study assesses the ability of four listeners with high-frequency, bilateral symmetrical
sensorineural hearing loss to localize and detect a broadband click train in the frontal-horizontal
plane, in quiet and in the presence of a white noise. The speaker array and stimuli are identical to
those described by Lorenziet al. ~in press!. The results show that:~1! localization performance is
only slightly poorer in hearing-impaired listeners than in normal-hearing listeners when noise is at
0 deg azimuth,~2! localization performance begins to decrease at higher signal-to-noise ratios for
hearing-impaired listeners than for normal-hearing listeners when noise is at690 deg azimuth, and
~3! the performance of hearing-impaired listeners is less consistent when noise is at690 deg
azimuth than at 0 deg azimuth. The effects of a high-frequency hearing loss were also studied by
measuring the ability of normal-hearing listeners to localize the low-pass filtered version of the
clicks. The data reproduce the effects of noise on three out of the four hearing-impaired listeners
when noise is at 0 deg azimuth. They reproduce the effects of noise on only two out of the four
hearing-impaired listeners when noise is at690 deg azimuth. The additional effects of a
low-frequency hearing loss were investigated by attenuating the low-pass filtered clicks and the
noise by 20 dB. The results show that attenuation does not strongly affect localization accuracy for
normal-hearing listeners. Measurements of the clicks’ detectability indicate that the
hearing-impaired listeners who show the poorest localization accuracy also show the poorest ability
to detect the clicks. The inaudibility of high frequencies, ‘‘distortions,’’ and reduced detectability of
the signal are assumed to have caused the poorer-than-normal localization accuracy for
hearing-impaired listeners. ©1999 Acoustical Society of America.@S0001-4966~99!04106-5#

PACS numbers: 43.66.Qp, 43.66.Sr@DWG#

INTRODUCTION

For listeners with sensorineural hearing loss, there are
now considerable data describing the ability to localize or
lateralize a sound in quiet environments~for reviews, see
Durlach et al., 1981, and Nobleet al., 1994!, but very few
studies investigating this ability in the presence of an inter-
fering noise~e.g., Viehweg and Campbell, 1960; Abel and
Hay, 1996!. Therefore, it remains unclear whether people
with cochlear damage experience greater difficulties than
normal-hearing listeners when they have to locate a sound
source in a noisy background~a fairly typical situation!.

The ability to identify the azimuth of a sound is prima-
rily dependent on three acoustic cues: interaural time differ-
ences~ITD!, interaural level differences~ILD !, and spectral
shape cues. According to the ‘‘duplex’’ theory, localization
judgments in the frontal horizontal plane are primarily based
on analysis of ITD cues at low frequencies and ILD and
spectral shape cues at high frequencies.~Lord Rayleigh,
1907; Mills, 1972; Kistler and Wightman, 1992!. As high
frequencies are often inaudible to listeners with a sensorineu-
ral hearing loss, these listeners would have reduced access to
ILD and spectral cues and should therefore rely mostly on
ITD cues. A number of studies show that such an impover-
ished situation does not substantially impair localization ac-
curacy in the frontal-horizontal planein quiet as long as the

stimuli are broadband and the hearing loss is bilateral and
symmetric ~e.g., Nordlund, 1964; Ro¨ser, 1966; Noble and
Byrne, 1990; Nobleet al., 1994!. When an interfering noise
is present, however, it is unclear whether this reduced-cue
situation would lead to judgments in the frontal-horizontal
plane as accurate as in a multiple-cue situation.

Viehweg and Campbell~1960! studied the ability of lis-
teners with normal hearing and listeners with unilateral hear-
ing losses~at least 30 dB asymmetry between the ears, mean
loss in the better ear 1.2 dB over 500–2000 Hz, mean loss in
the poorer ear 63 dB! to localize a speech signal, in quiet and
in a background noise, emanating from two speakers placed
on the right and the left of the listener. Of the 51 impaired
subjects, 33 had completely normal better ears, and 18 had
some degree of high-frequency loss, the mean of which was
57.2 dB at 4000–8000 cps. All listeners were instructed to
hold their heads steady during a stimulus presentation. The
results showed that:~1! both the number of identification
errors and magnitude of these errors were substantially larger
for the hearing-impaired listeners than for the normals in
both quiet and noise, and~2! performance amongst the uni-
lateral subjects did not depend on the amount of high-
frequency loss in the better ear. Durlachet al. ~1981! pointed
out that the second result was surprising inasmuch as the
hearing-impaired listeners must have been operating essen-
tially monaurally~so that localization information must have
come primarily from high-frequency spectral cues or head
movements!. They suggested that listeners may not have
held their heads fixed as instructed.

a!Parts of this work were presented at the 133rd meeting of the Acoustical
Society of America~Lorenzi et al., 1997!.

b!Electronic mail: stuart@ihr.gla.ac.uk
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A recent study performance by Abel and Hay~1996! is
more pertinent to the present investigation because the im-
paired listeners who participated in their experiment showed
a bilateral, symmetrical, high-frequency, sensorineural hear-
ing loss. The hearing threshold levels~HTLs! of these listen-
ers were below 25 dB SPL at 0.5 kHz and between 40 and 60
dB SPL at 4 kHz. Abel and Hay measured their ability to
localize low- and high-frequency narrow-band signals in
quiet and in the presence of a continuous white noise. Noise
was presented by means of three speakers arranged to create
a homogeneous sound field~though by inference, the noises
presented to the three loudspeakers were not independent!.
All listeners were instructed to hold their heads steady during
a stimulus presentation. The results showed that localization
performance was poorer for the hearing-impaired listeners
than for the normal-hearing listeners, in both quiet and noise.
For both groups of listeners, the introduction of the noise
decreased only the localization performance for the low-
frequency signals, the decrease in performance being similar
for both groups of listeners. These results suggested that:~1!
noise disrupts mainly ITD cues, and~2! this effect is similar
in both listeners with normal hearing and listeners with co-
chlear damage. However, Abel and Hay measured localiza-
tion performance at only one signal-to-noise ratio~115 dB
S/N! and localization performance was assessed with a rela-
tively small set of response alternatives: six speakers sur-
rounded the listener at azimuth angles 60 deg apart. It could
therefore be argued that their study did not provide the level
of precision required to differentiate completely between the
localization performance in noise of normal-hearing and
hearing-impaired listeners.

In a companion paper, Lorenziet al. ~1999! obtained
data with normal-hearing listeners exposed to low-pass fil-
tered clicks that may be taken as a prediction~or a simula-
tion! of the effects of a high-frequency hearing loss on local-

ization performance in noise. As in the preceding studies, all
listeners were instructed to hold their heads steady during a
stimulus presentation. The results showed that the ability to
localize a click-train signal low-pass filtered at 1.6 kHz was
not greatly affected by a white-noise masker when the latter
was presented straight ahead, but began to decrease at a
signal-to-noise ratio of 0 to 6 dB when noise was presented
at the side of the listener~see Figs. 6 and 7 in Lorenziet al.,
1999!. For broadband and high-pass filtered clicks, localiza-
tion judgments remained accurate when the noise masker
was presented straight ahead. When noise was presented at
the sides of the listener, localization accuracy decreased in
both the broadband and high-pass conditions, but the de-
crease began at a lower signal-to-noise ratio~S/N! ~26 to 0
dB! and the error score at the lowest S/N~29 dB! was
smaller compared to the low-pass condition.

If the inaudibility of high-frequency cues is the main
determinant of the localization performance in noise~in the
frontal-horizontal plane! of listeners with sensorineural hear-
ing loss, then performance should be similar for listeners
with normal-hearing listening to low-pass filtered clicks and
for listeners with a steep, high-frequency sensorineural hear-
ing loss listening to unfiltered clicks. Differences between
the observed and predicted performance would indicate the
presence of factors other than attenuation~i.e., the presence
of ‘‘distortions,’’ according to the terminology of Plomp,
1978!. The present study aimed to verify this prediction
made with normal-hearing listeners and low-pass filtered
stimuli. A first set of experiments investigated the ability of
listeners with a bilateral, symmetrical, high-frequency, sen-
sorineural hearing loss to localize a broadband click train in
the frontal-horizontal plane, in quiet and in noise. As in
Lorenzi et al. ~1999!, the effects of signal-to-noise ratio and
masker location on localization performance were tested. A
second set of experiments investigated the relation be-

FIG. 1. Audiograms of the four
hearing-impaired listeners with senso-
rineural hearing loss. Continuous lines
with circles and ‘‘3’’ show the air-
conduction thresholds for the right and
left ear, respectively. Triangles show
bone-conduction thresholds.
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tween localization performance and the detectability of the
broadband signal as a function of signal and masker location.

I. METHOD

A. Listeners

Four hearing-impaired listeners~AW, HE, MC, and NP!
participated in the experiments. All hearing-impaired listen-
ers were male and ranged in age between 52 and 74 years.
They were selected with the constraints that their hearing
loss was sensorineural, bilateral, and symmetrical, and that
they showed a steep high-frequency hearing loss. The inter-
aural difference level was less than 9 dB averaged across the
frequencies 0.5, 1, 2, and 4 kHz. All four listeners had nor-
mal hearing below 1 kHz. Their audiograms are presented in
Fig. 1, and their low-frequency pure-tone binaural average
~LFPTA! ~mean of HTLs at 0.25, 0.5, and 1 kHz for both
ears!, age, and the duration of hearing loss are presented in
Table I. Listeners AW, HE, and NP were diagnosed with
unknown sensorineural-hearing losses, and listener MC was
diagnosed with noise-related sensorineural-hearing loss.

Four listeners with normal hearing and no reported his-
tory of hearing impairment also took part in the experiment:
three male~CH, PA, and TO! and one female~CA!. Some of
their results are reported in Lorenziet al. ~in press!. These
listeners ranged in age from 23 to 33 years. Hearing-
threshold levels did not exceed 15 dB at any octave fre-
quency from 0.25 to 8 kHz.

B. Apparatus and stimuli

The experiment was identical to that described in
Lorenziet al. ~1999!. Sound localization ability was assessed
by means of a 1.25-m radius hemisphere placed in a sound-
treated chamber~3-m long, 3-m wide, 2-m high!. Eleven
speakers were mounted on the inner surface of the hemi-
sphere, at 0 deg elevation along the horizontal plane. Speak-
ers were 18 deg apart in each plane at azimuths ranging from
290 deg to190 deg. The surface of the hemisphere was
covered with foam so as to attenuate reflections. The speak-
ers’ frequency responses were within61.5 dB SPL over the
range 150 Hz to 20 kHz. All SPLs were measured at the
listener’s head position with the listener absent from the
sound field. The gain of each speaker was balanced so that
levels emanating from each speaker were within 0.5 dB SPL.
Listeners sat in the~theoretical! center of the full sphere,
1.25 m from each speaker, facing the speaker at 0

deg azimuth and 0 deg elevation. The speakers were visible
and numbered.~A personal computer and software were used
to control the signal presentation.! Listeners responded using
a response box with a matrix of buttons configured like the
speaker matrix. Listeners were informed that the experiment
investigated only localization ability in the frontal-horizontal
plane. Because of this instruction, listeners never volunteered
that the signal came from behind.

A comparison paper~Lorenzi et al., 1999! describes in
some detail the reverberation characteristics of the experi-
mental system~combination of room and hemisphere!.
Briefly, the ITD and ILD cues for signals presented from the
source loudspeakers, as measured in a Kemar mannequin, are
sufficiently preserved for localization and the extraneous
cues due to reverberation sufficiently reduced at the signal-
to-noise ratios where errors become material.

The signal and masker were identical to those used by
Lorenzi et al. ~1999!. They were generated digitally at a
sampling rate of 44.1 kHz. The signal was a train of 23-ms
pulses, which were repeated at a rate of 100 Hz. The pulse
train had a duration of 300 ms and was shaped with 25-ms
cosine ramps. The pulse train was low-pass filtered digitally
at 11 kHz in the ‘‘broadband’’ condition, and low-pass fil-
tered at 1.6 kHz in the ‘‘low-pass’’ condition. In each case,
rejection slopes were 96 dB/oct. The resulting pulse train
was attenuated digitally and presented through one channel
of a 16-bit digital-to-analog converter at a sampling rate of
44.1 kHz. The overall level of the signal was fixed to 70 dB
SPL ~rms!, so as to mimic a conversational speech level.

The masker was a 900-ms white noise shaped with
25-ms cosine ramps. It was low-pass filtered digitally at 14
kHz ~96 dB/oct rejection slope!. Twenty different samples of
filtered noise were generated. For each trial, a sample was
chosen at random from this set of 20 noise maskers. The
selected noise masker was attenuated digitally and presented
through a separate channel of the 16-bit digital-to-analog
converter used to play the signal. Six noise levels were used:
52, 58, 64, 70, 76, and 79 dB SPL, so that the signal-to-noise
ratio ranged from29 to 118 dB. Masker was presented at
either290 deg, 0 deg, or190 deg azimuth. The signal and
masker were switched to the appropriate speakers. The
switching hardware also added the signal and masker when
they were spatially coincident. The signal was temporally
centered within the masker.

C. Procedure

1. Localization

Listeners were tested using a forced-choice speaker-
identification paradigm. Accordingly, they made a forced-
choice decision as to which of the 11 numbered speakers was
the most likely source of the target sound presented on each
experimental trial. Before each experimental session, listen-
ers were instructed to look straight ahead and to hold their
heads and eyes steady during a stimulus presentation. More
specifically, they had to look at the speaker set at 0 deg
azimuth and 0 deg elevation. Between trials, they were al-
lowed to move their heads in order to look more precisely at
the speakers and give their answer on the matrix of buttons

TABLE I. Clinical data for the four hearing-impaired listeners of the study.
The table shows: the name and the age of each listener, the duration of
hearing loss, and the low-frequency pure-tone average~LFPTA! ~mean of
HTLs at 0.25, 0.5, and 1kHz for both ears!.

Name Age

Reported duration
of hearing
impairment

LFPTA
@0.25–1 kHz#

AW 74 30 11.6
HE 52 30 31.6
MC 69 10 42.5
NP 64 39 12.5
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put on their laps. The experimenter could observe the listen-
ers, and check that listeners kept their heads steady.

An experimental session consisted of three separate lis-
tening sessions, one for each of the three masker locations
~290 deg, 0 deg, or190 deg azimuth!. A listening session
comprised 40 experimental runs. Within a run, there were 77
trials, one presentation of the 11 speakers at each of the
seven noise levels~including the ‘‘in quiet’’ condition! in
random order. Within a run, successive target sounds were
varied at random through61 dB from the nominal level to
minimize any~residual! absolute level cues associated with a
particular speaker which might be used for source identifica-
tion. The intertrial interval was fixed at 1.5 s. No feedback
was given during the run. To eliminate the effects of train-
ing, the order of experimental sessions was randomized
among listeners. In addition, ten training runs were provided
at the beginning of each experimental session.

2. Detection

In a second set of experiments, the audibility of the
broadband clicks was assessed by measuring the sensitivity
(d8) of each impaired listener using a blocked procedure for
four combinations of the signal~S! and the masking noise
~N! locations, referred to as N0S0, N0S90, N90S90, and
N90S290 ~see Fig. 1 in Lorenziet al., 1999!. The broadband
click-train signal and the white-noise masker were identical
to those described in Sec. I B. The noise masker was either
presented straight ahead or at the side, and signal and noise
were either spatially coincident or maximally separated. In
each condition and for each listener, we measured 5-point
psychometric functions for the detection of the signal, using
a single interval, yes/no task based on 50 trials per point. The
gated noise masker was present in each trial. The signal was
present in 50% of the trials. The silent interval between trials
was 1.5 s. The five most adverse signal-to-noise ratios used
in the localization experiments were involved in the detec-
tion experiment. Listeners received no training or feedback
during this experiment.

D. Data analysis

For each experimental condition, overall localization
performance was estimated by computing:

~1! the root-mean-square~rms! error, D, which corresponds
to the rms average of the difference between the azimuth
of the source and the listener’s response. The run rms
error (D̄) corresponds to the rms average across speak-
ers of the rms error for each speaker.D andD̄ are used
to quantify a listener’s accuracy in localizing sound
sources. In the present experiment,D̄ should vary be-
tween 0 deg~perfect localization! and 80.4 deg~ran-
dom guessing!.

~2! The proportion of variance accounted for by the best-
fitting linear relation between the perceived angles and
the actual source angles,r 2. This statistic indicates the
variability of listeners’ choices.r 2 can be considered pri-
marily as a measure of localization consistency, though
with a potential contribution from localization accuracy.

It was introduced by Good and Gilkey~1996! because it
is less sensitive to systematic biases in the pattern of
responses than the root-mean-square error.

In the data analysis, we decided to use theD̄ statistic as
the primary measure of overall localization accuracy, and the
r 2 statistic for confirmatory purposes. It should be kept in
mind that theD̄ statistic includes the contribution of system-
atic response bias, while ther 2 statistic does so to a lesser
extent~Good and Gilkey, 1996!. Any effects which might be
evident inboth the D̄ andr 2 statistics are therefore unlikely
to be simple consequences of the response biases that indi-
vidual listeners might have adopted. This is particularly im-
portant given the restricted range of responses available to
the listeners in the experiment.

II. RESULTS AND DISCUSSION

A. Localization data

1. Hearing-impaired listeners

Figure 2 shows a selection of results obtained in the
broadband condition for one hearing-impaired listener~MC!.
In each panel, the response angle is plotted as a function of
the signal angle, for one of three signal-to-noise ratios~in
quiet, 0 dB S/N, and29 dB S/N!, and for one of the three
masker locations~290 deg, 0 deg, and190 deg azimuth!.
The three top panels therefore represent three replications of
the same condition~obtained in different runs!. The area of
each symbol on the scatter plot represents the number of
responses made at that angle for any given signal location.
Each vertical column then sums to 40 repeated measures.
Ideal performance would be represented by all points lying
on the major diagonal. In quiet, most responses fall close to
the major diagonal of each panel, except those obtained for
signal angles near290 deg and190 deg azimuth. This in-
dicates that localization performance is good near 0 deg azi-
muth, but decreases in the spatial periphery. Figure 2 also
shows that responses diverge from the major diagonal at 0
dB S/N, and are only weakly related to the actual signal
angle at29 dB S/N. For these two signal-to-noise ratios,
localization performance appears poorer when noise is at the
sides than when noise is straight ahead.

Figure 3 shows similar representations for the responses
of the four hearing-impaired listeners, for the three masker
locations, at a single~adverse! signal-to-noise ratio of26
dB. We used the26 dB S/N ratio to represent the data, as it
was the most appropriate experimental condition to show the
patterns of biases of the four hearing-impaired listeners. At
29 dB S/N ~the most adverse signal-to-noise ratio used
here!, localization performance of hearing-impaired listeners
is close to chance levels and biases are less apparent. These
scatter plots reveal in more detail the presence of response
biases in two out of the four hearing-impaired listeners~HE
and MC!, although the patterns of biases appear highly idio-
syncratic. Responses at azimuths close to that of the masker
dominate in the distributions of responses of listener HE,
which could be interpreted as a ‘‘pulling effect’’ similar to
that reported by Butler and Naunton~1964!. A similar type
of bias was observed in normal-hearing listeners by Good

3457 3457J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Lorenzi et al.: Localization in noise: Hearing-impaired listeners



and Gilkey~1996! and Lorenziet al. ~1999!. A different pat-
tern occurs in hearing-impaired listener MC. In this listener,
responses are clustered around 0 deg azimuth without regard
to masker location, which suggests that MC adopted the rule
of answering systematically ‘‘straight ahead’’ when uncer-
tainty was present. Taken together, the present data and those
reported in a comparison paper~Lorenzi et al., in press! re-
veal the presence of a variety of responses biases for both
normal-hearing and hearing-impaired listeners, such as sys-
tematic shifts in the perceived angle towards or away from
the masker, or systematic shifts towards 0 deg azimuth. The
idiosyncrasy of the biases therefore suggests~but does not
demonstrate! that these systematic biases may have a cogni-
tive rather than a purely sensory origin.

Localization accuracy (D̄) and ~primarily! consistency
(r 2) were measured with the broadband click train for each
hearing-impaired listener. The data are presented in Figs. 4
and 5, which showD̄ andr 2 as a function of signal-to-noise
ratio for each masker location, respectively. In each panel,
each curve corresponds to the data of a given listener and the

unconnected symbol corresponds to the ‘‘in quiet’’ condi-
tion. For comparison, the data for hearing-impaired listeners
are plotted along with the data obtained by Lorenziet al.
~1999! in identical conditions with normal-hearing listeners.
Filled symbols represent the data obtained with the four
hearing-impaired listeners of the present experiment, and un-
filled symbols represent the data for the four normal-hearing
listeners of Lorenziet al.’s study. Overall, the ability to lo-
calize the click train is poorer in hearing-impaired listeners
than in normal-hearing listeners. Figures 4 and 5 also show
that the masker location has a greater effect on localization
accuracy and consistency in hearing-impaired listeners than
in normal-hearing listeners. When noise is straight ahead, the
data of the four hearing-impaired listeners are relatively con-
sistent: when the signal-to-noise ratio is above 0 to 6 dB,
localization accuracy and consistency are not strongly af-
fected by noise. Below 0 to 6 dB S/N, however, localization
accuracy and consistency in hearing-impaired listeners de-
crease and reach a relatively low level~45 deg,D̄,50 deg;
0.25,r 2,0.5!; in contrast, localization accuracy and consis-

FIG. 2. Localization data for one hearing-impaired listener~MC! at three signal-to-noise ratios@in quiet ~top panels!, at 0 dB S/N~middle panels!, and at29
dB S/N~bottom panels!#, and three masker locations:290 deg azimuth~left panels!, 0 deg azimuth~middle panels!, and190 deg azimuth~right panels!, using
broadband clicks. In each panel, the response angle is plotted as a function of the actual source angle. The area of each symbol on the scatter plot represents
the number of responses made at that angle for any given source location. Values ofD̄ ~rms error! are also shown in each panel.
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tency in normal-hearing listeners are only slightly affected
by noise (D̄,35 deg;r 2.0.75!. When noise is presented at
the sides of the listener, the localization data are less consis-
tent across hearing-impaired listeners. In both quiet and
noise, hearing-impaired listeners HE and MC~filled squares

and circles, respectively! show poorer-than-normal localiza-
tion accuracy and consistency, while hearing-impaired listen-
ers AW and NP~filled diamonds and triangles, respectively!
show localization judgments relatively similar to those of
normal-hearing listener PA~unfilled triangles!. Localization

FIG. 3. Localization data for each hearing-impaired listener and for the three masker locations:290 deg azimuth~left panels!, 0 deg azimuth~middle panels!,
and190 deg azimuth~right panels!. The data were obtained with broadband clicks at a signal-to-noise ratio of26 dB. Values ofD̄ ~rms error! are also shown
in each panel. Other details are as in Fig. 2.
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judgments remain more accurate and more consistent in
hearing-impaired listener HE when noise is at290 deg azi-
muth than when at190 deg azimuth, while localization per-
formance decreases relatively similarly in the other three
hearing-impaired listeners when noise is at290 deg and
190 deg azimuth. Such an asymmetry was also observed in
two out of the four normal-hearing listeners~Lorenzi et al.,
in press!. Figures 4 and 5 also show that, when noise is
presented at the sides of the listener, localization accuracy
and consistency begin to decrease at a higher signal-to-noise
ratio in the four hearing-impaired listeners compared to the
normal-hearing listeners; the decrease begins at 6 to 18 dB
S/N in hearing-impaired listeners, compared to 0 to 6 dB S/N
in normal-hearing listeners.

Figures 4 and 5 show that, for listeners HE and MC, the
accuracy and consistency of localization judgments in quiet
are affected by the context in which they are measured. For
listener HE, for example,D̄ measured in quiet is lower when
measured within an experimental session for which noise is
at 0 deg azimuth (D̄518.3 deg! than when measured within
sessions for which noise is at290 deg and190 deg azimuth
(D̄527.5 deg and 45.5 deg, respectively!; r 2 measured in
quiet is higher when measured within an experimental ses-
sion for which noise is at 0 deg azimuth (r 250.9) than when
measured within sessions for which noise is at290 deg and
190 deg azimuth (r 250.62 and 0.78, respectively!. This so-
called ‘‘context effect’’ is unlikely to be due to a training
effect as the order of experimental sessions was randomized
between listeners: noise was presented at 0 deg, then190
deg, and then290 deg azimuth for listener HE, and at190
deg, then290 deg, and then 0 deg for listener MC.

2. Hearing-impaired listeners compared to
normal-hearing listeners

Both low-frequency~primarily ITD! cues and high-
frequency ~primarily ILD and spectral shape! cues were
available to normal-hearing listeners because of the broad
amplitude spectrum of the click-train signal. However, low-

frequency cues were likely to be the only cues available to
impaired listeners because of their steep, high-frequency
hearing loss. This suggests that the poorer-than-normal local-
ization performance observed in hearing-impaired listeners
was caused by the inaccessibility of high-frequency cues. We
tested this assumption by comparing the present localization
data for hearing-impaired listeners to those measured by
Lorenzi et al. ~1999! in normal-hearing listeners with low-
pass filtered clicks. Figures 6 and 7 present these data when
noise comes from straight ahead~left panels! or from the
right of the listener~right panels!. First, Figs. 6 and 7 indi-
cate that, when noise is at 0 deg azimuth and the signal-to-
noise ratio is greater than 0 dB, localization accuracy and
consistency are relatively similar for normal-hearing listeners
and hearing-impaired listeners AW, HE, and NP. However,
the hearing-impaired listener MC still shows worse localiza-
tion accuracy than all other listeners. Second, Figs. 6 and 7
indicate that, when noise is at190 deg azimuth, localization
accuracy and consistency are similar for normal-hearing lis-
teners and hearing-impaired listeners AW and NP, but listen-
ers HE and MC still show localization accuracy and consis-
tency poorer than all other listeners. These data indicate that
the poorer localization performance observed in hearing-
impaired listeners when noise is at the side is, at least partly,
caused by the inaudibility of high-frequency cues. However,
the selective filtering applied to the clicks does not account
for the poorer scores of two out of the four hearing-impaired
listeners.

An inspection of the clinical data presented in Table I
reveals that the hearing-impaired listeners showing the
poorer localization accuracy~HE and MC! also show the
higher low-frequency HTLs: the LFPTA ranges between
31–42 dB HL for listeners HE and MC, and between 11–12
dB HL for listeners AW and NP. This suggests a relationship
between localization performance and the degree of hearing
loss, an issue which has already been addressed by several
studies. Pro¨schel and Do¨ring ~1990! compared localization

FIG. 4. Values ofD̄ ~rms error! are plotted as a func-
tion of signal-to-noise ratio for each normal-hearing
and hearing-impaired listener and for the three masker
locations:290 deg azimuth~left panels!, 0 deg azimuth
~middle panels!, and 190 deg azimuth~right panels!.
The data were obtained with broadband clicks. The un-
connected symbols correspond to the ‘‘in quiet’’ condi-
tion. Normal-hearing listeners: Unfilled circles~CH!,
unfilled squares~CA!, unfilled triangles~PA!, unfilled
diamonds ~TO!. Hearing-impaired listeners: Filled
circles ~MC!, filled squares~HE!, filled triangles~NP!,
filled diamonds~AW!.

FIG. 5. Values ofr 2 are plotted as a function of signal-
to-noise ratio for each normal-hearing and hearing-
impaired listener and for the three masker locations:
290 deg azimuth~left panels!, 0 deg azimuth~middle
panels!, and190 deg azimuth~right panels!. The data
were obtained with broadband clicks. Other details are
as in Fig. 4.
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ability in the horizontal plane in quiet in three groups of
listeners with increasing average severity of bilateral, senso-
rineural hearing-impairment. They found that the group of
normal-hearing listeners~HTL,20 dB through 0.25–6 kHz!
had significantly better localization performance than the
group with HTLs between 20 and 40 dB; the latter group, in
turn, showed significantly better localization performance
than the group with HTLs.40 dB. Nobleet al. ~1994! stud-
ied localization ability in different groups of impaired listen-
ers. Compared to the strong relationship reported by Pro¨schel
and Döring, Nobleet al. found only a modest correlation of
0.4 between frontal-horizontal plane accuracy and low-
frequency HTLs in listeners with bilateral, symmetrical, sen-
sorineural impairment. This modest correlation indicated that
factors other than attenuation may affect localization ability.

3. Supplementary experiment with attenuated signal
and noise

In Lorenzi et al. ~1999!, localization ability was mea-
sured in four normal-hearing listeners with a low-pass fil-
tered signal. In the rationale of the present paper, we re-
garded these results as a prediction~or a simulation! of the
effects of a high-frequency hearing loss on localization abil-
ity. By using this method, we also assumed that hearing-
impaired listeners have low-frequency HTLs within the nor-
mal range. As pointed out above, this is the case for listeners
AW and NP, but not for listeners HE and MC. In the follow-
ing experiment, we studied the effect of a low-frequency

hearing loss by measuring localization accuracy in two out of
the four normal-hearing listeners tested by Lorenziet al. ~CA
and CH! with the low-pass filtered signal and the noise sub-
jected to an attenuation of 20 dB. The results are presented in
Fig. 8. In each panel, the localization data obtained by
Lorenzi et al. ~in press! for a given normal-hearing listener
are plotted, along with the localization data obtained with the
same stimuli attenuated by 20 dB. For comparison, the data
are also plotted along with the localization data of the two
hearing-impaired listeners HE and MC. Figure 8 shows that
the 20-dB attenuation produces only small effects on local-
ization accuracy. Moreover, the localization judgments of
CA and CH remain more accurate than the judgments of HE
and MC, at least for signal-to-noise ratios above 0 dB S/N.
Although this result does not demonstrate that the poorer
localization accuracy in listeners HE and MC was indepen-
dent of audibility in the low-frequency region, it shows that
the hypothesis of another cause is at least tenable. Charac-
teristics of hearing impairment in addition to the audibility of
low- and high-frequency cues~i.e., ‘‘distortion’’ characteris-
tics! may therefore have caused the poorer localization accu-
racy of these two hearing-impaired listeners.

The hearing-impaired listeners who participated in this
study were not matched for age. Although there is some
evidence in the literature that aging can disrupt the encoding
of ITD cues~Hermannet al., 1977; Abel and Hay, 1996!, it
is important to point out that theyoungesthearing-impaired
listener of this study~HE! showed thepoorest localization
performance. Therefore, if age does exert a material influ-

FIG. 6. Values ofD̄ are plotted as a function of signal-to-noise ratio for
each normal-hearing and hearing-impaired listener and for two masker lo-
cations: 0 deg azimuth~left panels! and190 deg azimuth~right panels!. The
data were obtained with low-pass filtered clicks in normal-hearing listeners
and with broadband clicks for hearing-impaired listeners. Other details are
as in Fig. 4.

FIG. 7. Values ofr 2 are plotted as a function of signal-to-noise ratio for
each normal-hearing and hearing-impaired listener and for two masker lo-
cations: 0 deg azimuth~left panels! and190 deg azimuth~right panels!. The
data were obtained with low-pass filtered clicks in normal-hearing listeners
and with broadband clicks for hearing-impaired listeners. Other details are
as in Fig. 4.

FIG. 8. Values ofD̄ are plotted as a function of signal-to-noise ratio for two
normal-hearing listeners, CA~top panels! and CH~bottom panels!, and for
two masker locations: 0 deg azimuth~left panels! and 190 deg azimuth
~right panels!. The signal was a click train low-pass filtered at 1.6 kHz. In
each panel, the solid lines with filled diamonds show the data obtained with
a signal presented at 70 dB SPL and signal-to-noise ratios ranging from29
to 18 dB, the solid lines with unfilled diamonds show the data obtained with
the same stimuli attenuated by 20 dB. The data of MC~dotted lines with
filled circles! and HE~dotted lines with filled squares!, are replotted from
Fig. 4 for comparison.
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ence, the effects that we attribute to hearing impairment
would be an underestimate of its actual influences.

B. Detection data

Because of binaural masking-level differences~BMLD,
i.e., the changes in signal detectability as a function of signal
and masker interaural time configurations! and head-shadow
effects ~i.e., the contralateral attenuation of high-frequency
sounds performed by the head!, the detectability of the clicks
is not constant across azimuths but increases with the spatial
separation between clicks and noise. Previous studies re-
ported smaller BMLD in hearing-impaired listeners than in
normal-hearing listeners~Quaranta and Cervellera, 1974;
Hall et al., 1984; Staffelet al., 1990!. This suggests that the
poorer localization accuracy shown by hearing-impaired lis-
teners may have been caused by poorer detectability of the
clicks rather than by a deficit in the auditory localization
function. To address this issue, the sensitivity (d8) to the
presence of the broadband clicks was measured as a function
of signal-to-noise ratio in the four experimental conditions
specified by Lorenziet al. ~1999; see Fig. 1!, using a blocked
procedure. A limited number of both signal and nonsignal
trials (n550) was used. To compute a finite value ford8 in
the case of perfect performance~50/50!, hit rate was artifi-
cially adjusted to 49/50 and false-alarm rate to 1/50. This
process results in a ceiling value ofd853.5. The psychomet-
ric functions of the four hearing-impaired listeners are pre-
sented in Fig. 9. In each panel, the dotted line shows the
average psychometric function measured in four normal-
hearing listeners in identical conditions~replotted from
Lorenzi et al., 1999!. Figure 9 shows that the detection per-
formance of listeners NP and AW is relatively close to that
measured in normal-hearing listeners for the four experi-

mental conditions. Listener HE shows poorer detection per-
formance than listeners NP and AW only when noise is at
the side. Listener MC shows poorer detection performance
than the other three listeners for the four experimental con-
ditions. As pointed out above, listeners HE and MC show the
poorer localization performance and have the higher low-
frequency HTLs. The detection performance of hearing-
impaired listeners is therefore consistent with both their de-
gree of hearing loss and their localization ability. Distortion
characteristics were suggested to explain the localization
data of hearing-impaired listeners HE and MC. The present
detection data suggest two ways in which such distortions
could affect localization:~1! distortions ~produced by the
damaged cochlea! degrade the detectability of the signal
which, in turn, degrades the accuracy of localization judg-
ments~i.e., poor localization accuracy reflects only the small
number of speakers for which the clicks are above detection
threshold!, and~2! distortions degrade ITD cues and the de-
tectability of the signal, and both degrade localization accu-
racy.

III. CONCLUSIONS

This paper describes the ability of hearing-impaired lis-
teners to locate and detect a broadband signal in the frontal-
horizontal plane, in quiet and in the presence of a noise
masker. The hearing-impaired listeners showed a bilateral,
symmetrical, sensorineural hearing loss in the high frequen-
cies. The experimental tested the effects of signal-to-noise
ratio and masker location on localization accuracy and con-
sistency.

The results show that, as for normal-hearing listeners,
hearing-impaired listeners adopt different response patterns
~‘‘biases’’! at the more adverse signal-to-noise ratios. More-

FIG. 9. Psychometric functions show-
ing binaural-detection performance of
the broadband click train as a function
of signal-to-noise ratio. Each row pre-
sents the data for a given hearing-
impaired listener. Each column pre-
sents the data obtained in one of the
four experimental conditions defined
by Lorenziet al. ~in press! ~referred to
as N0S0, N0S90 , N90S90 , and
N90S290). In each panel, the data from
a given hearing-impaired listener~con-
tinuous line with filled circles! are
plotted along with the average data
from normal-hearing listeners~dotted
line without symbol!.
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over, localization accuracy and consistency of hearing-
impaired listeners are affected by the masker location in the
same way as for normal-hearing listeners: the disruptive ef-
fect of the interfering noise is greater when it is located at the
side of the listener than straight ahead. However, when noise
is at the side, localization accuracy and consistency begin to
degrade at higher signal-to-noise ratios in hearing-impaired
listeners compared to normal-hearing listeners, and the over-
all localization accuracy and consistency are poorer in two
out of the four hearing-impaired listeners of the study. The
rapid decrease in localization performance can be reproduced
with normal-hearing listeners by low-pass filtering the click-
train signal. However, the poor overall localization perfor-
mance observed in the two hearing-impaired listeners cannot
be fully replicated by altering the audibility of either high- or
low-frequency cues. Without a direct demonstration, this re-
sult suggests that characteristics of hearing impairment other
than audibility ~i.e., distortion characteristics! may also af-
fect localization ability in both quiet and noise. The results of
detection experiments performed with the broadband signal
and masker indicate that the ability to hear the signal is re-
duced in the hearing-impaired listeners showing the poorer
localization performance. Distortion characteristics and re-
duced detectability in noise are therefore likely to have
caused the poorer-than-normal localization ability of im-
paired listeners.

In conclusion, the general result of the localization ex-
periments indicates that, for broadband stimuli, the accuracy
and consistency of localization judgments are poorer for
hearing-impaired listeners than for normal-hearing listeners.
This supports the idea that, in daily living, patients with co-
chlear damage experience greater difficulties than normal-
hearing listeners when they have to locate a sound source in
a noisy background or in a competing situations.
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zontalebene bei sto¨rungen der auditiven selecktionsfa¨higkeit und bei
seitengleicher innenhorschwerho¨rigkeit, Teil I, Teil II,’’ Audiol. Akustik.
3, 98–107, 170–177.

Quaranta, A., and Cervellera, G.~1974!. ‘‘Masking level differences in nor-
mal and pathological ears,’’ Audiol.13, 428–431.

Rayleigh, Lord~1907!. ‘‘On our perception of sound direction,’’ Philos.
Mag. 13, 214–232.
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To investigate how hearing loss of primarily cochlear origin affects the loudness of brief tones,
loudness matches between 5- and 200-ms tones were obtained as a function of level for 15 listeners
with cochlear impairments and for seven age-matched controls. Three frequencies, usually 0.5, 1,
and 4 kHz, were tested in each listener using a two-interval, two-alternative forced-choice~2I,
2AFC! paradigm with a roving-level, up–down adaptive procedure. Results for the normal listeners
generally were consistent with published data@e.g., Florentineet al., J. Acoust Soc. Am.99,
1633–1644~1996!#. The amount of temporal integration—defined as the level difference between
equally loud short and long tones—varied nonmonotonically with level and was largest at moderate
levels. No consistent effect of frequency was apparent. The impaired listeners varied widely, but
most showed a clear effect of level on the amount of temporal integration. Overall, their results
appear consistent with expectations based on knowledge of the general properties of their
loudness-growth functions and the equal-loudness-ratio hypothesis, which states that the loudness
ratio between equal-SPL long and brief tones is the same at all SPLs. The impaired listeners’
amounts of temporal integration at high SPLs often were larger than normal, although it was
reduced near threshold. When evaluated at equal SLs, the amount of temporal integration well above
threshold usually was in the low end of the normal range. Two listeners with abrupt high-frequency
hearing losses~slopes.50 dB/octave! showed larger-than-normal maximal amounts of temporal
integration~40 to 50 dB!. This finding is consistent with the shallow loudness functions predicted
by our excitation-pattern model for impaired listeners@Florentineet al., in Modeling Sensorineural
Hearing Loss, edited by W. Jesteadt~Erlbaum, Mahwah, NJ, 1997!, pp. 187–198#. Loudness
functions derived from impaired listeners’ temporal-integration functions indicate that restoration of
loudness in listeners with cochlear hearing loss usually will require the same gain whether the sound
is short or long. ©1999 Acoustical Society of America.@S0001-4966~99!04206-X#

PACS numbers: 43.66.Sr, 43.66.Cb, 43.66.Mk, 43.66.Ba@JWH#

INTRODUCTION

The purpose of the present study is to investigate tem-
poral integration of loudness in listeners with hearing impair-
ments of primarily cochlear origin. Whereas considerable
knowledge exists about the loudness of long-duration sounds
in impaired listeners~for review, see Hellman and Meisel-
man, 1993; Moore, 1995; Moore and Glasberg, 1997!, little
is known about the loudness of brief sounds. Because most
natural sounds are not steady state, but have amplitude peaks

that typically are much shorter than the 50–150-ms integra-
tion time generally assumed for loudness~for review, see
Scharf, 1978!, knowledge of the loudness functions for brief
sounds may be important for hearing-aid fitting and for gen-
eral understanding of impaired listeners’ auditory perception.
Moreover, our recent studies~Florentineet al., 1996; Buus
et al., 1997; Florentineet al., 1998! indicate that temporal
integration of loudness may provide rather direct information
about the form of the loudness functions for both brief and
long sounds.

To our knowledge, Pedersen and Poulsen’s~1973! study
on temporal integration of loudness in impaired hearing is
the only one published. They tested 24 listeners with co-
chlear impairments due to presbyacusis. The results indi-
cated that the impaired listeners’ amount of temporal
integration—defined as the level difference between equally

a!Parts of this paper were presented at the Hearing Aid Research and Devel-
opment Conference, September 1997, NIDCD/VA Bethesda, MD@Buus
et al., Proceedings of the 2nd Biennial Hearing Aid Research and Devel-
opment Conference~NIDCD/VA, Bethesda, MD, Sept. 1997!, 42# and at
the ASHA meeting, November 1997, Boston, MA@Buus et al., ASHA
Leader2~15!, 143#.

b!Electronic mail: buus@neu.edu
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loud short and long tones—was normal at 75 dB SPL and
larger than normal at 95 dB SPL. The normal and larger-
than-normal temporal integration for loudness found by Ped-
ersen and Poulsen~1973! contrasts with the reduced tempo-
ral integration that is generally found in measurements of
detection thresholds for brief signals in impaired listeners
~e.g., Florentineet al., 1988; Carlyonet al., 1990; for re-
view, see Moore, 1995! and certainly warrants further study.

To expand on Pedersen and Poulsen’s~1973! study, the
present study aims to investigate how the amount of tempo-
ral integration for loudness varies with level in impaired lis-
teners. The effect of level is important because the amount of
temporal integration varies markedly with level in normal
listeners ~e.g., Stephens, 1973; Poulsen, 1981; Florentine
et al., 1996, 1998; Buuset al., 1997! and the outcome of
comparisons between normal and impaired hearing appears
to depend on the SPL~Pedersen and Poulsen, 1973!. The
outcome may also depend on whether normal and impaired
listeners are compared at equal SL or equal SPL, as indicated
by the contrast between temporal integration for detection
~an equal-SL comparison! and for loudness~compared at
equal SPLs!. To provide insight into the effects of audiomet-
ric configurations, measurements were obtained using listen-
ers with cochlear impairments in a variety of audiometric
configurations. To allow comparisons at equal SLs and equal
SPLs, temporal integration for detection and temporal inte-
gration of loudness was measured as a function of level.

I. METHOD

A. Stimuli

The stimuli were tone bursts with equivalent rectangular
durations of 5 and 200 ms. The 5-ms tones consisted of a
6.67-ms raised-cosine rise followed immediately by a
6.67-ms raised-cosine fall. The 200-ms tones had a 195-ms
steady-state segment between the 6.67-ms rise and fall.
These envelope shapes ensured that most of the tone bursts’
energy was contained within the critical bandwidth for all
test frequencies. Even for the 5-ms tone burst, the energy
within the 100-Hz-wide critical band centered at 500 Hz
~Zwicker, 1961; Scharf, 1970! was only 1.3 dB less than the
overall energy.@The auditory-filter bandwidth at 500 Hz is
only about 75 Hz, but loudness of a constant-SPL stimulus
remains constant until its bandwidth exceeds the larger criti-
cal bandwidth~see Moore and Glasberg, 1986!. The present
stimuli were chosen with the aim of keeping loudness the
same as that for a narrow-band sound. Thus, the critical
bandwidth was used for evaluation of the 5-ms tones’ spec-
tral splatter.#

The fixed-level stimuli ranged from 5 dB SL to about
120 dB SPL for the 5-ms tone or the highest level that the
listener could comfortably tolerate, whichever was lower.
Levels were chosen in 5-dB steps up to 30 dB SL and in
10-dB steps at higher SLs. The test frequencies usually were
0.5, 1, and 4 kHz, but one normal listener was also tested at
8 kHz and one impaired listener was tested at 8 kHz instead
of 0.5 kHz to obtain measurements at two frequencies with
hearing loss.

B. Procedure

1. Absolute thresholds

To obtain a reference for setting the sensation levels,
absolute thresholds were measured for each of the stimuli
used in the loudness-balance experiment. The thresholds
were obtained with an adaptive procedure in a two-interval,
two-alternative forced-choice~2I, 2AFC! paradigm. Each
trial contained two observation intervals, which were marked
by lights and separated by 500 ms. The signal was presented
in either the first or the second observation interval with
equala priori probability. The listener’s task was to indicate
which interval contained the signal by pressing a key on a
small computer terminal. Two hundred milliseconds after the
listener responded, the correct answer was indicated by a
200-ms light. Following the feedback, the next trial began
after a 500-ms delay.

A single threshold measurement was based on three in-
terleaved adaptive tracks. For each track, the level of the
signal initially was set approximately 15 dB above the lis-
tener’s expected threshold. It decreased following three con-
secutive correct responses and increased following one in-
correct response. The step size was 5 dB until the second
reversal, after which it was reduced to 2 dB. Reversals oc-
curred when successive signal levels changed direction from
increasing to decreasing, or vice versa. On each trial, the
track was selected at random among the tracks that had not
yet ended, which they did after five reversals. The threshold
for one track was calculated as the average of the signal
levels at the fourth and fifth reversals. One threshold mea-
surement was taken as the average threshold across the three
tracks. This procedure converged on the signal level yielding
79.4% correct responses~Levitt, 1971!. Three such threshold
measurements~for a total of nine tracks! were obtained for
each listener and stimulus. The average across all measure-
ments was used as the reference to set the sensation level in
the loudness-balance experiments.

2. Loudness matches

Loudness matches between 5- and 200-ms tones were
obtained with a roving-level adaptive procedure in a 2I,
2AFC paradigm, similar to that used in a recent study~Buus
et al., 1998!. On each trial, the listener heard two tones sepa-
rated by 500 ms. The fixed-level tone followed the variable
tone or the reverse with equala priori probability. The lis-
tener’s task was to indicate which sound was louder by
pressing a key on a small computer terminal. The response
initiated the next trial after a 700-ms delay. No feedback was
given.

To reduce biases that may occur when only a single
fixed sound is presented in a series of trials~e.g., Florentine
et al., 1996!, six to 12 interleaved adaptive tracks were used
to obtain concurrent loudness matches at three to six levels
with both the short and the long tone varied. The track for
each trial was selected at random from all tracks that had not
yet ended, which they did after nine reversals. This proce-
dure produced a random variation in overall loudness, which
forced the listeners to base their responses only on loudness
judgments of the two sounds presented in the trial.@For fur-
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ther discussion of roving-level loudness-matching proce-
dures, see Buuset al. ~1997!.#

Because no more than six levels could be tested concur-
rently, the complete range of fixed levels usually was divided
into two or three ranges as necessary to encompass each
listener’s dynamic range. For normal listeners, a low range
included fixed levels between 5 and 20 dB SL, a middle
range included levels between 25 and 50 dB SL, and a high
range included levels between 60 and 90 dB SL. For im-
paired listeners, the ranges varied among listeners and fre-
quencies to ensure that each block of trials encompassed rea-
sonable ranges of fixed levels for both short and long tones.
If two or fewer levels within a range used for normal listen-
ers could be tested for a given impaired listener and fre-
quency, the number of ranges was reduced and the complete
range of levels was redistributed to yield blocks with ap-
proximately equal numbers of tracks. If fewer than seven
levels could be tested for a given listener and frequency, all
levels were usually tested in a single block.

Each track began with the variable stimulus set approxi-
mately 15 dB below the expected equal-loudness level.~If
that level was below threshold, the variable stimulus was set
to threshold.! This choice of starting levels ensured that the
listener heard some trials in which the short tone was clearly
louder and some in which the long tone was clearly louder.
For each track, the level of the variable tone was adjusted
according to a simple up–down procedure. If the listener
indicated that the variable tone was louder than the fixed
tone, its level was reduced; otherwise, it was increased. The
step size was 5 dB until the fourth reversal, after which it
was reduced to 2 dB. This procedure made the variable tone
converge towards the level at which it was judged louder
than the fixed tone in 50% of the trials~Levitt, 1971!. The
average level of the last four reversals was used as an esti-
mate of the level at which the variable tone had the same
loudness as the fixed-level tone~cf. Jesteadt, 1980!. Three
such matches were obtained for each listener and condition.

C. Apparatus

An APR 486/33 PC-compatible computer with a signal
processor~TDT AP2! generated the stimuli, sampled the lis-
teners’ responses, and executed the adaptive procedures. The
tone bursts were generated digitally with a 50-kHz sample
rate and reproduced by a 16-bit digital-to-analog~D/A! con-
verter~TDT DD1!. The output from the D/A was attenuated
~TDT PA4!, low-pass filtered~TDT FT5, f c520 kHz, 190
dB/octave!, attenuated again~TDT PA4!, and led to a head-
phone amplifier~TDT HB6!, which fed one earpiece of a
Sony MDR-V6 headset. This setup ensured that the stimulus
level could be controlled with a dynamic range of at least
130 dB. The listeners were seated in a sound-attenuating
booth.

For routine calibration, the output of the headphone am-
plifier was led to a 16-bit analog-to-digital~A/D! converter
~TDT DD1!, such that the computer could sample the wave-
form, calculate its spectrum and rms voltage, and display the
results before each set of matches.@The SPLs reported below
presume a frequency-independent output of 116 dB SPL for
an input of 1 V rms. The Sony MDR-V6 headset has a rea-

sonably flat~65 dB! free-field response across the range of
test frequencies. The SPL of 116 dB is close to that mea-
sured at 1 kHz in a 6-cc coupler~B&K 4152!.#

D. Listeners

Sixteen ears of 15 listeners with hearing impairments of
primarily cochlear origin were tested. The origin of the hear-
ing loss was diagnosed by the listeners’ ENT physicians on
the basis of a standardized audiological test battery, medical
tests, and the listeners’ history. Table I shows the diagnostic
information for the listeners. According to excitation-pattern
models of loudness in impaired listeners~Florentine and
Zwicker, 1979; Florentineet al., 1997; Moore and Glasberg,
1997!, the form of the loudness function may depend on the
impaired listener’s audiometric configuration. Certainly, it
has been shown that level discrimination in impaired listen-
ers depends on the audiometric configuration in a way that is
consistent with predictions of excitation-pattern models~Flo-
rentineet al., 1993!. Therefore, the impaired listeners were
divided into five groups based on the overall configurations
of their hearing losses as indicated by the listener IDs shown
in the first column.~A sixth group of normal controls is
shown at the bottom.! If the hearing loss increased more than
50 dB over any octave, it was characterized as an abrupt loss
~listeners A1 and A2!; such a steep loss is likely to indicate
that inner-hair cells are missing or nonfunctional in some
frequency region starting at the beginning of the slope~Hell-
man and Meiselman, 1993; Florentineet al., 1997!. If the
hearing loss was not abrupt and decreased 15 dB or more
over any two-octave interval, it was characterized as a rising
loss ~R1 to R3!. If the loss was neither abrupt nor rising, it
was characterized as flattish if it increased 20 dB or less over
all two-octave intervals~F1 to F3!, and as falling otherwise.
Because eight ears of seven listeners fell into the falling-loss
category, they were further subdivided into mild-to-moderate
losses~MF1 to MF4! and moderately-severe-to-severe losses
~SF1 to SF3!.

The second column shows the listeners’ genders and the
third, their ages. The impaired listeners’ ages ranged from 32
to 72 years, with an average of 46 years and a standard
deviation of 12.5 years. The test ear is indicated in the fourth
column and the listeners’ etiologies are shown in the fifth
column. Columns six through 15 show the audiometric
thresholds in dB HL at the standard audiometric frequencies.
The test frequencies used for each listener are indicated by
the bold entries, which show that the measurements encom-
passed conditions with hearing losses ranging from no sig-
nificant loss to 90 dB HL.

Seven listeners with normal hearing served as age-
matched controls. Their ages ranged from 25 to 58 years.
The average age was 46 years and the standard deviation
11.7 years. They had no history of hearing difficulties and
their audiometric thresholds were 15 dB HL or less at and
below 4 kHz; most of the middle-aged listeners had a small
threshold elevation at 6 kHz and N7 had a threshold of 25 dB
HL at 8 kHz. Listener N1 is the first author and N2 is the
third author. They and listener N3 were highly trained listen-
ers; the remaining normal listeners had no prior experience
in psychoacoustic experiments. Due to timing constraints,
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naive normal and impaired listeners practiced at most for 15
minutes, but careful instructions usually rendered practice
unnecessary.

E. Data analysis

For each listener, frequency, and SL, two separate points
of subjective equality were calculated for each stimulus pair:
the average of the tracks with the short tone fixed and the
average of the tracks with the long tone fixed. For each lis-
tener and frequency, polynomial fits were then made to the
combined data obtained with the long and the short tone
varied. Such fits were used because they provided a good
description of the entire data set, while avoiding problems of
how to average measurements taken at different loudness
levels. Visual inspection was used to determine a range of
polynomial orders that provided a good fit to the data. The
lowest-order polynomial within the range was used unless a
higher-order polynomial appeared to follow the data mark-
edly better over some range. The order of the polynomials
ranged from two to eight, but third- or fourth-order polyno-
mials were used in most cases. Generally, the fits were quite
good as indicated by an averager 2 of 0.968. The resulting
polynomials were then used to summarize the amount of
temporal integration as a function of level for each listener
and frequency by calculating the level difference between the

5- and 200-ms tones as a function of level of the 200-ms
tone.

To examine the statistical significance of the effects of
stimulus variables and differences among normal listeners, a
four-way analysis of variance~ANOVA ! ~SL of fixed
stimulus3frequency3long or short variable3listener! for re-
peated measures was performed~DATA DESK 6.0.2, Data De-
scription, Inc., Ithaca, NY, 1997!. The dependent variable for
this analysis was the level difference (L5 ms2L200 ms) be-
tween two equally loud 5- and 200-ms tones. Scheffe´ post
hoc tests for contrast~DATA DESK 6.0.2, 1997! were per-
formed when appropriate to explore sources of significant
effects and interactions. For all statistical tests, differences
were considered significant whenp<0.05.

To examine the effects of stimulus variables and differ-
ences among the different audiometric configurations, a four-
way ANOVA @SL of fixed stimulus3frequency3long or
short variable3group~five levels: abrupt, rising, flat, falling,
or normal!# was performed~DATA DESK 6.0.2, 1997! with the
level difference (L5 ms2L200 ms) as the dependent variable.
To limit the number of missing data, the analysis included
only levels between 5 and 40 dB SL and only frequencies of
0.5, 1, and 4 kHz. Again, Scheffe´ post hoctests for contrast
~DATA DESK 6.0.2, 1997! were used to explore sources of
significant effects and interactions.

TABLE I. Diagnostic information for the listeners.~See the text for further information.!

ID Gender Age Ear Etiology 125 250 500 1 k 1.5 k 2 k 3 k 4 k 6 k 8 kHz

A1 F 51 L Hereditary,
noncongenital

210 210 25 60 60 55 45 45 65

A2 F 61 L Hereditary 5 10 5 5 35 60 85 90 90 95
R1 F 50 R Hereditary,

noncongenital
25 5 20 45 50 45 35 30 60

R2 M 37 L Hereditary
Konigsmark

55 50 50 40 35 30 55 55

R3 M 53 L Unknown 60 75 70 65 65 55 50 45 35
F1 M 36 L Hereditary 35 40 45 55 55 45
F2 F 33 L Hereditary 45 50 50 65 65 70 70
F3 F 35 L Congenital,

jaundice
70 70 80 80 90 85

MF1 M 45 R Unknown 5 10 15 5 0 20 35 50 55
MF2 M 65 L Hereditary,

noncongenital
0 0 15 30 40 40 50 65 75

MF3 F 49 L Hereditary,
noncongenital

0 10 20 35 45 45 45 50 80

MF4 F 40 R Hereditary,
congenital

15 20 45 50 45 50 45

SF1 M 72 L Unknown, 20 25 40 50 55 55 60 60 75 80
R noncongenital 20 25 40 60 65 70 75 80 95 .100

SF2 M 32 R Hereditary,
noncongenital

10 20 35 70 75 65 65 75 85

SF3 F 35 R Sudden,
unknown

10 40 60 80 75 70 70

N1 M 45 L Normal 5 25 0 0 5 0 0 20 10
N2 M 53 R Normal 5 0 0 0 0 0 0 30 15
N3 M 25 L Normal 5 0 5 0 0 25 5
N4 M 35 R Normal 5 0 0 5 5 15 15 15 5
N5 F 50 R Normal 5 5 5 5 0 0 10 0 10
N6 F 53 L Normal 15 5 0 0 0 10 15 20 15
N7 M 58 R Normal 5 0 0 5 10 10 20 25
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II. RESULTS

A. Normal listeners

Figure 1 shows the data obtained for the untrained nor-
mal listeners. The listeners’ judgments were generally quite
consistent, as indicated by the small error bars. The average
standard error was 2.3 dB.~It was even smaller for the
trained normal listeners, 1.8 dB; across all the normal listen-
ers it was 2.0 dB.! The roving-level procedure appeared suc-
cessful in reducing biases. The data obtained with the 5-ms
tone varied and with the 200-ms tone varied generally lie on
a single smooth function, but a few notable exceptions are
apparent~e.g., listener N4 at 0.5 and 1 kHz and N7 at 1 kHz!.
For these data sets, the judgments obtained with the 5-ms

tone fixed at 60 and 70 dB SL~i.e., when the long tone was
varied and the loudness level was in the low end of the high
range! deviate considerably from the smooth function and
show much larger amounts of temporal integration than the
other data. This phenomenon also was apparent in several
data sets for the trained normal listeners and in some data
sets for impaired listeners tested at frequencies with near-
normal thresholds. Despite these occasional deviations, a
polynomial fitted to the combined data for a single listener
and frequency generally summarized the data quite accu-
rately, as indicated by the solid lines. Across all the normal
listeners~a total of 18 functions!, r 2 ranges from 0.957 to
0.997 with an average of 0.982. In the following, these poly-

FIG. 2. The amount of temporal integration, defined as
the level difference between equally loud 5- and
200-ms tones, for normal listeners is plotted as a func-
tion of the SPL of the 200-ms tones. Each panel shows
data for a different listener, except that the lower-right
panel combines the data for N6, who was tested only at
0.5 kHz, and N7, who was tested only at 1 kHz. The
symbols show the data for detection thresholds and the
lines show the data for loudness matches, which are
derived from the fitted polynomials~see Fig. 1!. As
indicated by the legend in the top-left panel, different
symbols and line types indicate frequency.

FIG. 1. Loudness-balance judgments by four untrained
normal listeners. The level of the 5-ms tone is plotted as
a function of the level of the 200-ms tone. The unfilled
symbols show data obtained when the 200-ms tones
were varied; the filled symbols show data obtained
when the 5-ms tones were varied. Each column shows
the data for a different frequency. The top row shows
the data for listeners N6 and N7, who were tested at
only one frequency. The two lower rows of panels show
the data for listeners N4 and N5, who were tested at all
three frequencies. The error bars show plus and minus
one standard error calculated across the three repeti-
tions for each condition. The solid lines show polyno-
mial fits to the data and the dotted lines indicate equal
SPLs for the 5- and 200-ms tones. The distance be-
tween the dotted and solid lines indicates the amount of
temporal integration.
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nomials are used to characterize how the amount of temporal
integration varies with level for each listener and frequency.

Figure 2 shows the amount of temporal integration as a
function of level for all the normal listeners. The lines show
the level difference between equally loud 5- and 200-ms
tones plotted as a function of the level of the 200-ms tones.
The threshold data are shown by the symbols. Each panel
shows data for a different listener, except that the data for N6
and N7 are combined in the lower-right panel. The amounts
of temporal integration for detection range from 7 to 16 dB
with no obvious differences among listeners and frequencies,
except that the 7-dB value is obtained at 8 kHz~the second-
lowest value is 9 dB at 1 kHz for N2!. The average amounts
of temporal integration for detection are 14.5 dB at 0.5 kHz,
13.3 dB at 1 kHz, and 11.8 dB at 4 kHz.

The amounts of temporal integration for loudness vary
considerably more across listeners, but, again, there is no
obvious trend across frequency. The temporal-integration
functions are quite similar across frequency for some listen-
ers ~e.g., N2 and N5! and when clear differences are appar-
ent, they are not consistent across listeners~e.g., N1 and N4!.
For all listeners~except perhaps N5! and all frequencies, the
amount of temporal integration clearly varies nonmonotoni-
cally with level and is largest at moderate levels. With a few
exceptions, the amount of temporal integration for loudness
at low levels approaches that obtained for detection. As the
level increases, the amount of temporal integration increases,
often dramatically. The maximal amounts of temporal inte-
gration vary from 13 dB~N5 at 4 kHz; 14.5 dB if the second
maximum at 97 dB SPL is used! to 36 dB~N2 at 0.5 kHz and
N4 at 1 kHz!. The averages of the maxima are 27 dB~67.3
dB standard deviation! at 0.5 kHz, 27 dB at 1 kHz~67.7
dB!, and 22 dB~65.9 dB! at 4 kHz. No obvious relations are
apparent among the maximal amount of temporal integration
for loudness, the level~SPL or SL! at which the maximum
occurs, the amount of temporal integration for detection, and
the detection threshold. At high levels, the amounts of tem-
poral integration generally decrease to reach roughly the
same values as those obtained for detection.

To provide a comparison for the data from the impaired
listeners, the combined data for the normal listeners are
shown as functions of SPL in Fig. 3 and SL in Fig. 4. Be-
cause no consistent effect of frequency was apparent across
listeners, the data are shown together for frequencies of 0.5
~long-dashed lines!, 1 ~short-dashed lines!, and 4 kHz~dotted
lines!. The two graphs are quite similar because the normal
listeners’ thresholds encompass only a relatively narrow
range of SPLs. Both show that the amounts of temporal in-
tegration encompass quite large ranges, especially at moder-
ate levels where the range exceeds 20 dB. The gray areas
show the ranges that will be considered as normal in evalu-
ating the data for impaired listeners. Because the set of nor-
mal data is relatively large, comprising a total of 17 func-
tions, the two extreme values at any level have been
excluded from these ‘‘standard’’ normal ranges. Even with
this trimming the standard normal ranges are considerable; at
moderate levels they range from about 12 to well over 30 dB
of temporal integration. At low and high SPLs, the standard
normal range is much narrower, ranging from 7 or 8 dB to

about 13 dB~see Fig. 3!; at high SLs it is also relatively
narrow, ranging from about 8 to 17 dB, but at low SLs it
ranges from about 7 to 23 dB~see Fig. 4!. Clearly, the
amount of temporal integration varies widely among normal
listeners.

The statistical analyses support these observations. A
three-way ~frequency3duration3listener! ANOVA for re-
peated measures of the thresholds for the listeners who were
tested at all three frequencies showed significant effects of
duration @F(1,4)51580, p<0.0001# and listener@F(4,60)
5270.5, p<0.0001#, as well as significant interactions of
listener and frequency@F(8,60)578.01, p<0.0001# and
of listener, frequency, and duration@F(8,60)57.59,
p<0.0001#. No effect of frequency and no interaction be-
tween frequency and duration were present. These findings
indicate that thresholds differ among listeners and are higher
for the 5-ms tones than for the 200-ms tones. On the average,
the thresholds do not differ among the three frequencies, but
they differ among listeners and among frequencies within

FIG. 3. The amount of temporal integration for loudness is plotted as a
function of the SPL of the 200-ms tone. Each line shows the data obtained
for a normal listener tested at 0.5~long-dashed lines!, 1 ~short-dashed lines!,
or 4 kHz ~dotted lines!. The gray area indicates a normal range that will be
used as a ‘‘standard’’ against which impaired listeners’ data can be evalu-
ated. It encompasses the range from the second lowest to the second highest
amount of temporal integration.

FIG. 4. Same as Fig. 3, except that the amount of temporal integration is
plotted as a function of the 200-ms tone’s sensation level, SL.
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listeners. The average amounts of temporal integration differ
neither across frequency nor among listeners, but highly re-
liable differences in temporal integration across frequency
are present within listeners.

Table II shows the results of the ANOVA for the
amounts of temporal integration calculated from the
loudness-balance data. The top half shows the significance of
stimulus effects and the bottom half shows the significance

of differences among listeners. Frequency and all interac-
tions with it are not significant. This finding indicates that no
consistent effect of frequency is present in the data. In con-
trast, the effect of SL is highly significant, which reflects the
nonmonotonic effect of level on the amount of temporal in-
tegration for loudness. The effect of variable~5- or 200-ms
tone varied! and the interaction between SL and variable are
also significant. These findings indicate that equal SL does

FIG. 5. Same as Fig. 1, but for three listeners with
flattish hearing losses.

TABLE II. Four-way analysis of variance for repeated measures of loudness matches by the five normal
listeners who were tested at all three frequencies. The dependent variable is the level difference between the
short and the long tone when they were judged to be equally loud. The stimulus variables frequency~Frq; 3
levels: 0.5, 1, and 4 kHz!, sensation level~SL; 12 levels: 5,10,15,20,25,30,40,...,90 dB SL!, and variable~Var;
2 levels: short varied or long varied! are fixed factors. Listener~Lsr; 5 levels: N1 through N5! is a random
factor.

Source d f
Error
d f

Sums of
squares Mean square F-ratio Prob

Const 1 4 371 191 371 191 98.99 0.0006
Frq 2 8 2 309 1 155 2.630 0.13
SL 11 44 16 879 1 534 7.320 <0.0001
Frq3SL 22 87 1 306 59.37 1.629 0.058
Var 1 4 160.4 160.4 10.12 0.034
Frq3Var 2 8 22.08 11.04 0.4471 0.65
SL3Var 11 44 3 754 341.3 9.133 <0.0001
Frq3SL3Var 22 87 492.3 22.38 1.339 0.17
Lsr 4 716 14 999 3 749 226.1 <0.0001
Frq3Lsr 8 716 3 512 439.1 26.47 <0.0001
SL3Lsr 44 716 9 223 209.6 12.64 <0.0001
Frq3SL3Lsr 87 716 3 171 36.45 2.198 <0.0001
Var3Lsr 4 716 63.42 15.85 0.9560 0.43
Frq3Var3Lsr 8 716 197.6 24.70 1.489 0.16
SL3Var3Lsr 44 716 1 644 37.37 2.253 <0.0001
Frq3SL3Var3Lsr 87 716 1 454 16.71 1.007 0.46
Error 716 11 874 16.59
Total 1073 79 641
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not yield equal loudness for short and long tones. Loudness
balances with the short tone fixed at some SL are performed
at a different loudness level than those with the long tone
fixed at the same SL, and the results obtained in the two
conditions differ because the amounts of temporal integra-
tion depend on loudness level. The bottom half of the table
shows that the effects of frequency, SL, and the interaction
between frequency and SL vary among listeners. These find-
ings indicate that individual listeners show highly reliable
differences in the form of their temporal-integration func-
tions at different frequencies, but as noted above the differ-
ences are not consistent across listeners.

Additional analyses of covariance~ANCOVAs! showed
that the maximal amount of temporal integration for loud-
ness was uncorrelated with the level at which it occurred, the
listeners’ threshold at the test frequency, and their temporal
integration for detection. Likewise, the level at which the
maximal amount of temporal integration occurred was un-
correlated with both the threshold for the 200-ms tone and
with the amount of temporal integration for detection. How-
ever, a two-way ANCOVA~age3frequency! revealed that
the maximal amount of temporal integration for loudness
increased significantly with age@F(1,11)57.06,p50.022)#,

whereas there was no significant effect of age on the level at
which the maximum occurred. The effect of age on the maxi-
mal amount of temporal integration for loudness is surprising
and may be a spurious result caused by the relatively small
amounts of temporal integration obtained for listener N5,
who was the second youngest of the normal listeners.

B. Listeners with cochlear impairments

To provide an example of the data obtained for impaired
listeners, Fig. 5 shows the loudness matches obtained for the
three listeners with flattish hearing losses. The impaired lis-
teners’ judgments were usually very consistent, as indicated
by the small error bars. The average standard error for the
data in Fig. 5 was 1.3 dB.~The average standard error for all
the impaired listeners’ data was slightly larger, 1.6 dB, but
was still smaller than that obtained for the trained normal
listeners.! As for the normal listeners, the data obtained with
the 5-ms tone varied and with the 200-ms tone varied gen-
erally lie on a single smooth function, except that the data for
listener F1 show some separation between the low- and high-
level segments of the functions, qualitatively similar to the
separation observed in some normal listeners. For this lis-
tener, 25 dB SL was included in both sets. The results were
the same in both sets when the 4-kHz long tone was varied,
but the remaining data at 25 dB SL show 10 dB more tem-
poral integration in the high than in the low set. Listener F2
had 20 dB SL included in both the low and high sets at 4
kHz and listener F3 had 15 dB SL included in both sets at
0.5 and 1 kHz. No discrepancy between the low and high
sets is apparent in these conditions.

Despite the occasional deviations between the low and
high sets, the fitted polynomials generally summarize the
data quite accurately, as shown by the solid lines. Across all
the impaired listeners~a total of 43 functions!, the averager 2

is 0.962. The range ofr 2 is 0.910 to 0.998, except that two
functions yieldedr 2 of 0.720~F3 at 4 kHz! and 0.876~MF2
at 0.5 kHz!. The low correlation for F3 at 4 kHz is a result of
her six data points encompassing only about a 10-dB range
of levels. The low correlation for MF2 at 0.5 kHz results
because he shows a relatively large range effect and his data
encompassed only about a 55-dB range of levels.

Figure 6 shows the amount of temporal integration as a
function of SPL for all the impaired listeners plotted in the
same manner as Fig. 2. For comparison, the ‘‘standard’’ nor-
mal range from Fig. 3 is shown together with the data for
each listener. The amounts of temporal integration for detec-
tion by the impaired listeners range from 4 to 14 dB and are
mostly lower than those for the normal listeners. Generally,
the amount of temporal integration for detection appears less
than normal whenever the threshold is elevated. Listener
MF3 at 0.5 kHz is the only exception. The impaired listen-
ers’ average amounts of temporal integration for detection
are 10.0 dB at 0.5 kHz, 8.6 dB at 1 kHz, and 6.0 dB at 4
kHz; these values are about 5 dB lower than those for normal
listeners.

The amounts of temporal integration for loudness vary
even more for the impaired than for the normal listeners. As
for normal listeners, no obvious trend across frequency is
apparent and the amount of temporal integration for loudness

FIG. 6. The amount of temporal integration for loudness obtained for 15
listeners with impairments of predominantly cochlear origin plotted in the
same manner as Fig. 2. The gray area in each panel indicates the standard
normal range for the amount of temporal integration as a function of SPL
~see Fig. 3!. Except for the bottom row, each row shows data for listeners
with different overall audiometric configurations~see Sec. I D for the clas-
sification criteria!. Data for flattish audiograms are shown in the top row,
rising audiograms in the second row, moderately severe and severe losses
with falling audiograms in the third row, and mild-to-moderate losses with
falling audiograms in the fourth row. The bottom row shows data for two
listeners with high-frequency losses and abruptly falling audiograms and for
the fourth listener with a mild-to-moderate loss and a falling audiogram.
Labels by selected functions in the panels for SF1, MF1, and A2 designate
test conditions that cannot be identified from the legend in the top-left panel.
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at low sensation levels generally approaches that obtained
for detection, but a few exceptions may be present~e.g., A1
and SF3 at 4 kHz!. For the majority of listeners and frequen-
cies, the amount of temporal integration varies nonmonotoni-
cally with level and is largest at some moderately low sen-
sation level. As the level increases above 5 dB SL, the
amount of temporal integration usually increases, often dra-
matically. The maximal amounts of temporal integration
vary from 9 ~F2 at 4 kHz; 8 dB if the maximum of F2’s
1-kHz function is used, but this function does not appear to
reach its maximum within the range of levels tested! to 48
dB ~A1 at 0.5 kHz!. The averages of the maxima are 20 dB
~69.7 dB standard deviation! at 0.5 kHz, 20 dB at 1 kHz
~67.4 dB!, and 21 dB~68.4 dB! at 4 kHz. These averages
are 7 dB lower than normal at 0.5 and 1 kHz, and 1 dB lower
than normal at 4 kHz. The maximal amount of temporal
integration for loudness in impaired listeners does not appear
related to the level~SPL or SL! at which it occurs or to the
detection threshold, if the data for the listeners with abrupt
losses are omitted. It also appears unrelated to the amount of
temporal integration for detection. On the other hand, the
SPL at which the maximum occurs generally increases with
the threshold, whereas the SL of the maximum decreases as
the threshold increases.

Except near threshold, the impaired listeners’ amounts
of temporal integration usually are within the normal range,
and at high SPLs they exceed the top of the normal range in
about half the conditions tested. A few impaired listeners are
clearly different from normal. Listener F2 shows less-than-
normal amounts of temporal integration for loudness at al-
most all SPLs, and the two listeners with abrupt losses, A1
and A2, have obviously abnormal temporal-integration func-
tions. As shown in the bottom row of Fig. 6, these listeners

yield larger-than-normal amounts of temporal integration at
the frequencies just below their abrupt losses~0.5 kHz for
A1 and 1 kHz for A2!. The maximal amount of temporal
integration for A1 is nearly 48 dB, which is more than 11 dB
above the largest amount of temporal integration obtained
for any normal listener at any frequency. A large maximum
is also obtained for listener A1 at 4 kHz and for listener A2
at 0.5 kHz. In summary, once the level is somewhat above
threshold, the impaired listeners usually show amounts of
temporal integration for loudness that are as large as, or
sometimes even larger than, that obtained for normal listen-
ers tested at the same SPL. The normal or larger-than-normal
temporal integration for loudness contrasts with impaired lis-
teners’ reduced temporal integration for detection. As dis-
cussed below, this contrast may indicate that the comparison
between normal and impaired listeners depends on whether it
is made at equal SPLs or equal SLs, because the data for
detection necessarily represent an equal-SL comparison.

Whereas the amounts of temporal integration at high
SPLs are larger than normal in about half the conditions
tested when normal and impaired listeners are compared at
equal SPLs, the tendency towards abnormally large temporal
integration disappears almost completely if the comparison
between normal and impaired listeners is made at equal SLs.
This is illustrated in Fig. 7, which shows the amounts of
temporal integration obtained for the impaired listeners plot-
ted as a function of SL. Only five functions have segments
above the standard normal area. Four of those come from the
listeners with abrupt losses. The fifth function is for MF4 at
4 kHz. It exceeds the normal range for a few dB near the
highest SLs. On the other hand, 16 of the 43 functions have
segments that fall below the normal range, and the central
tendency is clearly towards the low end of the normal range
for the groups with flattish, rising, and mild-to-moderate fall-
ing audiometric configurations. Thus, it appears that when
normal and impaired listeners are compared at equal SLs, the
amounts of temporal integration are generally normal or, for
some groups, slightly less than normal. The clearest excep-
tion is listeners with abrupt hearing losses, who show unusu-
ally large amounts of temporal integration for loudness
whether the comparison to normal listeners is at equal SPL
or equal SL.

The preceding figures showed the results with listeners
divided according to the overall configuration of their audio-
grams. Apart from the two listeners with abrupt losses, no
clear differences among the groups were apparent. One
might hypothesize that a clearer separation among the
temporal-integration functions could be obtained by consid-
ering the course of the hearing loss above the test frequency.
This hypothesis follows from findings that the amount of
temporal integration appears to be related to the slope of the
loudness function~Florentineet al., 1996, 1998; Buuset al.,
1997! and that the growth of loudness depends to some ex-
tent on upward spread of excitation~e.g., Hellman, 1974;
Florentine et al., 1997!. However, grouping the temporal-
integration functions according to the local shape of the au-
diogram as defined by the change in hearing loss over one
~for the 4-kHz functions! or two octaves~for lower frequen-
cies! above the test frequency did not improve the order of

FIG. 7. The amount of temporal integration for loudness as functions of SL
in the 15 impaired listeners is plotted in separate panels for each audiometric
group. The gray area shows the standard normal range for the amount of
temporal integration as a function of SL~see Fig. 4!.
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the data appreciably. Whether the temporal-integration func-
tions were compared at equal SPLs or at equal SLs, the con-
sistency within classes was, at best, only slightly better than
that obtained when listeners were grouped according to their
overall audiometric configurations. Although this finding
may seem counterintuitive, it agrees with the excitation-
pattern model for impaired listeners. Upward spread of exci-
tation combined with abnormally fast growth of specific
loudness can restore normal growth of loudness, even if the
hearing loss limits the spread of excitation to only about one
octave~Florentineet al., 1997!.

The statistical analyses are consistent with the observa-
tions on the SL data. As shown in Table III, the ANOVA
showed significant effects of SL and variable~short or long!,
and a significant interaction of variable and SL. The first
effect indicates that the amount of temporal integration var-
ies with sensation level for both normal and impaired listen-
ers and generally increases with SL over the 5-to-40-dB
range included in the analysis. The latter effects most likely
reflect the findings that short and long stimuli at equal SL
generally are not equally loud and that different amounts of
temporal integration are obtained at different loudness levels.
In addition to these stimulus effects, the effect of overall
audiometric configuration and all two-way interactions with
the stimulus variables are significant. Some of these effects
undoubtedly reflect effects of hearing loss, but because the
hearing-impaired groups consist of two to four listeners, the
effects may also reflect interlistener differences, which are
large.

The Scheffe´ post hoctests for contrast showed highly
significant differences among the groups. Averaged over all
stimulus conditions included in the analysis, the listeners
with abrupt losses showed significantly larger amounts of
temporal integration than the normal listeners, whose tempo-

ral integration was larger than those for the rising and falling
losses. The latter two groups did not differ significantly, but
their amounts of temporal integration were significantly
larger than those for the listeners with flattish losses. The
interactions with SL, frequency, and variable show that the
differences among listeners depended somewhat on these
stimulus variables, but significant differences similar to those
between the grand means for each group were present for a
number of SLs and at most frequencies.

Additional ANCOVAs on the effects of frequency,
threshold for the 200-ms tone, and age on the impaired lis-
teners’ amounts of temporal integration for detection showed
a significant effect of frequency@F(2,29)53.568,p50.041#
and a significant interaction between the threshold for the
200-ms tone and frequency@F(2,29)53.505,p50.043#. The
effects of age and interactions with it were not significant. To
explore the interaction between the threshold for the 200-ms
tone and frequency, separate ANCOVAs were performed on
the relation between the threshold and the amount of tempo-
ral integration. These analyses showed that the amount of
temporal integration decreased significantly as the threshold
increased at 0.5@F(1,11)528.58, p50.0002# and 1 kHz
@F(1,12)510.88, p50.0064#, whereas the relation did not
reach significance at 4 kHz.

An ANCOVA of the impaired listeners’ maximal
amount of temporal integration of loudness showed no sig-
nificant dependence on frequency, the threshold for the
200-ms tone, or the SPL at which the maximum occurred
when the listeners with abrupt losses were excluded from the
analysis.~The low thresholds and large amounts of temporal
integration obtained for the abrupt losses at low frequencies
produced significant effects of the threshold and SPL at
which the maximum occurred.! On the other hand, the SPL
at which the maximal amount of temporal integration oc-

TABLE III. Four-way analysis of variance for loudness matches by all the listeners grouped according to the
overall configuration of their audiograms. The dependent variable is the level difference between the short and
the long tone when they were judged to be equally loud. The independent variables sensation level~SL; 7
levels: 5, 10, 15, 20, 25, 30, and 40 dB SL!, frequency~Frq; 3 levels: 0.5, 1, and 4 kHz!, variable~Var; 2 levels:
short varied or long varied!, and audiometric group~AGp; 5 levels: normal, abrupt, falling, flatish, and rising!
are fixed factors.

Source d f
Sums of
squares Mean square F-ratio Prob

Const 1 596 837 596 837 16 803 <0.0001
SL 6 18 369 3 061 86.19 <0.0001
Frq 2 190.2 95.12 2.678 0.069
SL3Frq 12 237.3 19.78 0.5568 0.88
Var 1 1 386 1 386 39.01 <0.0001
SL3Var 6 731.1 121.9 3.431 0.0023
Frq3Var 2 65.66 32.83 0.9243 0.40
SL3Frq3Var 12 304.5 25.38 0.7145 0.74
AGp 4 20 682 5 170 145.6 <0.0001
SL3AGp 24 3 941 164.2 4.623 <0.0001
Frq3AGp 8 3 863 482.8 13.59 <0.0001
SL3Frq3AGp 48 1 978 41.21 1.160 0.21
Var3AGp 4 986.5 246.6 6.943 <0.0001
SL3Var3AGp 24 749.4 31.23 0.8791 0.63
Frq3Var3AGp 8 222.0 27.75 0.7811 0.62
SL3Frq3Var3AGp 47 794.4 16.90 0.4758 1.00
Error 2072 73 598 35.52
Total 2280 148 392
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curred increased significantly with the threshold for the
200-ms tone at the test frequency, whether the abrupt-loss
listeners were included@F(1,35)574.86,p<0.0001# or not
@F(1,30)534.68,p<0.0001#, and the SL at which the maxi-
mum occurred decreased significantly as the threshold for
the 200-ms tone increased both with@F(1,35)543.39,
p<0.0001# and without @F(1,30)563.74, p<0.0001# the
abrupt-loss listeners.

III. DISCUSSION

A. Comparison with other data

The present data for normal hearing are in good agree-
ment with data from previous studies~Florentineet al., 1996,
1998! that used 1-kHz tones with the same temporal param-
eters as those in the present study. The average amount of
temporal integration at 5 dB SL was about 13 dB in the
present study, similar to the values of about 12 dB obtained
by Florentineet al. ~1996! and 15 dB obtained by Florentine
et al. ~1998!. Likewise, the amount of temporal integration
obtained at 90 dB SPL in the present study was 13 dB, which
is close to the 11 dB reported by Florentineet al. ~1996! and
14 dB reported by Florentineet al. ~1998!. The maximal
amount of temporal integration of the average data was 26
dB in the present study, which is close to the maximum of 27
dB obtained by Florentineet al. ~1998! but somewhat larger
than the 18 dB obtained by Florentineet al. ~1996!. Given
that the individual listeners in the three studies show maxima
varying from about 12 to about 36 dB, it is not surprising
that the maximal amounts of temporal integration vary some-
what across studies.@It should be noted that N1 and N3 also
were tested by Florentineet al. ~1996!. The maximal
amounts of temporal integration for these listeners at 1 kHz
are about 5 dB larger in the present than in the previous
experiment. This discrepancy may reflect differences be-
tween the roving-level procedure used in the present experi-
ment and the fixed-level procedure used by Florentineet al.
~1996!.#

The only previous data for impaired listeners are diffi-
cult to compare directly with the present data because com-
parisons between tones of widely different durations were
only made indirectly. Pedersen and Poulsen~1973! varied
only the shorter tone in a pair and the durations of the tones
always differed by a factor of 2. The total amount of tempo-
ral integration between 5- and 320-ms tones was estimated
by adding the level differences measured for all the pairs
between these durations. Whereas this procedure makes the
listeners’ judgments relatively easy, the estimates of the total
amount of temporal integration are susceptible to accumula-
tion of systematic biases. At high levels, the variable tone
typically is set to a level slightly below that required for
equal loudness~e.g., Stevens, 1955; Scharf, 1961; Port,
1963; Florentine et al., 1996!, which would cause the
amount of temporal integration to be underestimated when
only the short tone is varied. Thus, it is not surprising that
the amounts of temporal integration reported by Pedersen
and Poulsen~1973! are smaller than those obtained in the
present study. Nevertheless, the present study is qualitatively
consistent with the previous study in that both found a ten-

dency towards larger amounts of temporal integration in im-
paired listeners than in normal listeners when the groups are
compared at equal, high SPLs. However, when normal and
impaired listeners are compared at equal SLs, the amount of
temporal integration for impaired listeners tends to be in the
low end of the normal range, except when the hearing loss is
abrupt~see Fig. 7!. Indeed, the amount of temporal integra-
tion for detection~i.e., at 0 dB SL! generally is reduced when
the threshold is elevated by cochlear hearing losses, as has
been shown by many previous studies~for review, see Flo-
rentineet al., 1988!, as well as in the present study.

It also may be instructive to compare the effects of hear-
ing impairment on temporal integration of loudness to those
of partial masking, because it often has been suggested that
partial masking increases the rate of loudness growth near
masked threshold in a manner similar to the abnormally fast
growth of loudness that is typical of listeners with cochlear
hearing losses~e.g., Steinberg and Gardner, 1937; Richards,
1973; see also Florentine and Buus, 1986; Buus and Floren-
tine, 1989!. Two studies have measured temporal integration
of loudness under partial masking~Richards, 1977; Floren-
tine et al., 1998!. Although neither study aimed to simulate
any particular impaired listener, qualitative comparisons may
be made with the present study. Both studies of partial mask-
ing found that temporal integration at high levels was unaf-
fected by the presence of a masker, which is similar to the
finding that the amount of temporal integration for most im-
paired listeners tested at high SPLs is equal to or slightly
larger than that for normal listeners tested at the same SPLs.
In addition, Florentineet al. ~1998! found that the maximal
amount of integration decreased and occurred at increasingly
higher-tone SPLs as the masker level increased. The SL at
which the maximum occurred decreased as the masker level
increased. These findings are qualitatively similar to those
for impaired listeners. The present study shows that the
maximal amount of temporal integration tends to be smaller
in impaired listeners than in normal listeners, except in cases
of abrupt loss. The SPL at which the maximum occurs in-
creases as the hearing loss increases, but the SL decreases.

It should be noted that the present study did not find an
orderly relation between the listeners’ thresholds and their
maximal amounts of temporal integration, contrary to the
orderly decrease of the maximal amount of temporal integra-
tion with increasing masker level reported by Florentine
et al. ~1998!. This difference between hearing loss and mask-
ing may be understood by considering the mechanisms of
threshold elevation in the two cases. In Florentineet al.’s
~1998! study, the threshold elevation was caused by on-
frequency masking, which most likely is excitatory~Del-
gutte, 1990! and increases threshold by increasing the activ-
ity in the auditory channel tuned to the signal, thus requiring
the signal to produce more activity before it can be heard. In
any event, elevating the threshold by masking evokes a uni-
form mechanism of threshold elevation across listeners, and
it is not surprising that an orderly relation is obtained be-
tween the amount of threshold elevation and the maximal
amount of temporal integration, which reflects the shallowest
slope of the loudness function, as explained later.

Cochlear hearing loss appears to involve two indepen-
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dent mechanisms of threshold elevation. One is a loss of
transduction efficiency by the inner hair cells, which pro-
duces a loss that may be considered similar to an attenuation
of the neural output~e.g., Florentine and Zwicker, 1979! or
an attenuation of the acoustic signal~Patuzzi, 1993; Moore
and Glasberg, 1997!. In either case, the hearing loss does not
change the form of the loudness function, but shifts it down
along the loudness axis or to the right along the signal-level
axis. The other mechanism is a loss of mechanical amplifi-
cation of the basilar-membrane vibration by the outer-hair
cells, which causes a loss of compression and alters the form
of the loudness function~Yates, 1990b; Ruggero and Rich,
1991; Patuzzi, 1993; Moore and Glasberg, 1997!. Because a

given amount of hearing loss can result from different
amounts of inner- and outer-hair-cell damage, the amount of
alteration to the loudness function caused by a given amount
of hearing loss can vary among listeners. Accordingly, it is
not surprising that no orderly relation between the amount of
hearing loss and the maximal amount of temporal integration
is obtained in the present study.

In conclusion, it appears that the effects of partial mask-
ing on temporal integration of loudness are very similar to
those of a typical cochlear impairment, but are much more
orderly. The difference in orderliness probably occurs be-
cause masking involves a uniform mechanism of threshold
elevation, whereas hearing loss involves two mechanisms
that allow the effects of a given hearing loss to vary among
listeners.

B. Relation between temporal integration and growth
of loudness in impaired listeners

Previous papers suggested that a close relationship
might exist between the temporal-integration function and
the growth of loudness~Florentineet al., 1996, 1998; Buus
et al., 1997!. The relationship can be quantified by assuming
that the ratio between the loudnesses of a long and a short
tone of equal SPL is independent of the SPL. Although it has
yet to be investigated whether this simple relation is strictly
true across the entire dynamic range, the assumption of a
constant-loudness ratio yields a relation between temporal
integration and growth of loudness that appears very useful.
If one assumes that the loudness of a 200-ms tone is, for
example, four times the loudness of an equal-SPL 5-ms tone,
the loudness functions for both tones can be derived from the
temporal-integration function, except for a multiplicative
constant. In other words, the equal-loudness-ratio hypothesis
does not provide an estimate of the absolute loudness. Any
pair of loudness functions for 5- and 200-ms stimuli plotted
on a logarithmic scale of loudness may be moved vertically
without losing consistency with the temporal-integration
functions. This vertical movement is similar to the normal-
ization generally applied to direct measurements of the loud-
ness function by the method of magnitude estimation.

As shown in Fig. 8, the equal-loudness-ratio assumption
means that the loudness functions for the 5- and 200-ms
tones are parallel when they are plotted in the conventional
manner with loudness on a logarithmic scale as a function of
the SPL of the tone. That is, the vertical distance between the
loudness functions is constant, owing to the assumption of a
level-independent loudness ratio between them. The amount
of temporal integration is the horizontal distance between the
functions at some fixed loudness. Accordingly, the loudness
functions must be steep when the amount of temporal inte-
gration is small, and shallow when it is large.

As illustrated by the arrows in the figure and explained
in the caption, the equal-loudness-ratio hypothesis predicts
that the slope of the loudness function is roughly inversely
proportional to the amount of temporal integration. The pro-
portionality constant depends on the vertical distance be-
tween the functions; that is, the value of the fixed-loudness
ratio. The ratio is unknown because it depends on the dura-
tions of the short and long tones and on how loudness grows

FIG. 8. Relation between the amount of temporal integration for loudness
and the loudness function for normal and impaired listeners. The bottom
panel shows the temporal-integration functions for normal listeners~aver-
aged across listeners and frequencies; solid line! and for impaired listener
MF3 at 1~dashed line! and 4 kHz~dotted line!. The top panel shows loud-
ness functions for 200-~thick lines! and 5-ms tones~thin lines! derived from
these temporal-integration functions under the assumption that the ratio of
their loudnesses is 4.2 at all SPLs both for normal listeners and for the
impaired listener. The arrows to the dotted lines illustrate the application of
the equal-loudness-ratio hypothesis to MF3’s data. When the 200-ms tone is
at 70 dB SPL, the amount of temporal integration is just over 8 dB and its
loudness is just below 0.3 sones. The loudness of the 5-ms tone is 4.2 times
less, or about 0.07 sones. To match the temporal-integration data, the loud-
ness of the 5-ms tone must grow from 0.07 sones at 70 dB SPL to 0.3 sones
at just over 78 dB SPL. This indicates that the loudness function must be
quite steep; the exponent is about 10 dB3log~4.2!/8 dB50.79. When the
200-ms tone is at 90 dB SPL, the amount of temporal integration is near 22
dB and the loudness is about 5.5 sones. The loudness of the 5-ms tone is
again 4.2 times less, or about 1.3 sones. To match the temporal-integration
data, the loudness of the 5-ms tone must grow from 1.3 sones at 90 dB to 5.5
sones at 112 dB SPL. This indicates that the loudness function must be
rather shallow; the exponent is about 10 dB3log~4.2!/22 dB50.28.
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with duration. However, the fixed ratio can be estimated by
requiring the loudness function obtained from the temporal-
integration function of normal listeners to approximate the
‘‘standard’’ loudness function. For the loudness functions in
Fig. 8 the ratio is 4.2, which yields a normal loudness func-
tion close to Zwislocki’s~1965! modified power function,
except at high levels. As noted above, the vertical position of
the loudness functions cannot be determined from the
temporal-integration functions. The normal loudness func-
tions in Fig. 8 are positioned to yield a monaural loudness of
about 0.5 sones for a 200-ms tone at 36 dB SL~correspond-
ing to a binaural loudness of 1 sone at 40 dB SPL in the free
field!.

The solid lines in Fig. 8 shows the average normal
temporal-integration function~lower panel! and the loudness
function ~upper panel! derived from it when the loudness
ratio between 200- and 5-ms tones at equal SPLs is 4.2 at all
SPLs. To maintain the constant vertical distance between the
5- and 200-ms loudness functions, they are steep when the
amount of temporal integration is small, and shallow when it
is large. The primary difference between the normal loudness
function shown in Fig. 8 and the standard modified power
function ~Zwislocki, 1965! is that the former shows a steep-
ening at high levels, because the amount of temporal integra-
tion decreases at high levels. It is noteworthy that the normal
loudness function in Fig. 8 is at least qualitatively similar to
the compressive transfer function used in the models of
Moore, Oxenham, and colleagues~Moore et al., 1996; Ox-
enham and Moore, 1997; Oxenhamet al., 1997; Moore and
Oxenham, 1998!. The loudness function derived from our
temporal-integration measurements also shows features simi-
lar to the mechanical input/output function measured at the
basilar membrane. The amplitude of basilar-membrane vi-
bration grows more slowly with acoustic amplitude at mod-
erate levels than at low and high levels~e.g., Robleset al.,
1986; Yates, 1990a!.

To explore the implications of the equal-loudness-ratio
hypothesis for the present data, one may assume that the
loudness ratio between equal-SPL 200- and 5-ms tones is the
same in normal and in typical impaired listeners, as illus-
trated by the vertical arrows. If the equal-loudness-ratio hy-
pothesis holds and if a typical hearing loss does not alter the
loudness ratio between short and long tones, the similarities
and differences between the normal and impaired temporal-
integration functions should reflect similarities and differ-
ences between normal and impaired loudness-growth func-
tions. This is illustrated by the broken lines in Fig. 8, which
show temporal-integration functions~lower panel! and the
corresponding loudness functions~upper panel! for listener
MF3 at 1~dashed lines! and 4 kHz~dotted lines!. Again, the
vertical position of the loudness functions cannot be deter-
mined from the temporal-integration functions. The loudness
functions for MF3 are positioned to yield close-to-normal
loudness at high levels, consistent with complete recruit-
ment. This position also is consistent with clinical estimates
of her loudness function at 4 kHz. The horizontal distance
between the normal loudness functions and MF3’s loudness
functions at 4 kHz~that is, the gain required to produce
normal loudness at 4 kHz! is within 2 dB of that estimated

from category-scaling measurements of loudness functions
for normal listeners and for MF3 in another laboratory.

As shown by the dotted line in the bottom panel, MF3’s
temporal-integration function at 4 kHz showed a relatively
small amount of temporal integration, just over 8 dB, at 70
dB SPL ~about 10 dB SL for the 200-ms tone!. Because the
vertical distance between the 5- and 200-ms loudness func-
tions is fixed, her loudness functions must be quite steep to
yield a horizontal distance of only 8 dB. This is consistent
with the recruitment that usually results from cochlear im-
pairment. For high-SPL tones at 4 kHz, MF3 shows more
temporal integration than normal listeners, which indicates
that her loudness function may be shallower. Overall, MF3’s
data at 4 kHz appear consistent with a loss of compression at
low SLs whereas considerable compression may be present
at levels above 90 dB SPL. In terms of excitation-pattern
models of loudness in impaired listeners~Florentine and
Zwicker, 1979; Moore and Glasberg, 1997!, calculations in-
dicate that all of her hearing loss is due to outer-hair-cell
damage~Moore, personal communication!.

The temporal-integration data for MF3 at 1 kHz are
quite different from those at 4 kHz. Near threshold and at
high levels her amount of temporal integration is about 12 or
13 dB, which is comparable to that obtained for normal lis-
teners near threshold and around 95 dB SPL. However,
MF3’s data show only a very small effect of level on the
amount of temporal integration, which causes the predicted
loudness functions to be nearly perfect power functions. The
loudness functions predicted for MF3 at 1 kHz have about
the same slope as the normal listeners’ loudness functions
near threshold, but are steeper than those for normal listeners
at the same SPLs. This indicates that some recruitment is
present. The slope at high levels is similar to normal when
evaluated at equal SPLs, consistent with complete recruit-
ment. Again, the loudness functions derived from MF3’s
temporal-integration data appear to indicate that her hearing
loss is due to outer-hair-cell damage.

According to the excitation-pattern models of loudness
in impaired listeners~Florentine and Zwicker, 1979; Moore
and Glasberg, 1997!, the form of impaired listeners’ loud-
ness functions can vary widely depending on the extent to
which the hearing loss is due to damage of inner- or outer-
hair cells. According to the equal-loudness-ratio hypothesis,
the form of the temporal-integration function changes with
the form of the loudness function. Therefore, the wide varia-
tion of the temporal-integration functions obtained for the
impaired listeners is likely to reflect varying proportions of
inner- and outer-hair-cell damage. The dominant trends of
the present data certainly seem to agree with expectations
derived from the general properties of loudness growth in
impaired listeners. The normal or slightly larger-than-normal
temporal integration obtained for impaired listeners at high
SPLs indicates that impaired listeners’ loudness functions
should have normal or slightly flatter-than-normal slopes at
high levels. This seems consistent with measurements and
theories of loudness in impaired listeners~e.g., Miskolczy-
Fodor, 1960; Florentine and Zwicker, 1979; Florentineet al.,
1997; Hellman and Meiselman, 1991; Moore and Glasberg,
1997!, which typically show nearly normal growth of loud-
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ness in cochlear-impaired listeners tested at high levels, well
above their elevated thresholds. Indeed, the excitation-
pattern model of loudness for impaired listeners can predict
even shallower-than-normal loudness functions for impaired
listeners at high levels~Moore, personal communication!.
Likewise, the tendency of most impaired listeners to show
less-than-normal amounts of temporal integration at and near
threshold is consistent with these listeners’ steeper-than-
normal growth of loudness for tones near threshold~e.g.,
Miskolczy-Fodor, 1960; Hellman and Meiselman, 1991;
Moore and Glasberg, 1997!.

The finding that maximal amounts of temporal integra-
tion tend to be smaller than normal in most impaired listen-
ers indicates that the most compressive part of the loudness
function is steeper in impaired than in normal listeners. This
notion is consistent with the idea that cochlear impairments
lead to a reduction or even complete loss of compression
~Moore and Glasberg, 1997!. Listeners with abrupt losses are
an exception because their loudness functions are flatter than
normal for frequencies close to the highest frequency of
near-normal hearing~Hellman, 1994; Florentineet al., 1997;
McDermottet al., 1998!. Accordingly, one would expect lis-
teners with abrupt losses to show larger-than-normal
amounts of temporal integration at frequencies close to the
onset of an abrupt loss. The present data for two listeners
with abrupt losses fulfill this expectation.

C. Implications for signal processing in hearing aids

The loudness functions shown in Fig. 8 also have inter-
esting implications for the design of hearing aids intended to
restore impaired listeners’ perception of loudness to normal.
The gain required for loudness restoration may be estimated
as the horizontal distance between the loudness function for
normal listeners and that for the impaired listener. Figure 9
shows the hearing-aid gain estimated in this manner for MF3
at 1 and 4 kHz. The gain for 1-kHz stimuli decreases steadily
with increasing sound level to reach 0 dB at high levels. This
estimate is consistent with the notion that wide-dynamic-
range compression is best suited to restore impaired listen-

ers’ loudness growth~Barfod, 1978; Killion, 1993!. The gain
function for 4-kHz stimuli is within 2 dB of that derived
from clinical category-scaling measurements obtained for
MF3, as noted in the discussion of the loudness functions in
Fig. 8. This gain function also decreases for input levels up
to just over 90 dB SPL, but increases somewhat at higher
levels due to the apparent compression in MF3’s 4-kHz loud-
ness function at high levels. Despite the departure from con-
stant gain at high levels, the 4-kHz gain function is reason-
ably close to that provided by a hearing aid with wide-
dynamic-range compression. The findings of gain functions
consistent with those derived from other measurements of
loudness in impaired listeners indicate that the temporal-
integration data for impaired listeners are likely to reflect the
properties of their loudness functions and a level-
independent loudness ratio between long and short tones.

Clinical loudness measurements used to estimate suit-
able gain characteristics for hearing aids usually employ
tones of relatively long durations, such that the gain func-
tions may be most appropriate for long-duration stimuli. Al-
though many natural sounds are characterized by brief peri-
ods of relatively high intensity surrounded by periods of
lower intensity, little consideration has been given to produc-
ing the appropriate gain for brief stimuli. The present data
for temporal integration together with the equal-loudness-
ratio hypothesis provide estimates of loudness functions for
both long and short stimuli, and allow gain functions for both
to be derived. If the loudness ratio between long and short
stimuli is the same in normal and impaired listeners, the
normal and impaired loudness functions for short stimuli are
displaced vertically from those for long stimuli by the same
amount. Accordingly, the horizontal distances are main-
tained, which results in the prediction that the gain required
to restore loudness of a sound of a given SPL is the same for
long and short stimuli.

The requirement of identical gain for short and long
stimuli with the same SPL can be approximated if a fast
attack time is used for the compression hearing aid. To pro-
duce normal temporal variation in the loudness, a fast release
time may also be desirable. However, compression schemes
in which both the attack and the release are fast reduce the
modulation depth of time-varying stimuli. Such a reduction
in modulation depth may be undesirable because impaired
listeners’ sensitivity to amplitude modulation generally is
similar to or worse than normal~e.g., Bacon and Viemeister,
1985; Hall and Grose, 1989; Bacon and Gleitman, 1992;
Moore et al., 1992!. Moreover, the overall loudness of a
time-varying sound often is close to the loudness of its peaks
~Fastl, 1975; Zwicker, 1977, 1984; Zwicker and Fastl, 1990;
Zhang and Zeng, 1997!. @The overall loudness may be closer
to the average loudness when the modulation depth is mod-
erate ~Moore et al., 1998!, but in this case the difference
between the average loudness and the peak loudness is rela-
tively small.# Thus, compression with a fast attack time may
be sufficient to produce near-normal loudness in impaired
listeners, and it is unclear whether a fast release time is nec-
essary or even desirable.

The prediction of identical gains for long and short
stimuli resulted from the assumption that hearing impairment

FIG. 9. Predicted hearing-aid gain necessary to restore normal loudness for
listener MF3 is plotted as a function of input level for tones at 1~dashed
line! and 4 kHz~dotted line!. The predictions are identical for 5- and 200-ms
tones.
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did not alter the loudness ratio between long and short tones.
Whereas this assumption seems reasonable for most listeners
with cochlear impairments, it has yet to be verified. In addi-
tion, it may be incorrect for some listeners such as F2, who
shows markedly lower-than-normal amounts of temporal in-
tegration. Unusually small amounts of temporal integration
may reflect an abnormally rapid adaptation of neural activity
in the auditory system, which is likely to reduce the rate at
which loudness increases with duration. This would result in
a smaller-than-normal loudness ratio between long and short
tones. The amount of temporal integration for F2 at 4 kHz
was only about 4 dB near her threshold of 68 dB SPL, in-
creased to a maximum of about 9 dB around 90 dB SPL, and
decreased to about 6 dB at high SPLs. These small amounts
of temporal integration would imply very steep loudness
functions, if the loudness ratio between long and short tones
were normal. If the loudness ratio between 200- and 5-ms
tones is assumed to be reduced to about 2.3 by abnormal
adaptation, however, the loudness functions predicted for F2
have the same slope as the normal loudness functions at high
SPLs as shown in Fig. 10.

Because the abnormal adaptation ought to reduce the
loudness of long-duration stimuli, the vertical position of the
predicted loudness functions in the top panel of Fig. 10 was
chosen to show normal loudness for 5-ms tones at high lev-
els, but reduced loudness~incomplete recruitment! for long
tones. The gain functions predicted for loudness restoration
are shown in the lower panel. As for the listener with a
normal loudness ratio between long and short tones~and,
presumably, normal adaptation!, the gain functions require
wide-dynamic-range compression. However, due to F2’s al-
tered loudness ratio between long and short tones, the gain
required for 5-ms tones is no longer the same as that for
200-ms tones. The gain for a 5-ms tone~dotted line! de-
creases to 0 dB at high levels as follows from the assumption
of complete recruitment; the gain for a 200-ms tone~dashed
line! also decreases with increasing level, but is always
higher than that for the 5-ms tone. Whereas the gain for any
given input SPL and the detailed form of the gain function
depend critically on the vertical position chosen for F2’s
loudness functions, the prediction of higher gain for long
than for short stimuli does not. It results from the assumption
of a reduced loudness ratio.

The goal of having higher gain for long than for short
sounds may be met by properly designed digital signal pro-
cessing. However, such processing is likely to introduce an
undesirable delay and/or distortion to the signal envelope,
which could reduce speech intelligibility and outweigh any
advantage gained by restoring loudness. Therefore, it may be
advantageous to use the same gain for brief and long signals,
even in cases of abnormal adaptation and unusually small
amounts of temporal integration. Certainly, a duration-
independent gain function ought to provide a reasonable ap-
proximation to restoration of normal loudness because the
gains required for brief and long signals of equal SPL usu-
ally differ by only a few dB. However, the optimal gain for
listeners with abnormal adaptation may be slightly lower
than the gain derived from loudness measurements with long
signals.

IV. SUMMARY

The present study obtained measurements of loudness
balance between 5- and 200-ms tones at various frequencies
to assess how temporal integration for loudness varies with
level in 15 listeners with hearing impairments of predomi-
nantly cochlear origin and in a control group of seven age-
matched listeners with normal hearing. The main conclu-
sions are:

~1! The amount of temporal integration for loudness, defined
as the level difference between equally loud 5- and
200-ms tones, varies nonmonotonically with level and
shows a maximum at moderate SLs in all normal listen-
ers and in most impaired listeners.

~2! The effect of level on the amount of temporal integration
varies considerably among normal listeners and varies
even more among impaired listeners.

~3! The amount of temporal integration for loudness near

FIG. 10. Loudness functions and predicted hearing-aid gain necessary to
restore normal loudness for listener F2, who showed very small amounts of
temporal integration. The upper panel shows loudness functions for 5-~thin
lines! and 200-ms tones~thick lines! for normal listeners~solid lines! and
for listener F2 at 4 kHz~dotted lines!. The lower panel shows the hearing-
aid gain predicted as the horizontal distance between the normal and im-
paired loudness functions for 5-~dotted line! and 200-ms tones~dashed
line!. Because F2’s abnormally small amounts of temporal integration were
assumed to reflect abnormal adaptation of auditory activity, the equal-
loudness-ratio hypothesis predicts that a higher gain is needed to restore
loudness for 200- than for 5-ms tones.
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threshold generally approaches that for detection and
tends to be smaller in impaired listeners than in normal
listeners.

~4! The amount of temporal integration for loudness at high
SPLs usually is about the same or even slightly larger in
impaired listeners than in normal listeners tested at the
same SPLs.

~5! When evaluated at equal SLs, the impaired listeners tend
to show normal or less-than-normal amounts of temporal
integration, except when the hearing loss is abrupt—i.e.,
increases more than 50 dB per octave above the test
frequency.

~6! The amounts of temporal integration for loudness in lis-
teners with abrupt losses are much larger than normal for
frequencies at or somewhat below the highest frequency
of near-normal thresholds.

~7! The large amounts of temporal integration obtained for
listeners with abrupt losses are consistent with these lis-
teners’ flatter-than-normal loudness functions and the
hypotheses that the loudness ratio between equal-SPL
long and short tones is independent of SPL and is the
same in normal and most impaired listeners.

~8! Overall, the results for impaired listeners appear consis-
tent with expectations based on knowledge of the gen-
eral properties of their loudness-growth functions and
the equal-loudness-ratio hypothesis. The large variation
of the impaired listeners’ temporal-integration functions
may reflect large variation in their loudness-growth func-
tions resulting from differing balances between inner-
and outer-hair-cell dysfunction.

~9! Application of the equal-loudness-ratio hypothesis to the
present data indicates that the hearing-aid gain necessary
to restore normal loudness is independent of stimulus
duration for most impaired listeners. However, some im-
paired listeners have abnormally small amounts of tem-
poral integration, which may result from abnormally fast
adaptation of auditory activity. For these listeners, the
gain required for restoring normal loudness may be
higher for long than for brief stimuli.
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System identification of feedback in hearing aids
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The feedback problems of behind the ear~BTE!, in the ear~ITE!, and in the ear canal~ITEC!
hearing aid categories have been investigated. All possible feedback paths~acoustical via vent, via
tubing wall, mechanical, etc.! were converted to a single transfer function from the ear canal to the
hearing aid microphone, here called the acoustic feedback equivalent~AFE!. The attenuation of the
AFE represents the maximum gain that can be used without the hearing aid starting to howl.
Magnitude and phase responses of the AFE were identified on ten human subjects and on a Knowles
ear manikin~KEMAR!. The acoustic feedback via vent and leak between earmould and ear canal
dominated the AFE. The transfer function from a reference point under the ear to the position of
microphone of the different hearing aid categories was identified and used together with the AFE to
calculate the maximum real ear aided gain~REAG! for the hearing aid categories. A model of the
AFE, consisting of a fourth-order filter together with a delay, showed good agreement with the
measured data. ©1999 Acoustical Society of America.@S0001-4966~99!02506-0#

PACS numbers: 43.66.Ts, 43.64.Ha@JWH#

INTRODUCTION

Feedback is often used in control systems and amplifiers
to improve the performance. In hearing aids, the feedback
from the receiver to the microphone is an undesired effect
that is hard to avoid due to the proximity of the receiver and
microphone. The feedback often causes the hearing aid to
howl and limits the gain that can be used without instability.
It is a clinical experience that feedback is one of the most
common complaints about hearing aids. The feedback will
cause a reduction of the sound quality when the gain is set
close to the limit. Users often describe the effect on the
sound quality as echo, ringing, or being metallic.

Feedback often forces the dispenser to make compro-
mises in the fitting of a hearing aid. The choice of vent size
and gain is then a tradeoff that includes the gain that can be
achieved, degree of occlusion, and how much feedback is
acceptable. For subjects with little or no hearing loss for low
frequencies, a large vent is desired to avoid occlusion effects.
If the same subject has a pronounced hearing loss in the high
frequencies, a reduced vent size is often needed to avoid
feedback. The gain desired by subjects with severe hearing
losses is often so high that it can be hard to achieve even
without vent because of leaking earmould. Oscillation due to
feedback often occurs at high frequencies. To avoid oscilla-
tions the high-frequency gain is often reduced~Dyrlund and
Lundh, 1990!.

A. How the feedback affects the gain of the hearing
aid

Figure 1 shows a schematic picture of the different
transfer functions that affect the signal on the way from the
source to the eardrum.G1( f ) is the~acoustic! transfer func-
tion from a sound source to the hearing aid microphone. It

should be noted thatG1( f ) depends on the hearing aid cat-
egory since the position of the microphone, and thus the
transfer function to it, differs between hearing aid categories
~Fikret-Pasa and Revit, 1992!. G2( f ) is the electroacoustical
transfer function from the inlet of the hearing aid micro-
phone to the tip of the earmould inside the ear canal.G2( f )
is the open loop gain, i.e., the gain through the hearing aid
when there is no feedback.G3( f ) is the feedback path from
the ear canal back to the hearing aid microphone inlet. In
reality the feedback is caused by a number of different feed-
back paths. This is further discussed below.G4( f ) is the
transfer function from the tip of the earmould to the point of
interest in the ear canal~e.g., tympanic membrane!. The
closed loop gain is the gain with feedback present, given by
Eq. ~1!. G2( f )G3( f ) is the loop response. The system will
start to oscillate when the gain of the hearing aid is increased
to make at some frequency, the amplitude of the loop re-
sponse 0 dB and the phase a multiple of 360°.

G~ f !5
G2~ f !

12G2~ f !G3~ f !
. ~1!

Real ear aided gain~REAG! ~5transfer function from a
reference point to the point of interest in the ear canal! of a
hearing aid with feedback present is given by Eq.~2!:

REAG~ f !5
G1~ f !G2~ f !G4~ f !

12G2~ f !G3~ f !
. ~2!

With the controls~e.g., volume and tone controls! of the
hearing aid it is possible to adjustG2( f ). At low gain set-
tings of the volume control~large gain margin! the
REAG(f ) will be very close toG1( f )G2( f )G4( f ) since
uG2( f )G3( f )u!1. As the gain in the hearing aid is in-
creased, the feedback will increasingly influence REAG.
REAG(f ) will vary markedly depending on the phase of
G2( f )G3( f ), if uG2( f )u is adjusted so thatuG2( f )G3( f )u
51. For frequencies with/G2( f )G3( f )5180° the magni-a!Electronic mail: johan.hellgren@oto.liu.se
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tude of REAG will beuG1( f )G2( f )G4( f )u/2 and for fre-
quencies with/G2( f )G3( f )50° it will approach infinity.
The system will then be marginally stable and the gain has to
be lowered in order to avoid oscillations. A practical upper
limit of the gain of the hearing aid is to setuG2( f )G3( f )u
<0.5, i.e., a gain margin of 6 dB. REAG is then limited by
Eq. ~3!:

2
3uG1~ f !G2~ f !G4~ f !u<uREAG~ f !u

<2uG1~ f !G2~ f !G4~ f !u. ~3!

The variations of REAG caused by the phase of the loop
response are then within 9.5 dB@REAG is within 23.5 to
16 dB relative to the open loop gainG1( f )G2( f )G4( f )#.
The phase of the loop response will vary with frequency.
Thus, the shape of the REAG is altered as the gain of the
hearing aid is increased. This appears as peaks on the fre-
quency response occurring at the frequencies where the
phase is a multiple of 360°. Cox~1982! measured the effect
of feedback on the frequency response of the hearing aid.
The change of the frequency response showed peaks and
notches when the gain of the hearing aid was set close to the
limit. 1/G3( f ) can be used as a practical upper limit of the
closed loop gain from the hearing aid microphone to the
earmould tip. Higher gain can be achieved at some frequen-
cies, but then the deviation from open loop gain will be
outside the 23.5- to 6-dB range. The upper limit of
REAG(f ) is then given by

uREAG~ f !u<UG1~ f !G4~ f !

G3~ f !
U. ~4!

Another argument supporting Eq.~4! as an upper limit
of the gain is to look at the maximum gain of a hearing aid
with negative feedback. Assume that it was possible to adjust
the phase of the loop to 180°~or 180°1n360°) for all fre-
quencies that can cause oscillation. Then the hearing aid
would not start to oscillate independently of how much the
open loop gain was increased. However, the REAG would
approach an asymptote as the open loop gain was increased
due to the negative feedback. The negative phase of the loop
response will give that

uREAG~ f !u5UG1~ f !G2~ f !G4~ f !

12G2~ f !G3~ f !
U

5
uG1~ f !G2~ f !G4~ f !u

11uG2~ f !G3~ f !u

,UG1~ f !G4~ f !

G3~ f !
U. ~5!

This can be considered as a more theoretical argument,
since the phase of the loop response is usually not considered
when fitting hearing aids.

B. Feedback paths of a hearing aid

The feedback of a hearing aid consists of several path-
ways from the receiver to the hearing aid microphone as
shown in Fig. 2. The principal feedback paths are~G. Nay-
lor, personal communication!

~1! the vent,
~2! imperfect sealing of the earmould,
~3! imperfect sealing in the joints of the tubing~behind the

ear, BTE, hearing aids!,
~4! emission from the tubing walls~BTE hearing aids!,
~5! structural transmission within the hearing aid,
~6! emission from the shell of the hearing aid~not shown in

Fig. 2!,
~7! acoustic transmission in the hearing aid~not shown in

Fig. 2!, and
~8! electrical feedback~not shown in Fig. 2!.

The feedback path via the vent is an obvious path. The
imperfect sealing of the earmould will work like an extra
vent in parallel with the vent in the earmould. The mean
leakage, according to Angaard Johansen~1975b!, corre-
sponds to a vent with a diameter of 1.6 mm and a length of
22 mm. Imperfect gluing of the earmould hook and old hard
tubes may cause leakage in the tubing between the receiver
and the earmould. Lundh~1982! found imperfect gluing of
the earmould hook in 25% of the tested cases. Flacket al.
~1995! investigated the attenuation of different tubing walls
and found that the least attenuation occurred at 2.5–3 kHz.
The attenuation at these frequencies was 70–75 dB for dif-
ferent tubes. The last four types of feedback paths are closely
connected to the design of the hearing aid.

There are a number of parameters that affect the feed-
back. The four first and the sixth types of feedback paths in
the list above each include an acoustic path outside the hear-
ing aid to the microphone. The position of the microphone

FIG. 1. A schematic figure of the signal paths from a sound source to the
tympanic membrane. A is the sound source andG1( f ) is the transfer func-
tion from the sound source~A! to the hearing aid microphone~B!. G2( f ) is
the open loop gain of the hearing aid from the microphone to the tip of the
earmould~C!. G3( f ) is the feedback from the tip of the earmould back to
the hearing aid microphone.G4( f ) is the transfer function from the ear-
mould tip to the tympanic membrane~D!.

FIG. 2. Feedback paths of a hearing aid.
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differs between hearing aid categories—BTE, in the ear
hearing aid~ITE!, or in the ear canal hearing aid~ITEC!.
Thus, the hearing aid category will be a parameter that af-
fects the feedback. The BTEs give, in general, less feedback
than ITEs and canal aids since the microphone is placed at a
greater distance from the ear canal. The acoustics outside the
earmould will also affect the feedback of these paths. An
example of this is that hearing aids often start to howl when
a hand or a telephone set is placed close to the ear. The size
and type of the vent will also affect the feedback. Cox~1982!
reported discrepancies in the feedback of a parallel vent and
a diagonal~side branch! vent. Angaard Johansen~1975a! re-
ported 25 dB more damping with a parallel vent than with a
side branch vent at 5 kHz. The shape of the earmould will
affect the leak and thus also the feedback. Further, the shape
of the ear canal will also affect the leak. Jaw movements will
cause changes in the shape of the ear canal in a timeframe of
seconds/minutes, cerumen production and disposal in weeks
or months, and aging in years~Oliviera, 1997!. It can be
assumed that the fit of the individual earmoulds will vary
over subjects. It can also be assumed that the leak within a
subject and the individual earmould will vary over insertions
of the earmould.

Some of the above parameters are set at the dispensing
and are constant thereafter~e.g., category of hearing aid, and
type and size of vent!. Others vary when the hearing aid is
used~e.g., the acoustics outside the ear and the shape of the
ear canal!.

C. Previous studies

Three different types of measurement of the feedback of
hearing aids have been described in the literature. In all
three, the hearing aid receiver was used as the sound source
and the level at the hearing aid microphone relative to the
level in the ear canal was the desired measure.

The first type is measurements on KEMAR or couplers,
where the sound pressure level in the coupler is easily mea-
sured and used as a reference to the level at the hearing aid
microphone. In the second, the level of the feedback at the
hearing aid microphone is measured on human subjects, but
the reference is achieved by attaching the hearing aid to a
coupler and then measuring the level in the coupler. In the
third type, the measurements are performedin situ with a
probe microphone in the ear canal to obtain the reference. In
some of the studies, the hearing aid microphone itself was
used to measure the level at the hearing aid microphone,
while a separate microphone that was not in contact with the
hearing aid was used in others. All feedback paths are mea-
sured with the hearing aid microphone, while the internal
feedback paths are excluded when a separate microphone is
used. The benefit with measuring both internal and external
feedback is that it yields the combined feedback, which con-
trols the maximum gain that can be used. The drawback is
that the results are valid only for hearing aids with the same
amount of internal feedback. The external feedback will, in
general, have lower magnitude than the combined. The
maximum gain calculated with the external feedback can
then only be achieved if the hearing aid has no internal feed-
back.

Lundh ~1982! and Lybarger~1975! are examples of
measurements on couplers. Lundh~1982! performed mea-
surements of the combined feedback in BTE on KEMAR.
Lybarger~1975! measured the external acoustic feedback to
a position 2.5 cm from the vent opening of a BTE hearing
aid attached to a coupler.
Angaard Johansen~1975a! measured the combined feedback
of BTEs where the reference was found by measurements on
a coupler. Lundh~1982! and Dyrlund ~1989! can also be
interpreted as this type of measurement. These papers pre-
sented the 2-cc coupler gain of BTE hearing aids that gives
0-dB loop gain at all frequencies on human subjects. The
reciprocal of this measure is equal to SPL of the feedback at
the hearing aid microphone measured on the human subject,
relative to the SPL measured in 2 cc coupler. The combina-
tion of internal and external feedback was measured in all
three papers.

Grover and Martin~1974! measured the feedback of
BTE instruments by measuring the level at the hearing aid
microphone and in the ear canalin situ. Angaard Johansen
~1975a! performed some measurements of the acoustic feed-
back on human subjects where a probe microphone posi-
tioned in the vent was used. The reference level in the ear
canal was calculated from measurements of the sound pres-
sure level in the vent.

Gatehouse~1989!, Erickson and Van Tassell~1991!, and
Kuk ~1994! measured the maximum real ear insertion gain
~REIG! that could be achieved by specific hearing aids.
These can be seen as indirect studies of the feedback. Gate-
house~1989! and Kuk~1994! studied BTE instruments while
Erickson and Van Tassell~1991! studied ITE instruments. In
the study by Kuk~1994! the effect of different earmould
design was investigated. In these three studies REIG was
measured when the gain of the hearing aids was set as high
as possible without the hearing aid starting to howl. Feed-
back limited the maximum gain in only four of the nine cases
studied by Erickson and Van Tassell. The results of these
studies are influenced by the frequency response of the hear-
ing aids used. When oscillation occurs at one frequency, it
will limit the gain at all other frequencies. It would, however,
be possible to increase the gain at these other frequencies if
the gain ~and phase! at the frequency that causes howling
were kept unchanged. The real ear unaided response~REUR!
of the subjects did also influence the results.

Some calculations and simulations of the feedback path
have also been performed. Egolfet al. ~1985! calculated the
feedback path from the outside opening of the vent to the
microphone position of an eyeglass-type hearing aid. Kates
~1988! simulated the feedback as a part of the simulation of
the hearing aid response of an ITE instrument. Angaard Jo-
hansen~1975a! and Lundh~1982! also performed calcula-
tions of the feedback.

In the present study the transfer functions of the feed-
back of three hearing aid categories, BTE, ITE, and ITEC,
have been identified. It was then possible to calculate and to
compare the maximum gain that can be achieved with the
different hearing aid categories. The hearing aid microphone
itself was used to measure the signal at the hearing aid mi-
crophone. The combination of external and internal feedback
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was thus measured. The signal in the ear canal was measured
in situ with a probe microphone. The transfer function of the
feedback was identified in terms of both magnitude and
phase. Filters with approximately the same transfer functions
can then be identified. The filters can be used for simulation
of the feedback and to explain the feedback.

I. MATERIAL

A. Test subjects and KEMAR

Measurements were performed on ten human subjects
and on KEMAR, except for the ITEC where measurements
were made only on five subjects. The measurements were
performed on the left ear of the test subjects and on the right
ear of KEMAR. Some of the subjects were hearing-impaired
~sensorineural loss! and others had normal hearing. The
hearing-impaired subjects used hearing aids on the ear that
was used for tests. The KEMAR was equipped with a Bru¨el
& Kjær ear simulator type 4157~IEC 711, 1981!.

B. Hearing aids

Two types of BTEs, one type of ITE, and one type of
ITEC were used. The BTEs were Oticon Personic 425 and
Oticon 390 PL. They are in the following called BTE A and
BTE B, respectively. They were chosen to represent a wide-
band BTE and a high power BTE. The ITE was Oticon I24.
Oticon manufactured the ITEC hearing aid specially for the
purpose of this study.

Five samples of BTE A and BTE B were used. Test
subjects 1–5 used the corresponding number of sample. Test
subjects 6–10 all used sample 1. Individual ITE and ITEC
instruments were manufactured for the subjects.

All hearing aids were modified by cutting the signal
path. The microphone signal was fed via a signal conditioner
to the AD converter of the data acquisition system. The out-
put of the DA converter was fed via the signal conditioner to
the hearing aid where the signal path was cut.

The gain of the hearing aids was measured using an ear
simulator ~IEC 711, 1981! and Rastronics PortaREM 2000
real ear measurement equipment. The gain of the ITE and
BTE hearing aids was adjusted to give a specified gain at
1000 Hz on the ear simulator before the volume control was
locked with wax to assure that the gain was kept constant
throughout the measurements. The specified values were 44,
44, and 28 dB for BTE A, BTE B, and ITE, respectively. The
ITECs did not have a volume control. Figure 3 shows the
gain of the BTE A, BTE B, and the ITE hearing aid on the
ear simulator. The gain of the hearing aid and thus the sound
of the test signal in the ear canal were not crucial since the
measurements were performed as relative measurements
~SPL at hearing aid microphone relative to SPL in ear canal!.

New shell earmoulds were used with the BTE hearing
aids. The ITEC hearing aids were new but the ITE hearing
aids were about 3 years old. The mean lengths of the vent,
measured as the shortest distance between the two openings,
were 17.6, 17.5, and 18.6 mm for the BTE, ITE, and ITEC
instruments, respectively. The mean distance between vent
opening and microphone, measured as the shortest distance

from the vent opening to the nearest inlet to the microphone,
was 20.4 mm for the ITE and 11.6 mm for the ITEC.

The vent of the earmould used with KEMAR and BTE
instruments had a varying cross section. The dimensions of
the vent were approximately the same as of a tube with a

FIG. 3. Gain of the hearing aids measured on PortaREM 2000 with ear
simulator, mean and mean61 s.d.~a! BTE A, n55. ~b! BTE B, n55. ~c!
ITE, n510.
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diameter of 2.2 mm and a length of 15.5 mm. The ITE tested
on KEMAR had O-rings to seal the fit to the ear simulator.
The length of the vent in the KEMAR ITE was 25.1 mm and
the distance between vent and microphone was 16.5 mm,
i.e., the KEMAR ITE had a longer vent than the average
used by the human subjects but the distance to the micro-
phone was smaller.

Skeleton earmoulds were used for the BTEs on subjects.
The vent diameter was 3.2 mm for the ITEC and 2.2 mm for
BTE and ITE. The 0.8-mm diameter probe tube was placed
through the vent so the effective vent diameters were 3.1 and
2.1 mm, respectively.

C. Microphones to measure sound in the ear canal

A probe microphone with a probe tube placed in the ear
canal was used to measure the signal in the ear canal of the
subjects. The combined probe and reference microphone
PM-12 from Rastronics was used. A plastic tube with an
outer diameter of 0.8 mm and an inner diameter of 0.5 mm
was used as probe tube. The probe tube was inserted through
the vent of the hearing aid. The reference microphone of
PM-12 was used to measure the signal at the reference point
below the ear. The KEMAR was equipped with a Bru¨el &
Kjær ear simulator type 4157~IEC 711, 1981! and a Bru¨el &
Kjær microphone type 4134. This microphone is located at
the position that corresponds to the tympanic membrane
while the probe microphone that was used on the human
subjects was placed in the ear canal, a couple of mm from
the tip of the earmould.

A sound field was used to analyze the difference be-
tween the characteristics of the two microphones used~probe
microphone and hearing aid microphone, coupler micro-
phone and hearing aid microphone, or reference microphone
and hearing aid microphone!. The two microphones were
placed close together in the sound field. The wide band noise
of a Madsen OB 822 audiometer was fed via an amplifier to
a loudspeaker inside an anechoic room. The absolute level
and spectrum of this signal was not critical since it was only
used to analyze the difference between two microphone sig-
nals.

D. Data acquisition system

The data acquisition system was based on a Loughbor-
ough DSP board in a host PC. It was used to convert the
signals of the microphones to digital signals and to store
them on the hard disk of the PC. The DSP was also used to
generate the test noise signal applied to the receiver via the
DA converter. The test signal and the microphone signals
were stored on the hard disk for off line analysis. The DSP
board has two 16-bit AD converters and two 16-bit DA con-
verters of sigma delta type. A sampling frequency of 15.75
kHz was used throughout the measurements. The data acqui-
sition system used antialiasing filters and reconstruction fil-
ters with a cutoff frequency of 0.45f s , wheref s is the sam-
pling frequency. The cutoff frequency of the data acquisition
system was thus 7.1 kHz. The signals from the microphones
were amplified by the signal conditioner to fit the sensitivity
of the AD converters.

E. Measurement setup

The test subject was seated in a chair in the center of an
anechoic room to provide low ambient noise levels during
the measurements. The modified hearing aid was connected
via a cable to the signal conditioner placed on the back of the
subject’s chair in the anechoic room. The computer with the
acquisition system was placed in the adjoining control room.

II. METHODS

A. Spectral analysis

The Matlab command ‘‘spa’’ of the System Identifica-
tion Toolbox was used to calculate transfer functions~both
amplitude and phase! between recorded signals. When spec-
tral analysis is used, the auto covariance of the input signal
and the cross covariance between the input signal and the
output signal are estimated. The covariances are then win-
dowed and Fourier transformed. A Hanning window that was
nonzero for 255 samples (2128,t,128) was used. Thus,
correlation in the time window from28.1 to 8.1 ms was
considered in the analysis. An estimate of the transfer func-
tion is formed by the ratios between the Fourier transforms.
The windowing causes smoothing of the transfer function.
Ljung and Glad~1994! states that the frequency resolution
with a Hanning window of widthg will be approximately

p

g&
radians/time unit. ~6!

The window used thus gives a frequency resolution of
about 44 Hz.

A sequence of 5000 samples~about 0.3 s! was used for
each case that was analyzed. The theory of this spectral
analysis is described in Ljung and Glad~1994!.

B. Identification of the AFE

All feedback paths discussed above contribute to the
feedback in a hearing aid. To deal with these combined paths
a new path was defined, the acoustic feedback equivalent
~AFE!. The AFE was defined as the equivalent sound pres-
sure level caused by all feedback paths, and referred to the
hearing aid microphone relative to the sound pressure level
in the ear canal. In this way, the different feedback paths of
Fig. 2 are transformed to one single common feedback path
(G3) as of Fig. 1. The AFE can also be expressed as the loop
response, caused by all the feedback paths present, divided
by the open loop gain from the microphone to the earmould
tip (G2 in Fig. 1!.

Not all feedback paths from the receiver to the hearing
aid microphone pass through the ear canal. Internal feedback
and transmission through the tubing wall are examples of
this. By the introduction of the AFE we can treat the feed-
back as if it was one~acoustic! path from inside the ear canal
to the hearing aid microphone. The effect on the closed loop
gain will be the same with AFE as the actual feedback paths.
A possible problem is if there is internal feedback in the
hearing aid and a notch in the transfer function from the
receiver to the ear canal. The AFE will then tend to approach
infinity at this frequency. However, it can be assumed that
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this will not occur since the hearing aids do not have com-
plete notches within the frequency range of interest.

To measure the AFE, a broadband signal was applied to
the receiver. The signals in the ear canal and at the hearing
aid microphone were then recorded. Spectral analysis was
used to obtain a spectral representation~both amplitude and
phase! of the transfer function from the probe microphone
~coupler microphone in case of KEMAR! to the hearing aid
microphone. After correction for differences between the two
microphones, the AFE was obtained.

C. Transfer function from common reference point to
hearing aid microphone

The transfer functions from a reference microphone un-
der the ear to the microphone of the different hearing aids on
the human subjects were identified. This was used to calcu-
late the maximum REAG with a common reference point.
The measurements and calculations were made in the same
way as when the AFE was identified, but the reference mi-
crophone was used instead of the probe microphone and the
signal was the wideband noise from the clinical audiometer
presented in a free sound field.

D. Estimation of impact of feedback paths other than
via vent and leakage

The AFE is the feedback from the ear canal to the hear-
ing aid microphone that together with the open loop response
of the hearing aid gives the same transfer function as the
actual loop response caused by all feedback paths present. In
an ideal situation only feedback via the vent would be
present, while without vent no feedback would exist. With a
vent, the acoustical feedback from the ear canal to the hear-
ing aid microphone and the AFE would then be identical. In
reality there will be some feedback caused by unwanted
feedback paths such as internal mechanical vibrations, elec-
trical feedback, and emission from tubing walls and the shell
of the hearing aid. To identify the impact of these unwanted
factors, the loop response was identified when the hearing
instrument was attached to the ear simulator. No vent was
used in these measurements. This~complex! loop response
was subtracted from the loop response measured with the
hearing aid on the subjects. This gave an estimate of the loop
response caused by feedback via the vent and the leakage
around the earmould.

The loop response was identified with spectral analysis.
The AD and DA converter introduced a 54-sample group
delay. This gave problems in the spectral analysis as a por-
tion of the correlation between the input and output could be
found outside the window used. To overcome this problem
the input signal~signal to the DA! was delayed 64 samples.
The results of the analysis were then corrected for the delay.
This was not a problem when the other transfer functions
were identified, as the group delay was much smaller.

III. RESULTS

A. AFE with BTE A

Figure 4 shows the AFE of BTE A measured on KE-
MAR. The magnitude function is fairly flat up to 2 kHz.

Then there is a peak with low Q-value at about 4 kHz. The
standard deviation across measurements is on the order of 1
dB for frequencies below 4 kHz. At higher frequencies the
standard deviation increases. The phase is close to linear for
frequencies below 5 kHz. The change of phase is about260°
to 270° per kHz up to 5 kHz.

Figure 5 shows the mean and mean61 standard devia-
tion of the AFE of human subjects with BTE A together with
the mean result of measurements on KEMAR. The mean
AFE increases from about264 dB at 1 kHz to about242
dB at 7 kHz. The large amplitude of the AFE at 7 kHz could
be due to a resonance in the vent, but it is hard to make any
conclusions since it is on the limit of the bandwidth of the
acquisition system.

Figure 6 shows the standard deviation for the magnitude
of the AFE on each subject when the measurement is re-
peated~hearing aid removed between measurements!. This
was calculated using five measurements from each of the five
subjects and assuming that they had different means but the
same standard deviation. Each subject used an individual
sample of BTE A. The standard deviation was close to 2 dB

FIG. 4. The AFE on KEMAR measured with five different samples of BTE
A. Mean and mean6s.d. of the magnitude and phase.
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for frequencies up to 4 kHz and increased at higher frequen-
cies.

Figure 7 shows the AFE on the human subjects using
BTE B. The mean AFE measured with BTE B is comparable
to the mean AFE obtained with BTE A, which is also in-
cluded in Fig. 7.

B. AFE with ITE

Figure 8 shows the AFE with the ITE hearing aid. The
solid lines are data from human subjects and the dotted lines
are data from KEMAR. Only one measurement was per-
formed on KEMAR since only one ITE was manufactured
for KEMAR and variations between insertions can be as-
sumed to be small as the fitting in the ear canal was sealed
with O-rings. The large standard deviation can to some ex-
tent be explained by an extreme case with a magnitude about
20 dB higher than the mean. The change of phase on the

FIG. 5. ~a! The AFE on human subjects measured with BTE A. Mean and
mean61 s.d. of the magnitude and phase,n510. Dashed line is mean AFE
of KEMAR, n55.

FIG. 6. Standard deviations of measurements of AFE when earmould is
reinserted. Measured on five subjects and five insertions of the earmould for
each subject. Each subject used a specified sample of BTE A,n525.

FIG. 7. The AFE measured on ten human subjects with BTE B,n510.
Mean and mean61 s.d. of the magnitude and phase. Dashed lines are mean
measured on human subjects with BTE A.
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human subjects is quite linear at about240° for each kHz.
On KEMAR the change of phase versus frequency is less
linear.

Figure 9 shows the standard deviation of the acoustic
path when the same ITE is inserted five times on subject 1.
The standard deviation was on the order of 1 dB for frequen-
cies up to 4 kHz.

C. AFE with ITEC

Figure 10 shows the AFE of five human subjects~1–5!
with the ITEC hearing aids. No measurements on KEMAR
with ITEC were performed. The change of phase is about
2100° from 1 to 4.5 kHz. The standard deviation is quite
small for frequencies up to 5 kHz. At 6.5 kHz the phase of
some measurements differed by approximately 360°, which
caused a large standard deviation.

Figure 11 shows the standard deviation of the AFB
when the same ITEC was inserted five times on subject 1.

D. Reference microphone to hearing aid microphone
transfer function

Figure 12 shows the sound level at the hearing aid mi-
crophone relative to the sound level at the reference micro-
phone for BTE, ITE, and ITEC, respectively. Some data
were excluded from the analysis due to technical failures
during the measurements.

E. Maximum REAG

The mean curves of Fig. 12~a!–~c! were used together
with the corresponding AFEs to calculate the maximum
REAG given in Fig. 13. These curves are the mean upper
limit of REAG ~with reference point under the ear! for the
three hearing aids.

F. Impact of feedback paths other than the acoustic
from ear canal

The mean magnitude of the estimate of the loop re-
sponse caused by the vent and leakage of the earmould was,
in the frequency range from 1 to 4.5 kHz, within 1 dB of the
measured loop response for all four types of tested hearing
aids. Outside this frequency range the discrepancy was
greater than 1 dB for some of the tested hearing aids, but less
than 3 dB. The same discrepancy will be found between the
AFE and the transfer functions of the acoustic paths from the
ear canal to the hearing aid microphone, under the assump-
tion that the feedback caused by the other feedback paths are
the same on the coupler and on the subjects. The largest
discrepancies were found in cases with small magnitude of
the measured loop response. The conclusion is that the feed-
back via the vent and leak around the earmould was the
dominating feedback path, and that the measured AFE is a
good estimate of the acoustic feedback path, especially in the
frequency range from 1 to 4.5 kHz.

FIG. 8. The AFE measured with ITE. Solid lines are mean and mean6s.d.
of magnitude and phase measured on human subjects. Dashed lines are data
from KEMAR with ITE.

FIG. 9. Standard deviation of magnitude of AFE when the ITE hearing aid
was inserted five times in the same ear canal. Measured on subject 1.
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IV. DISCUSSION

A. Comparison of results with BTE A and BTE B

The AFE with BTE A at 2 kHz was found to have mean
magnitudes of255.6 and260.6 dB measured on the KE-
MAR and human subjects, respectively. The corresponding
figures for BTE B were254.5 and260.4 dB. Two-sided
t-tests were used to evaluate if the difference between the
results measured with the two BTE instruments was signifi-
cant. Thet-test for dependent samples used to test the differ-
ence measured on human did not reveal a significant differ-
ence (p50.71). Thet-test for dependent samples was used
since it can be assumed that the individual ears and ear-
moulds affect the acoustic feedback. On KEMAR the ear as
well as the earmould were held constant. Thus, at-test for
independent samples was used. The difference of the AFE
measured with the two hearing instruments on KEMAR was
not found to be significant (p50.41). Such differences, had

they been present, could be caused by differences in the in-
ternal feedback or in the directivity of the microphones.

B. Comparison of results measured on human
subjects and KEMAR

The magnitudes of the AFE at 2 kHz measured on the
human subjects and on KEMAR were compared. The mean
AFE at 2 kHz measured with the BTE hearing aids was
260.5 dB (n520) and255.1 dB (n510) for human sub-
jects and KEMAR, respectively. The corresponding values
for the ITE hearing aid were251.2 dB (n510) and250.2
dB (n51). Data from both BTE A and BTE B were used
together in this analysis. A two-sidedt-test for independent
samples revealed a significant difference (p,0.001) for the
BTE hearing aids, while no significant difference was found
for the ITE (p50.91). The phase of AFE on KEMAR
agreed fairly well with data from human subjects for both
ITE and BTE.

Possible reasons for differences in the data measured on
human subjects and KEMAR are differences in position of
reference, leak around the earmould, the residual ear canal,
vent, and pinnae.O-rings were used to seal the fit of the ITE
hearing aid used on KEMAR, while a soft earmould were
used with the BTE hearing aids. This could cause some more
feedback via leak for the BTE instrument. The difference in
position of the reference is one reason for the difference,
which is further discussed below.

C. Variances in the AFE

The standard deviation between subjects with ITEC,
found in Fig. 10, is on the order of 1–2 dB for frequencies up
to 3 kHz. This is lower than the standard deviation with BTE
A, BTE B, and ITE as shown in Figs. 5, 7, and 8, respec-
tively. At 2 kHz the standard deviations are 2.6, 2.8, 8.9, and
1.0 dB for BTE A, BTE B, ITE, and ITEC, respectively. The
large vent of the ITEC can explain the small standard devia-
tion, since it provides a well-defined and dominating feed-
back path through the vent. Presumably a smaller vent would

FIG. 10. The AFE measured with ITEC on five human subjects. Mean and
mean6s.d. of magnitude and phase.@One of the measurements of the dif-
ference in frequency response between the probe microphone~with indi-
vidual probe tube! and the hearing aid microphone could not be used since
it by mistake was made with a narrow-band noise instead of a broadband
noise. For this subject the mean value of the difference between the micro-
phones was used when the AFE was calculated.#

FIG. 11. Standard deviation of AFE when an ITEC hearing aid was inserted
five times. Measured on subject 1.
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give larger variations because then the leakage due to im-
proper fit will have larger relative influence on the AFE. The
largest standard deviation was found with ITE hearing aids.
No significant correlation with the length of the vent (p
50.59), nor with the distance between vent opening and

microphone (p50.19), was found. There is one extreme
case with an AFE at 2 kHz of 18 dB over the mean that
contributed much to the large variance. The most likely rea-
son for the large standard deviation with ITE is variation in
the leak around the earmould.

The standard deviation of the attenuation when the BTE
hearing aids are inserted repeatedly on the same subject is
about 2 dB for frequencies up to 4 kHz, as can be seen in
Fig. 6. The corresponding values for ITE and ITEC are about
1 dB ~Fig. 9! and about 1.5 dB~Fig. 11!, respectively. The
larger vent diameter of the ITEC, and thus the lower sensi-
tivity to leak, is a possible explanation for the lower value of
the ITEC relative to the BTE. An explanation for the low
value of the ITE relative to ITEC and BTE has not been
found. It can be assumed that variations in the leak is the
primary reason for the variance, and that larger variations
would have been found if the measurements had been sepa-
rated more in time.

D. Comparison to feedback of tube in an infinite
baffle

The acoustic feedback from the tip of the earmould to
the hearing aid microphone can be approximated with a tube
with an open end in an infinite baffle. The theoretical transfer
function of this approximation was compared with the mea-
sured AFE. Equations~A1! and ~1! of Kates ~1988! were
used to calculate the pressure transfer function across the
tube. The pressure transfer function from the opening in the
baffle to the position of the hearing aid microphone was
calculated using Eq.~4! of Egolf et al. ~1985!. Figure 14
shows the calculated transfer function and the mean AFE
measured on human subjects for BTE A, ITE, and ITEC. The
length, l, and diameter,F, of the tube and the distance be-
tween opening in the baffle and position of interest,R, were
set to correspond to the means in the measured cases. An
angle of 90° from the vent centerline to the point of interest
was used in all three cases~microphone close to the baffle!.

FIG. 12. Transfer function from reference point under the ear to position of
hearing aid microphone. Mean and mean6s.d. ~a! BTE A, n59. ~b! ITE,
n58. ~c! ITEC, n53.

FIG. 13. Maximum REAG for BTE, ITE, and ITEC. BTE and ITE used a
2.1 mm vent while the ITEC used a 3.1 mm vent. The reference point is
under the ear.
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In all three cases the calculations give similar shapes of
the magnitude function, with a close to constant magnitude
for frequencies up to 2 kHz and a resonance with a peak at
approximately 9 kHz. The mean AFE measured on human
subjects shows a more sloping characteristic. The results
with BTE A on KEMAR show a fairly constant attenuation
for frequencies below 2 kHz, a peak with low Q-value at 4
kHz, and a dip at 6.3 kHz. At 4 kHz, both the results from
KEMAR and human subjects show greater magnitude of the
feedback than the calculations. The discrepancy between
measured feedback on human subjects and the feedback with
an infinite baffle is discussed in Egolfet al. ~1985!, Kates
~1988!, and Angaard Johansen~1975a!. In the last work a
discrepancy of about 5–10 dB was found for frequencies
between 2 and 4 kHz. In Egolfet al. ~1985!, the measured
feedback from the vent opening to the position of the micro-
phone of an eyeglass-type hearing aid on a manikin was at
5.7 kHz found to be about 6 dB higher than calculated with
an infinite baffle model. The effect of the pinnae is, in all
three of these papers, suggested as a probable reason for the
discrepancy in the frequency region above 2 kHz.

Our calculations of the feedback with tube and infinite
baffle were modified to incorporate the pinnae. This was
done by attaching the tube corresponding to the vent to a
second tube that ended in the baffle. The second tube had a
diameter of 20 mm and a length of 7 mm. These values were
chosen to correspond to the dimensions of the residual con-
chae. The feedback at low frequencies was then close to
unaltered, while it increased by about 5.5 dB at 5.5 kHz. This
supports the hypothesis that the discrepancy around 5 kHz
between the measured AFE and the model with a single tube
and an infinite baffle is caused by the absence of the pinnae
in the model.

One factor affecting the large difference in magnitude of
measured AFE with ITE compared to the model is that there
was one extreme case in the measurements, which had about

20 dB higher AFE than the mean and thus increased the
mean AFE by the order of 2 dB.

The ITE and ITEC hearings aids used had a vent open-
ing positioned below the tragus, while the microphone was
placed in the cavity given by the residual conchae. It can
thus be argued whether the model with an infinite baffle is
suitable for these ITE and ITEC hearing aids.

E. Impact of reference position in the ear canal

The acoustic system from a position in the ear canal to
the tympanic membrane can be assumed to be passive and
linear. Thus, the pressure transfer function from a position in
the ear canal to the tympanic membrane is independent of
the sound source. Sesterhennet al. ~1998! measured the
sound pressure level at different distances from the tympanic
membrane in a model of the outer ear. At a distance of 15
mm from the tympanic membrane the sound pressure level
of a 6-kHz tone was about 28 dB lower than at 2 mm from
the tympanic membrane. The corresponding figures at 3 and
8 kHz were about 1 and 6 dB, respectively. This shows that
there is a peak in the transfer function from the earmould tip
to the tympanic membrane. The explanation for the peak is
standing waves caused by reflection in the tympanic mem-
brane. The frequency of the peak will depend on the distance
to the tympanic membrane. The peak will show up as a dip
in the acoustic feedback when the reference is the tympanic
membrane. This is the probable reason for the dip at 6.3 kHz
in the AFE measured on KEMAR with BTE A, found in Fig.
4. This dip can also be found in Fig. 7.2.1 of Lundh~1982!,
where calculations of the feedback at the hearing aid micro-
phone relative to the coupler microphone are presented.

A dip at approximately 5 kHz was also found on the
individual AFE measured on human subjects. The frequency
and depth of the dip differed among subjects. The effect of
the dip is barely noticeable in the mean AFE, except in the
case of ITEC hearing aids. The probe microphone used on
human subjects was placed a couple of millimeters from the
earmould tip. The effect on AFE of different probe positions
is given by the inverse of the transfer function from tip of
earmould to the probe. This can be calculated from the data
by Sesterhennet al. ~1998!. Figure 15 shows the estimated
effect on the measured AFE if the probe is placed 6 mm from
the tip of the earmould instead of at the tip. The tip of the
earmould was assumed to be 16 mm from the tympanic
membrane. The figure shows a dip at 5.5 kHz and an in-
crease at higher frequencies. The peak in the transfer func-
tion from the earmould tip to the tympanic membrane causes
the dip, and the peak in the transfer function from the probe
microphone to the tympanic membrane causes the increase at
higher frequencies.

It can thus be assumed that the dip found in the AFE on
human subjects was caused by the position of the probe.
Further, it can be assumed that the sloping characteristics at
the highest frequencies in the AFE on human subjects partly
were caused by the position of the probe.

FIG. 14. Calculated transfer function of feedback from tip of earmould to
hearing aid microphone~solid line!, mean AFE measured on subjects~dot-
ted line!. ~a! BTE A: F52.1 mm, l 517.6 mm, R540 mm. ~b! ITE: F
52.1 mm, l 517.5 mm,R522.4 mm.~c! ITEC: F53.1 mm, l 518.6 mm,
R513.6 mm.

3491 3491J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Hellgren et al.: Feedback in hearing aids



F. Comparison with previous studies

Table I shows the measured feedback at 2 kHz on BTE
instruments of this and previous studies. The attenuation of
the feedback ranges from 42 to 65 dB. Vent size, leak be-
tween earmould and ear canal wall, position of reference,
and dimensions of the pinnae are parameters that vary be-
tween studies and will affect the feedback. To compare the
effect of the vent in the different studies, an approximate
normalization was performed.

The normalization was based on the model of the acous-
tic feedback path with a tube with an end in an infinite baffle.
The transfer function across the tube was calculated with
Eqs.~A1! and~1! of Kates~1988!. The difference in transfer
function with a vent of length 17.6 mm and diameter 2.1
mm, and with the vents of the different studies were used to
normalize the results. Normalization of the impact of dis-
tance from vent opening to the microphone was not per-
formed. Angaard Johansen~1975a! identified the mean leak

FIG. 15. The effect on AFE of placing the probe 6 mm from the earmould
tip relative to the earmould tip. The earmould was supposed to be 16 mm
from the tympanic membrane. Data from Fig. 7 of Sesterhennet al. ~1998!.

TABLE I. Measurements of feedback of BTE hearing aids. In the column labeled ‘‘Normalized’’ the results were converted to results at 2 kHz with a vent
with a length of 17.6 mm and a diameter of 2.1 mm.

Study Subjects
Position of
reference

External or
combination of

external and
internal
feedback

Mean
vent

length
~mm!

Vent
diameter

~mm!

Mean magnitude of
feedback at 2 kHz

~dB!
Normalized

~dB! Note

Present Ten human Probe Combined 17.6 2.1 260.5 260 a
subjects microphone

in ear canal
Grover and Human Probe External No vent No vent 261 255 b
Martin ~1974! subjects microphone

in ear canal

Angaard One human Ear canal External ;22 ;3 254 259 c
Johansen subject
~1975b!

Angaard Four human 2 cc coupler Combined Bass tube 256 261 d
Johansen subjects No vent 261 255
~1975a!

Dyrlund Human 2 cc coupler Combined No vent No vent 264 258
~1989! subjects

Lundh Human 2 cc coupler Combined No vent No vent 264 258 e
~1982! subjects 261 255

Lybarger Human 2 cc coupler External 3.2 242 266 f
~1975! subject 0.79 246 251

no vent 260 254

Present KEMAR IEC 711 ear Combined 15.5 2.2 255.1 257
study simulator

Lundh KEMAR Coupler Combined 11.5 1.65 265 263 g
~1982!

aMean of results with the two types of used instruments.
bBoth forward facing and downward facing as well as skeleton earmoulds as well as shell earmoulds gave about the same feedback at 2 kHz.
cReference found by measurements with a probe microphone in the vent and correcting the results by the ratio of the sound pressure level in the vent and in
‘‘ear canal’’ measured on a coupler.

dResults corrected for ratio between sound pressure level in 2 cc coupler and real ears, stated to be 8 dB at 2 kHz.
eResults with top-placed and bottom-placed microphone.
fPositive venting valve. Correction factor calculated for a vent with a length of 1 mm.
gBoth top-placed and bottom-placed microphone.
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of a BTE earmould to correspond to a vent with a diameter
of 1.58 mm and a length of 22 mm. These dimensions of the
vent were used for the cases where no vent was used.

It can be argued whether the results by Lybarger~1975!,
where so-called positive venting valves were used, can be
normalized by the model with homogenous cross section of
the vent. If the results of Lybarger are omitted, the normal-
ized results are within an 8-dB range~263 to 55 dB!. The
results of the present study~260 dB with human subjects
and 257 dB with KEMAR! agree reasonably with those of
the other studies.

G. Reference microphone to hearing aid microphone
transfer function

Figure 16 shows the mean transfer functions from the
reference point under the ear to the position of the hearing
aid microphone of BTE A, ITE, and ITEC from Fig. 12~a!–
~c!. All three curves are fairly close together up to 3 kHz.
Above 3 kHz the sound level at the BTE hearing aid micro-
phone is lower than the level at ITE and ITEC hearing aid
microphones. The mean curves of ITE and ITEC resemble
the free field frequency response for the blocked entrance of
the ear canal given in ISO/WD11904-1~ISO, 1997! which is
shown by a dotted line in Fig. 16. It should be noted, how-
ever, that the reference point of the latter is the midpoint of
the line connecting the subject’s ear canal openings~with test
subject absent!. Figure 16 can be compared to Fig. 10 of
Fikret-Pasa and Revit~1992! where the effects of ITE and
ITEC microphone location relative to the over-the-ear loca-
tion were presented. The sound levels at the ITE and ITEC
microphones were about the same as at over-the-ear location
for frequencies up to 2 kHz, but about 10 dB higher at 4 kHz.

H. Maximum gain of a hearing aid

The mean maximum REAG with the reference point un-
der the ear presented in Fig. 13 shall be interpreted as the
upper limit of REAG for BTE A with 2.1-mm vent, the ITE

with 2.1-mm vent, and the ITEC with 3.1-mm vent. If the
internal feedback is neglected, the curves of Fig. 13 can be
generalized to be valid for the three categories of hearing
aids with the specified vent sizes. The limit is independent of
the frequency response of the hearing aid. Thus, this limit
cannot be exceeded by selection of another hearing aid of the
same category. Changing earmould, vent dimensions, and
category of hearing aid can change the AFE and the limit of
the gain. There will be large individual variations of the
maximum REAG. This is due to individual variations in ref-
erence microphone to hearing aid microphone transfer func-
tions, as seen in Fig. 12, as well as individual variations of
the AFE as seen in Figs. 5, 7, 8, and 10.

The BTE A had a higher maximum REAG than the ITE
for frequencies below 3 kHz, but they were about the same
for frequencies above 4 kHz~Fig. 13!. The mean difference
was 10.5 dB for frequencies below 3 kHz, and 0.2 dB for
frequencies above 4 kHz. The difference at low frequencies
is mainly caused by differences in the AFE, while these dif-
ferences are canceled by the transfer function to the hearing
aid microphone at higher frequencies. The difference be-
tween maximum REAG of ITEC and ITE was more con-
stant. The mean difference over the entire frequency range
was 28.3 dB. The main reasons for the difference between
these two can be assumed to be the difference in vent size
and distance between vent opening and microphone.

1. The effect of the transfer function of the hearing aid

The gain that can be provided by a hearing aid is highly
dependent on the hearing aid transfer function. The gain of
the hearing aid can be increased until at some frequency the
limit determined by feedback is reached. The margin to this
limit at other frequencies cannot be utilized unless the fre-
quency response is altered. The hearing loss, and thus the
prescribed gain, often increases with frequency. The mea-
sured AFEs show a decreasing attenuation with increasing
frequency. Thus, problems with oscillations will mainly oc-
cur at high frequencies. This agrees well with clinical expe-
rience~Dyrlund and Lundh, 1990!. In some cases it will be
beneficial for a hearing aid fitting to reduce the gain at the
frequency of oscillation to allow for increased gain at other
frequencies.

Oscillation will only occur at frequencies where the
phase of the loop response is zero~or n360°). The phase of
the loop is controlled by the AFE as well as the hearing aid
transfer function. The AFE of the BTE, ITE, and ITEC has
from 500 Hz to 6 kHz phase shifts of about 360°, 200°, and
120°, respectively. Assuming that the hearing aid does not
delay the signal from the microphone to the earmould tip, not
more than one zero crossing would be found in this fre-
quency region. Thus, there would be at most one frequency
where oscillation could occur. In reality there are delays in
the signal processing of the hearing aid as well in the acous-
tic path from the receiver to the earmould tip. The loop re-
sponses of the hearing aids used are shown in Fig. 17. The
phase presented in Fig. 17 is the phase of the loop without
the 54-sample~3.4 ms! group delay caused by the AD and
DA converters that were considered parts of the acquisition
system. The loop responses show larger amounts of phase

FIG. 16. Mean transfer functions from reference microphone under the ear
to the position of the hearing aid microphone for different categories of
hearing aid. The dotted line is free field frequency response for blocked
entrance of the ear canal given in ISO/WD11904-1,n512.
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shift than the AFE, indicating that the hearing aids give some
group delay. The loop response of both BTE A and BTE B
give a phase shift of about 1440° and four zero crossings in
the frequency region from 500 Hz to 6 kHz. The ITE and the
ITEC gave a phase shift of about 840° and 760°, respec-
tively. The phase responses of the ITE and ITEC at low
frequencies are about the same except for a constant differ-
ence of 180° that could be caused by a shift of polarity of the
receiver. The distances between the zero crossings are about
1.4, 2.4, and 2.6 kHz for the BTEs, the ITE, and the ITEC,
respectively. This corresponds to a group delay of the loop of
about 0.7, 0.4, and 0.4 ms for the BTEs, the ITE, and the
ITEC, respectively. The main reason for the difference is the
difference in distance of the acoustic path from receiver to
microphone via the ear canal. The gain margin is likely to be
smaller on a system with a large number of zero crossings
since it is the minimum difference between unity gain and
the loop gain at frequencies with a phase ofn360°. A larger
slope of the phase~larger number of zero crossings! will also
increase the impact of the feedback on the closed loop re-
sponse, with a larger number of peaks and notches at small
gain margins.

Digital signal processing in hearing aids will, in most
cases, introduce additional group delay. The delay can origi-
nate from the AD and DA converters, as well as the signal
processing algorithm. All algorithms that are based on the
discrete Fourier transform will cause substantial delay due to
the inherent block processing. A block size of 16 samples at
a sampling frequency of 20 kHz will introduce a 1.6-ms
group delay. This will increase the group delay, and the
number of zero crossings, by a factor of 5 for an ITE or
ITEC. Digital signal processing can, however, be used to
reduce the group delay, and thus the number of zero cross-
ings, of the loop response by canceling the part of the loop
response that is a minimum phase system~Wang and Har-
jani, 1993!.

The dip found in the AFE that was caused by the probe
placement was, in many cases, accompanied by a dip in the
loop response. The dip in the loop response could not, how-
ever, be caused by the placement of the probe, since the
probe microphone signal was not used in the calculations of
the loop response. The load impedance at the earmould tip is
the likely cause of the dip in the loop response. The load
impedance will have a dip at the same frequency as the reso-

FIG. 17. Transfer function of loop. Phase adjusted to ignore the delay introduced by the AD and DA converter. Mean and mean6s.d. of magnitude and phase.
~a! BTE A. ~b! BTE B. ~c! ITE. ~d! ITEC.
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nance of the transfer function. The dip in the load impedance
at the earmould tip will cause a dip in the transfer function
from receiver to earmould tip. The dips in the AFE and loop
response will thus have the same frequency.

I. Model of the AFE

Continuous time models of the individual AFE were
identified. These models were manually fitted to the mea-
sured AFE. The Laplace transform of the model that gave the
best fit is given in Eq.~7!, which has two complex conjugate
pole pairs, a complex conjugate zero pair, a single zero, a
delay defined byT, and a gain factork:

AFE~s!5ke2sT
~s2z1!~s2z2!~s2z2!

~s2p1!~s2p1!~s2p2!~s2p2!
. ~7!

The single zero and a pole pair were used to obtain the
sloping characteristic around 4 kHz. The second pole pair
was used to obtain a peak at higher frequencies. These poles
were placed closer to the imaginary axis to give a higher
Q-value of the peak. The complex zero pair gave the dip
found in the AFE. The delay in the model was used since the
propagation of sound from the ear canal to the hearing aid
microphone will introduce a delay. Figure 18 shows the
mean magnitude of the error function, defined as the differ-
ence between the model and the measured AFE. The mean
values over frequencies of the results of Fig. 18 were219.9,
215.7, and219.8 dB for BTE A, ITE, and ITEC, respec-
tively. The poorer fit with ITE was primarily found at fre-
quencies less than 2 kHz and greater than 6 kHz. The data of
Fig. 18 shows that the model gave a reasonable fit to the
measured data.

V. SUMMARY

The feedback in hearing aids has been analyzed by in-
troducing the AFE. The complex transfer function of the
AFE has been identified for BTE, ITE, and ITEC hearing
aids on both human subjects and KEMAR~BTE and ITE!.
The AFE of BTE, ITE, and ITEC on human subjects had a

mean attenuation at 2 kHz of 60, 51, and 46 dB, respectively.
The BTE and ITE used a 2.1-mm vent, while the ITEC used
a 3.1-mm vent. A general observation was that the AFE
showed less attenuation at high frequencies than at low. The
mean estimated transfer function of the feedback via vent
and leak was found to be within 1 dB of the mean measured
AFE in the frequency range from 1 to 4.5 kHz.

Data measured with ITE on KEMAR agreed reasonably
well with data from human subjects. The BTE on KEMAR
showed less attenuation than on human subjects, while the
phase showed good agreement. The difference in attenuation
was greatest at low frequencies.

The AFE with ITEC showed the smallest variations be-
tween subjects. This can be explained by the larger vent used
in the ITECs.

The placement of the probe influenced the results.
The mean maximum REAG with the reference point un-

der the ear was calculated and at 2 kHz was 68, 59, and 51
dB for the BTE with 2.1-mm vent, ITE with 2.1-mm vent,
and ITEC with 3.1-mm vent, respectively.

The AFE could be modeled by a fourth-order continuous
time filter together with a delay.
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Vowel identity correlates well with the shape of the transfer function of the vocal tract, in particular
the position of the first two or three formant peaks. However, in voiced speech the transfer function
is sampledat multiples of the fundamental frequency (F0), and the short-term spectrum contains
peaks at those frequencies, rather than at formants. It is not clear how the auditory system estimates
the original spectral envelope from the vowel waveform. Cochlear excitation patterns, for example,
resolve harmonics in the low-frequency region and their shape varies strongly withF0 . The
problem cannot be cured by smoothing: lag-domain components of the spectral envelope are aliased
and causeF0-dependent distortion. The problem is severe at highF0’s where the spectral envelope
is severely undersampled. This paper treats vowel identification as a process of pattern recognition
with missing data. Matching is restricted to available data, and missing data are ignored using an
F0-dependent weighting function that emphasizes regions near harmonics. The model is presented
in two versions: a frequency-domain version based on short-term spectra, or tonotopic excitation
patterns, and a time-domain version based on autocorrelation functions. It accounts for the relative
F0-independency observed in vowel identification. ©1999 Acoustical Society of America.
@S0001-4966~99!00906-6#

PACS numbers: 43.71.An, 43.72.Ar, 43.66.Ba@JMH#

INTRODUCTION

In voiced speech, the vocal tract resonator is excited
with a regular train of glottal pulses, due to opening and
closing of the glottis at a rate equal to the fundamental fre-
quency (F0). According to the acoustic theory of speech
production~Fant, 1970!, speech is the result of filtering this
train by the resonator. The shape of glottal pulses depends on
the mode of phonation and characteristics of the speaker.
This shape can be included mathematically within the vocal
tract impulse response, and the vocal tract is then seen as
excited by a train of pulses, infinitely narrow in time. In the
following, the term ‘‘vocal tract’’ implies this resonator-
cum-glottal-pulse-shape equivalent. In the frequency domain,
if F0 is constant, the spectrum of the excitation is a series of
equal-amplitude peaks at multiples ofF0 . The speech spec-
trum therefore also consists of peaks with amplitudes deter-
mined by the amplitude of the transfer function. In other
words, the transfer function of the vocal tract issampledat
multiples ofF0 ~Fig. 1!.

The timbre and identity of a sustained vowel are deter-
mined by the shape of the vocal tract transfer function, par-
ticularly the positions of the first two or three formants.
However, the listener has no access to this shape, but only to
the waveform or auditory representations derived from it.

Figure 2 shows the rms output of a bank of gammatone
filters in response to the Japanese vowel /a/. This pattern can
be taken as approximating the activity evoked by the vowel
over a tonotopic dimension within the auditory system~ex-
citation pattern!. At F0550 Hz ~top!, the pattern is smooth
with two clear peaks corresponding to the formants. AtF0

5200 Hz ~middle!, these peaks are still present, but slightly
shifted and there are many other smaller peaks. AtF0

5216 Hz ~bottom!, the peaks atF1 and F2 of /a/ are no
more prominent than other peaks, and it is not clear what
aspect of the excitation pattern might be used to characterize
the vowel. Upon listening, the vowel’s timbre or identity do
not change strikingly between 200 and 216 Hz.

Despite certain interactions~see the Discussion!, vowel
quality is on the whole remarkably independent ofF0 . One
could make the hypothesis that the auditory system, by some
process that is yet to be understood, forms an internal repre-
sentation that is invariant over variations ofF0 . For ex-
ample, summation of activity of converging nerve fibers
might smooth out the ripples visible in Fig. 2. Indeed, the
figure of 3.5 bark has been proposed as an appropriate inte-
gration range for vowel spectrum matching. In this paper, we
argue against smoothing for several reasons:~a! Undersam-
pling implies a genuineloss of data: information about the
transfer function at frequencies other than multiples of the
F0 is lost, and smoothing cannot retrieve it.~b! Smoothing
and interpolation attempt to guess missing samples based on
ana priori model of what they should look like, and this may

a!Part of this work was presented in an ATR technical report~de Cheveigne´
and Kawahara, 1998!.

b!Electronic mail: cheveign@ircam.fr
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be misleading.~c! In particular, aliasing due to undersam-
pling may produceF0-dependent distortion that interferes
with the recognition process.~d! Aliasing is avoided if the
auditory system puts a nonuniform weight on the un-
smoothed representations that it derives from the waveform.
This weighting function requires an estimate of theF0 .

A. Sampling of the spectral envelope

The shape of a spectral envelope can be described in the
Fourier domain along a dimension oflag ~time interval or
inverse frequency!. This dimension is also known asspatial
frequency, or quefrencyin the context of cepstrum analysis
~Rabiner and Schafer, 1978!. Components at short lags rep-
resent gross features of the spectral envelope that vary gradu-
ally along the frequency axis, whereas components with
larger lag values represent finer details.1 We use the term
sampling lagto designate the inverseT0 of the spacingF0

between samples of the spectral envelope. From the sam-
pling theorem, we know that the envelope is adequately rep-
resented by the sample points if its shape contains no com-
ponents beyond half the sampling lag. This limit,T0/2, will
be referred to asNyquist lag.

Figure 3 shows the distribution of spectral envelope lag-
domain components, averaged over synthetic envelopes of
the five Japanese vowels /a/, /e/, /i/, /o/, /u/.2 The figure was
obtained by calculating the magnitude of the Fourier trans-
form of the envelope of each vowel, and averaging over
vowels. The low-lag region dominates, but components are
also present at larger lags. The cumulated distribution is plot-
ted as a dotted line~the zero-lag point was excluded from
both distributions because it represents a dc offset rather than
the shape!. On average, about 10% of lag-domain compo-
nents lie beyond 5 ms which is the Nyquist lag forF0

5100 Hz. These are not adequately represented in the
sampled spectrum whenF05100 Hz. At 200 Hz~2.5 ms!,
the proportion is about 25%, and at 300 Hz~1.67 ms!, about
40%.

Consider the short-term spectrum of a synthetic vowel
/a/ at F05100 Hz @Fig. 4~a!, full line at top#. It was calcu-
lated by taking the Fourier transform of a 100-ms portion of
the waveform. The sampling rate was 40 960 Hz. The short-
term spectrum resembles the spectral envelope~dotted line!
sampled along the frequency axis at intervals of 100 Hz. If
the spectral envelope contained no lag-domain components
beyond the Nyquist lag, its shape could be accurately recon-
structed by smoothing the short-term spectrum~filtering in
the lag domain! to remove components beyond that lag. The
result of such smoothing is shown as the lower line in Fig.
4~a!. Smoothing was performed by taking the Fourier trans-
form of the short-term magnitude spectrum, setting values
beyond the Nyquist lag to zero, then applying the inverse
transform. The slight difference between this and the original
spectral envelope~dotted line at top! implies that the original
did in fact contain components beyond the Nyquist lag. The
difference is small, suggesting that little was lost by sam-
pling the envelope at 100-Hz intervals.

At F05200 Hz @Fig. 4~b!#, the peaks in the smoothed
spectrum~bottom! are wider and there is a strong ripple with
a period inverse of the Nyquist lag~2.5 ms!. At F0

5300 Hz@Fig. 4~c!#, the reconstructed envelope~full line at
bottom! is severely distorted, indicating that spectral enve-
lope components beyond the Nyquist lag~1.67 ms! were
necessary to describe the original shape. The significance of
the dotted line is discussed in the next paragraph.

FIG. 1. Line: spectral envelope of vowel /a/. Dots: spectral envelope
sampled at intervals ofF05200 Hz.

FIG. 2. Magnitude of output of gammatone filter bank as a function of
channel frequency~excitation pattern!. The filterbank had 150 channels uni-
formly spaced on a scale of equivalent rectangular bandwidth~ERB! from
100 to 4178 Hz. Each curve is for a differentF0 . Note the peaks at har-
monics for the higher twoF0’s, and the lack of unambiguous evidence for
F1 andF2 at F05216 Hz.

FIG. 3. Full line: magnitude of the lag-domain components of the vowel
spectral envelope as a function of lag, averaged over the five Japanese
vowels~/a/, /e/, /i/, /o/, /u/!. Dotted line: same, cumulated over lags~propor-
tion of lag-domain components with lags smaller than a given lag!. The
zero-lag value~dc component! is not included in the cumulated-distribution
calculation, nor in the plots.
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B. Smoothing considered harmful

Undersampling produces data that are incomplete, but
correct in the sense that each sample corresponds to a value
of the spectral envelope. This is no longer the case if the
sampled spectrum is smoothed. Consider the smoothed spec-
tra of Fig. 4. They differ from the original spectral envelope
partly because of the absence of high-lag components, and
partly because components beyond the Nyquist lag are
aliased; that is, reflected with respect to the Nyquist lag and
reintroduced into the smoothed envelope. The respective
contribution of both factors is illustrated in Fig. 4~c!. The
lower dotted line represents the Nyquist-smoothed spectral
envelope, that differs from the spectral envelope~upper dot-
ted line! merely because it lacks components beyond the
Nyquist lag. The lower full line~Nyquist-smoothed short-
term spectrum! differs from it by the additional factor of
aliasing. The effects of aliasing are highlyF0-dependent and
may interfere with the identification process, particularly at

high F0’s. In other words, smoothing replaces data that are
incomplete, but correct, with data that are complete but in-
correct.

To illustrate the difficulties that this causes for identifi-
cation, a simple vowel-identification model was imple-
mented. The reference template for each vowel was the spec-
tral envelope of that vowel. Target vowels were synthesized
at F0’s ranging from 20 to 300 Hz in 1-Hz steps. Their
short-term spectra were smoothed by removing components
above the Nyquist lag~the value of which depended on the
target’sF0), and compared to each template by scaling tar-
get and template to the same rms value~1.0! and calculating
their rms difference. Target-template distances for target
5/a/ are plotted in Fig. 5~a!. The distance from competing
templates /e/, /i/, /o/, and /u/ remains relatively large, despite
some fluctuations. The distance from the ‘‘correct’’ template
/a/ is smaller, but it increases steadily withF0 , indicating
that the estimated envelope is less and less faithful to the
original.

A similar plot for the target /i/ is shown in Fig. 5~b!.
Here, at highF0’s the estimated envelope is actually closer
to the incorrect /u/ template than to the correct /i/ template.
The model thus fails. It should be stressed that the task is
comparatively easy: the vowel set is small, its members well
separated inF1 –F2 space, and there is no variability. In
more realistic conditions, the vowel space might be more
densely populated and there would be many sources of vari-
ability, making the task even more difficult. This model is
simple and allows ample room for improvement, but it
serves to deliver a message that should be clear:
F0-dependent effects of spectral sampling can be severe, par-
ticularly at high F0 , and they cannot be eliminated by
smoothing.

I. MISSING-DATA VOWEL IDENTIFICATION MODEL

The model acknowledges that important spectral infor-
mation was lost due to undersampling. Instead of interpolat-
ing or otherwise trying to estimate the missing data, pattern

FIG. 4. ~a! Top: envelope~dotted line! and short-term magnitude spectrum
of /a/ at F05100 Hz ~full line!. Bottom: smoothed short-term spectrum.
Smoothing was performed by taking the Fourier transform of the magnitude
spectrum, setting it to zero for lags larger than the Nyquist lagT051/2F0

~5 ms!, and taking the inverse Fourier transform. The smoothed spectrum
consists entirely of components below the Nyquist lag.~b! Same, atF0

5200 Hz. Note the ripples with a period corresponding to the inverse of the
Nyquist lag~2.5 ms!, that indicate that aliasing is taking place.~c! Same, at
F05300 Hz, with the addition of the smoothed spectral envelope~dotted
curve at bottom!. The spectral envelope was smoothed by removal of lag
components beyond the Nyquist lag. The difference between smoothed en-
velope and smoothed spectrum is the result of aliasing.

FIG. 5. Simple vowel identification model.~a! Distance between reference
templates for vowels /a/, /e/, /i/, /o/, and /u/, and the smoothed short-term
spectrum calculated from a target /a/ waveform, as a function ofF0 .
Smoothing was performed by removing all components beyond the Nyquist
lag (1/2F0). ~b! Same as~a!, for a target /i/ waveform.
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matching proceeds using the available data only, giving zero
weight to missing data in the pattern-matching process. A
similar idea underlies ‘‘missing data’’ or ‘‘missing feature’’
techniques that have been proposed recently in speech rec-
ognition to cope with deleted spectro-temporal features
~Cooke et al., 1994, 1997; Lippmann, 1997; Morriset al.,
1998!. Two versions of the model are proposed: one works
in the frequency domain, and the other in the time domain.
Both require an estimate of theF0 of the vowel.

A. Frequency-domain version

The frequency-domain model is straightforward. Spec-
tral templates are assumed to be available for all vowel
classes. The following steps occur when a vowel is recog-
nized: ~a! its short-term spectrum is estimated,~b! its F0 is
estimated,~c! based onF0 , a spectral weighting function is
calculated that emphasizes regions near multiples ofF0 , and
~d! the short-term spectrum is compared to all templates us-
ing the weighting function. The template that yields the
smallest distance determines the vowel that is ‘‘recognized.’’
Templates are defined over the whole spectrum, but compari-
son is restricted to certain frequencies depending on theF0 .

The weighting functionW( f ) and spectral distance
D(T,Ti) from targetT to templateTi might be defined as

W~ f !5 (
n50

`

d~ f 2nF̂0!, ~1!

D~T,Ti !5E ~T~ f !2Ti~ f !!2W~ f !d f , ~2!

whered~ ! is the Dirac delta function,F̂0 is the fundamental
frequency estimate,T( f ) is the short-term spectrum mea-
sured from the waveform, andTi( f ) is the spectral envelope
of the i th vowel. The infinitely narrow peaks ofW( f ) in Eq.
~1! are satisfactory in theory. In practice, the peaks might be
made to widen gradually withf to accommodate inevitable
inaccuracy inF0 estimation. With a square shape and rela-
tive width of 3%, such a weighting function is equivalent to
the harmonic sieve of Duifhuiset al. ~1982!, that has been
proposed as a mechanism to select information in the context
of pitch perception~Mooreet al., 1984, 1985; Darwinet al.,
1992! and concurrent vowel identification~Scheffers, 1983!.

The model requires anF0 estimate. This is impossible to
obtain for stimuli that are too short, whispered, or otherwise
nonstationary. However, in those cases no special processing
is called for: the short-term spectrum is unbiased, and the
sampling operation is not necessary. A complete formulation
of the model must explain how it switches from one mode to
the other. For example, the weighting function might be uni-
form by default, and replaced by a gradually sharpening
spectral comb as reliableF0 information is obtained. Sharp-
ness of the spectral comb could be under the control of a
‘‘periodicity measure’’ ~many F0 estimation methods pro-
duce such a measure as a by-product!. When periodicity is
good,F0-estimation errors are unlikely; the model is there-
fore robust.

As an illustration, a simple missing-data vowel identifi-
cation model was built, similar to that of the Introduction,
subsection B but with smoothing replaced by nonuniform

weighting. The weighting function was 1.0 at multiples of
F0 , and 0.0 elsewhere. Figure 6 shows the weighted distance
of a synthetic /i/ target vowel to each of the templates, as a
function ofF0 . The distance to the correct template /i/ is not
quite zero, because of limited sampling resolution in the
implementation, but it remains smaller than the distances to
incorrect templates. The vowel /i/ is identified correctly at all
F0’s @compare with Fig. 5~b!#.

Physiologically, one can imagine that short-term spectral
estimation occurs in the cochlea, and that the harmonic sieve
is applied along a tonotopic dimension at some point in the
auditory system, based on anF0 estimate, itself possibly de-
rived from tonotopic information. The main difficulty, apart
from the issue of frequency resolution, is to imagine how the
variable-pitch harmonic sieve is constructed based on theF0

estimate, and how it is deployed across frequency channels.
In the following section, we consider an alternative model
based on autocorrelation that might be implemented physi-
ologically using time-domain processing in the auditory sys-
tem.

B. Autocorrelation version

The Fourier-domain reasoning of the Introduction, sub-
section A that was applied to themagnitudeof the vocal-
tract transfer function can be applied equally well to its
squared magnitude. The Fourier transform of the squared
magnitude is the autocorrelation of the vocal-tract impulse
response, ACFtract, plotted as a thin line in Fig. 7~a!. When a
vowel is produced with a constantF0 , the squared magni-
tude vocal-tract transfer function is sampled at multiples of
F0 . The sampling theorem tells us that the samples describe
uniquely a function bandlimited to lags smaller thanT0/2. In
other words, the information about the vocal tract available
in the samples is also represented in thet,T0/2 portion of
the autocorrelation function ACFtract @Fig. 7~a!, thick line#.

In the vowel identification model of Sec. I A, magnitude
spectra could be replaced by squared-magnitude spectra.
Parseval’s theorem tells us that the Euclidean distance be-
tween such spectra is the same as that between the corre-
sponding autocorrelation functions. One can thus in turn re-
place squared-magnitude spectra by autocorrelation
functions in the vowel identification model. The spectral

FIG. 6. Simple missing-data vowel identification model. Weighted distance
between reference templates for vowels /a/, /e/, /i/, /o/, and /u/, and the
unsmoothed short-term spectrum estimated from a target /i/ waveform, as a
function of F0 . The weighting function was 1.0 at multiples ofF0 , and 0
elsewhere. The nonzero values of the distance to the /i/ template are due to
sampling error in the spectrum calculations.
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weighting function is replaced by a lag-domain weighting
function restricted to lagst,T0/2.

A difficulty remains. The autocorrelation function of the
impulse response of the vocal tract (ACFtract) is not directly
observable. Observable is the autocorrelation of the wave-
form (ACFwave), that differs from ACFtract but is related to it
by the following relation:

ACFwave~t!5ACFtract~t!+ (
k52`

`

d~t2kT!, ~3!

where+ represents convolution. As illustrated in@Fig. 7~b!#,
copies of (ACFtract) are shifted to multiples ofT0 , and added
up to obtain ACFwave. Because of overlap between the
shifted functions, ACFwavediffers from ACFtract in the impor-
tant regiont,T0/2. The difference depends onF0 .

For this reason, ACFwavecannot make a perfect match to
the templates, even if it is restricted tot,T0/2. However, if
F0 is known, it is possible toadjustthe templates to obtain a
perfect match. This is done by adding up appropriately
shifted versions of the templates, exactly as in the convolu-
tion illustrated in Fig. 7~b!. In this way, an accurate match is
obtained between the correct vowel template and the ob-
served ACFwave @Fig. 7~c!#. We can thus formulate an auto-
correlation version of the missing-data vowel perception
model. The following steps occur when a vowel is recog-

nized: ~a! ACFwave is estimated from the wave-form,~b! F0

is estimated,~c! based onF0 , the set of ACFtract templates
are adjusted, and~d! each one is compared to ACFwave over
the t,T0/2 range of lags. The closest match indicates the
‘‘recognized’’ vowel.

The F0 estimate is involved in two places: template ad-
justment and determination of the range of lags to be
matched. The adjustment step would be unnecessary in the
hypothesis that ACFtract is limited to T0/2, as illustrated in
the top of Fig. 8. If ACFwave is zero beyondT0/2, ACFwave

and ACFtract are equal fort,T0/2 ~thick line at the bottom
of Fig. 8!, and adjustment is unnecessary. Omitting the ad-
justment stage is thus equivalent to putting faith in the as-
sumption that the squared-magnitude spectrum is bandlim-
ited to t,T0/2 in the lag domain. This assumption is all the
more incorrect asF0 is high.

In the squared-magnitude spectrum, high-amplitude
parts of the spectrum are emphasized at the expense of others
@Fig. 9~a!#. The first formant is well represented, and this
accounts for the ripple that dominates ACFtract. The second
formant is less well represented, and higher formants hardly
at all. The magnitude spectrum of the Introduction, subsec-
tion B is a slightly more balanced representation@Fig. 9~b!#.
The log magnitude spectrumrepresents both peaks and val-
leys in equal detail, whatever their amplitude@Fig. 9~c!#, and
its inverse Fourier transform, thecepstrum, is widely used in
speech processing. The success of the cepstrum in speech-

FIG. 7. ~a! Autocorrelation of vocal tract transfer function (ACFtract). ~b!
Illustration of the convolution process by which ACFwave is derived from
ACFtract in the case whereF05150 Hz. Copies of ACFtract are shifted and
added to obtain ACFwave @thin line in ~c!#. The vertical dotted lines indicate
multiples of the period, 6.67 ms. The thick line in~c! is an adjusted template
~see the text!.

FIG. 8. Illustration of the hypothetical case of a vocal tract with a transfer
function band-limited to lags smaller than 3.33 ms. ACFwave is derived from
ACFtract by convolution, but thet,3.33 ms portion is unaffected by the
convolution and remains equal to ACFtract. Template adjustment would be
unnecessary in this hypothetical case.

FIG. 9. ~a! Squared-magnitude transfer function of /a/.~b! Magnitude trans-
fer function of /a/.~c! Log-magnitude transfer function of /a/.
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processing applications suggests that the log magnitude spec-
trum ~and cepstrum! are more effective substrates for pattern
matching than the squared-magnitude spectrum~and auto-
correlation!. The excessive emphasis onF1 of the autocor-
relation function is alleviated in the model of Sec. I C, where
autocorrelation functions are calculated within channels of a
basilar-membrane/hair-cell model.

As illustrated in Fig. 10~a!, the lag-domain composition
of the spectral envelope differs from that of its squared and
log transforms. The squared version is richer in high-lag
components, whereas the log version is poorer. As illustrated
in Fig. 10~b!, the lag-domain composition also depends on
formant bandwidth. Narrow formants require more high-lag
components, wide formants less. The severity of the aliasing
effects described in this paper thus depend on other factors in
addition toF0 . The relative lack of high-lag components of
the log spectrum is another possible reason for its success
~and that of the cepstrum! in speech processing. The percep-
tual severity of aliasing would depend on the representation
used by the auditory system. Autocorrelation functions area
priori highly sensitive, but this sensitivity might be allevi-
ated by compressive mechanisms in a physiological repre-
sentation~next section!.

Both the autocorrelation model and the spectral model
of Sec. I A are perfectly accurate. In a task lacking variability
~other than due toF0), both would perform perfectly at any
F0 . However, it is clear from Fig. 7 that identification at
higher F0 has less information to go on, and is likely to
degrade as soon as variability is introduced into the task.

C. Multichannel autocorrelation version

In Sec. I A we suggested that the spectral version of the
model might be implemented by frequency-domain process-
ing within the auditory system, based on a tonotopic repre-
sentation. Here, we describe how the autocorrelation version
might be implemented bytime-domainprocessing within the
auditory system, based on the temporal structure of nerve-
fiber discharge patterns.

Autocorrelation of nerve-fiber discharge patterns has
been suggested as a basis for pitch perception~Licklider,
1951; Meddis and Hewitt, 1991a, b; Cariani and Delgutte,
1997a, b!, and cross correlation is an accepted mechanism
for localization~Jeffress, 1948; Yinet al., 1987!. In the pitch
model of Meddis and Hewitt~1991a, b!, autocorrelation
functions ~ACF! of auditory-nerve discharge probability
were calculated within each channel of a model of basilar-
membrane filtering and hair-cell transduction, and ACFs for
all channels were added up to form a summary autocorrela-
tion function ~SACF!. The pitch was derived from the posi-
tion of the highest peak in the SACF. Many aspects of pitch
phenomena are well accounted for by that model or others
that are closely related~de Cheveigne´, 1998a!. The SACF
was also proposed as a substrate forvowel identificationin
the concurrent vowel-identification model of Meddis and
Hewitt ~1992!. In their model, vowels were identified by
matching the ‘‘low-lag’’ portion of the SACF (t,4 ms), a
scheme that was also used with success by de Cheveigne´
~1997!.

Figure 11~top! shows an array of autocorrelation func-
tions calculated from the instantaneous discharge probability
functions produced by a model of peripheral filtering and
hair-cell transduction~Slaney, 1993!. The model had 40
channels uniformly distributed on a scale of equivalent rect-
angular bandwidth~ERB! between 100 and 10 000 Hz. The
stimulus was a single-impulse response of the vocal tract

FIG. 10. ~a! Cumulated magnitude of lag-domain components of the spec-
tral envelope, for a linear~full line!, log ~dotted line!, or squared~dashed
line! spectral envelope. The smoother log spectrum has fewer high-lag com-
ponents, whereas the sharper squared spectrum has more.~b! Cumulated
magnitude of lag-domain components of the spectral envelope for vowels
with formant bandwidths that are standard~full line!, twice standard~dotted
line!, or half standard~dashed line!. Narrow formants imply more high-lag
components; wide formants imply less.

FIG. 11. Top: Array of autocorrelation functions of auditory-nerve fiber
discharge probability indexed by channel frequency, in response to a single
impulse of the vowel /a/. Probabilities were produced by a model of periph-
eral filtering and hair-cell transduction, with 50 channels uniformly spaced
between 100 and 10 000 Hz on a scale of equivalent rectangular bandwidth
~ERB!. Bottom: summary autocorrelation function~SACF!.

3502 3502J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 A. de Cheveigné and H. Kawahara: Missing-data vowel model



corresponding to the vowel /a/. The combination of vocal
tract and basilar-membrane filter leads to a much longer im-
pulse response than the vocal tract alone, which explains the
slow decay of the ACFs in Fig. 11 compared to Fig. 7~b!,
particularly in channels tuned to low frequencies and/or near
a formant. Because of the rectifying property of the hair-cell
model, ACFs are never negative.

Figure 11~bottom! shows the corresponding summary
autocorrelation function~normalized by dividing by the
value at zero lag!. The SACF decays to a relatively high
baseline due to the summation of non-negative ACFs for
different channels. Compared to the autocorrelation of the
waveform@Fig. 7~b!#, the SACF lacks the strong ripple at the
period ofF1. This is probably a consequence of the saturat-
ing properties of the basilar-membrane model, which equal-
ize contributions of different channels. Compared to wave-
form autocorrelation, the SACF is affected relatively less by
F1, and more by other components.

Figure 12 shows the response of the model to the vowel
/a/ at F05150 Hz. Each channel shows a peak at multiples
of T0 , as does the SACF. Over the interval@0 –T0/2#, the
SACF resembles the SACF obtained in response to the im-
pulse response~thick line!, justifying the choice of Meddis
and Hewitt~1992! of the low-lag portion of the SACF as a
substrate for vowel identification. There are, nevertheless,
differences between the two SACFs, as we observed previ-
ously for the waveform-based autocorrelation functions.
Analysis of these differences is complicated by the presence
of the nonlinear hair-cell transduction stage. Because of the
nonlinearity, within-channel ACFs in response to the peri-

odic stimulus cannot accurately be calculated as a convolu-
tion, as in Sec. I B. However, this does not prevent postulat-
ing a model similar to that of Sec. I B, in which templates are
tabulated rather than calculated.

It is customary to use the SACF instead of the full ACF
array as a basis for pitch~Meddis and Hewitt, 1991a, b! or
vowel identification~Meddis and Hewitt, 1992!, but this is
not mandatory. Matching could just as well be performed on
the full ACF array, or better still, on an array of ‘‘sub-
SACFs’’ calculated over sub-bands wide enough to avoid
gaps between harmonics at highF0 . One advantage might
be better discrimination, as the two-dimensional array is a
richer pattern than the one-dimensional SACF. Another is
the possibility to factor out spectral tilt and other transmis-
sion channel characteristics~thanks to within-channel com-
pression or automatic gain control, as performed by the hair-
cell model!. A third is that parts of the array may be
weighted differently in the spectral domain to handle ‘‘miss-
ing features,’’ due to bandlimited noise or filtering~Cooke
et al., 1994, 1997; Lippmann, 1997; Morriset al., 1998!.
The full ACF or sub-SACF array is a representation in which
correlates of sources and interference can be weighted dif-
ferentially in both the lag and the frequency domain. It is
thus a flexible starting point for sophisticated models of iden-
tification and segregation.

II. DISCUSSION

The identity of a vowel depends on the shape of its
spectral envelope, essentially the position of the first two or
three formants. However, when a vowel is produced at a
constant pitch, its spectral envelop is sparsely sampled, im-
plying that details of this shape may not be well represented.
Spectral representations derived from the waveform~short-
term spectra, auditory excitation patterns, etc.! have a har-
monic structure that interferes with the determination of the
spectral envelope. Harmonics masquerade as formant peaks,
and at highF0’s the short-term spectrum bears little resem-
blance to the vowel’s spectral envelope. Nevertheless, to a
first approximation, the vowel’s identity does not depend on
the fundamental frequency.F0 typically varies from 90 to
200 Hz for male speakers, or 150 to 310 Hz for women
~Howard, 1991!, although much wide ranges have been re-
ported, in particular for children~Fairbanks, 1940; Keating
and Buhr, 1978!. Sundberg~1982! states that steady-state
sung vowels retain a degree of intelligibility up to 520 Hz~or
even 1000 Hz in consonant–vowel–consonant~CVC! con-
text!. The problem of vowel perception at highF0 has been
recognized by many authors~Carlsonet al., 1975; Carre´ and
Lancia, 1975; Traunmu¨ller, 1981, 1990; Bladon, 1982; Ry-
alls and Lieberman, 1982; Klatt, 1982; Sundberg, 1982; Dar-
win and Gardner, 1985; Gottfried and Chew, 1986; Assmann
and Neary, 1987; Beddor and Hawkins, 1990; Perec, 1991;
Assmann, 1991; Hirahara and Kato, 1992; Hirahara, 1993;
Rosner and Pickering, 1994; Hiraharaet al., 1996!.

Two qualifications must be made. The first is that in
natural speech vowels are rarely sustained. Harmonics in the
spectrum of a nonstationary sound are less sharp, and the
bias due to undersampling is less severe. In the limit, a single
vowel period has no harmonic structure, yet it is sufficient

FIG. 12. Same as Fig. 11, in response to vowel /a/ atF05150 Hz.
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for vowel identification ~McKeown and Patterson, 1995;
Robinson and Patterson, 1995!. Summerfieldet al. ~1984!
remarked that a long-duration synthetic vowel sounds vowel-
like at onset, but may then lose its identity. The identity is
partially regained at offset. It has been suggested that modu-
lation of the F0 ~e.g., vibrato! improves identification by
giving samples of thederivativeof the spectral envelope at
F0 multiples, in addition to the magnitude. However, Sund-
berg~1982! reported thatvibrato did not improve identifica-
tion of high-pitched sung vowels. Hillenbrand and Gayvert
~1993! found that vowels were more intelligible when syn-
thesized with a falling rather than staticF0 contour, but the
advantage was small. McAdams and Rodet~1988! suggested
that FM-induced envelope tracing might enhance identifica-
tion of concurrent vowels, but Marin and McAdams~1991!
failed to find support for the idea. In natural speech, dynamic
cues such as consonant–vowel transitions play an important
role in vowel identification~Strangeet al., 1976, 1998; Hil-
lenbrand and Neary, 1999!. Intelligibility of high-F0 sung
vowels is better when they are in CVC context~Sundberg,
1982; Gottfried and Chew, 1986!, and in the extreme, there
is evidence that a vowel may be identified from the unvoiced
portion of a consonant with which it is articulated~Bonneau,
1996!. In natural speech, the spectral undersampling problem
is thus less severe than it might seem from consideration of
monotone sustained vowels.

The second qualification is that, to a second approxima-
tion, vowel qualityis dependent onF0 . From a production
point of view, there are several sources of correlation be-
tween spectral envelope andF0 . Within a population of
speakers, women and children tend to have higher-pitched
voices and shorter vocal tracts than men~Peterson and Bar-
ney, 1952!. For a given speaker, a change inF0 may imply a
change in glottal pulse shape. If the glottal shape is math-
ematically included in the ‘‘vocal tract’’ transfer function
~Introduction!, the latter would vary withF0 even if the
shape of the vocal tract did not. Variation in larynx height
concurrent withF0 variations may also affect the spectral
envelope, and in the case of singing, professional singers are
known to intentionally raise theF1 of a high-pitched vowel
to ensure that it does not fall below theF0, in which case it
would not be adequately excited~Sundberg, 1982!. It is also
possible that different vowels are systematically given differ-
ent F0’s ~‘‘intrinsic F0’ ’).

From a perceptual point of view, numerous experiments
have found interactions betweenF0 and vowel quality. In an
experiment that investigated both musical timbre and vowel
quality, Slawson~1967! found that, for anF0 increase of one
octave,F1 and F2 should be increased by about 10% to
minimize the change in quality. Carlsonet al. ~1975! mea-
sured the perceptualF1 boundary between Swedish /i/ and
/e/, and found that it increased from about 300 to 350 Hz for
F0’s varying from 100 to 160 Hz. Ainsworth~1975! deter-
mined that a one-octave increase inF0 had to be accompa-
nied by a 3.4% increase ofF1 and a 1.2% increase ofF2
~figures that he argued might be underestimated by a factor
of 2!. Neary ~1989! likewise found a 7%–9% shift forF1
and a 1.5% shift forF2. Assmannet al. ~1982! found that
inclusion of anF0-based parameter improved discriminant

analysis of sets of acoustic parameters of vowels, and Hira-
hara and Kato~1992! obtained data points that were better
clustered~both for production and for perception! when ex-
pressed in a plane of (F1 –F0)3(F2 –F0) bark differences,
rather than anF13F2 plane. Miller ~1989! proposed a
vowel perception model in which formant frequencies were
normalized by the cubic root ofF0, but several authors have
argued that this implies an exageratedF0 dependency
~Neary, 1989; Rosner and Pickering, 1994!. Other effects are
reported by Traunmu¨ller ~1981!, Faheyet al. ~1996!, Hoe-
mke and Diehl~1994!, Kewley-Port ~1996!, Kewley-Port
et al. ~1996!. Overall, effects ofF0 are rather small. How-
ever, to the extent that an orderly relation exists betweenF0

and vowel quality, and that listeners exploit it, complete in-
sensitivity toF0 is not necessarily desirable in a vowel per-
ception model.

Intelligibility usually gets worse at highF0 . Ryalls and
Liebermann~1982! found that vowels synthesized with for-
mants appropriate for male and female voices were less in-
telligible at 250 Hz than at 185 Hz~female!, 135 Hz~male!,
or 100 Hz ~both!. With synthetic vowels, Sundberget al.
~1982! found a decrease in intelligibility between 260 and
700 Hz. With natural vowels sung by a soprano, Benolken
and Swanson~1990! also found a steady decrease from 262
to 1047 Hz. Sundberg~1982! notes that intelligibility is bet-
ter when vowels are pronounced in a CVC context. Gottfried
and Chew~1986! asked a counter tenor to pronounce ten
vowels in ‘‘h∧d’’ context ~‘‘ ∧’’ signifying the vowel!, in
both a full voice~130 to 330 Hz! and a head voice~220 to
520 Hz!. For both voices the error rate increased withF0 ,
but in the region of overlap~220 to 330 Hz! the head voice
was more intelligible. Whatever the mechanism of vowel
perception, a decrease in intelligibility with increases inF0 is
understandable from the progressively sparser sampling of
the spectral envelope. Apart from a few exceptions~see the
histograms of Benolken and Swanson, 1990!, the decrease is
gradual and one does not see the sort of irregularities that
might be expected as the peaks of the spectral envelope are
swept by an expanding comb of voice harmonics.

As a counterpoint, it is interesting to note that Hillen-
brand and Nearey~1999! found only minor differences in
identification rate between vowels pronounced by male~M!,
female~F!, or child ~C! speakers, despiteF0 differences on
the order of an octave. Moreover, the ranking was inconsis-
tent according to whether the vowels were natural@rates
ranked as (M,F).C] or resynthesized with formant trajecto-
ries that were natural@M.~F,C!# or static@~M,C!.F#. Re-
synthesized vowels used the original vowels’F0 contour. If
identifiability decreased withF0 , one should expect instead
the ranking M.F.C to prevail uniformly. Identification was
better for natural than for static formant contours, which con-
firms the importance of dynamic cues. However, it was bet-
ter still for natural vowels, suggesting that cues available in
natural vowels are not completely exhausted by dynamic for-
mant andF0 values.

Attempts have been made to relate the observable har-
monic peaks of a short-term spectrum with the underlying
~but not directly observable! formant peaks. The problem is
different for front vowels, for whichF1 is relatively low and
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well separated from other formants, and back vowels, for
which F1 andF2 are close. For front vowels, the difficulty
is that of estimatingF1, given that harmonic spacing is rela-
tively wide compared to formant bandwidth and peripheral
resolution. The second formant is less of an issue because
that formant is wider, peripheral filtering is less sharp, and
F2 is less in need of resolution from other formants, given
that the assumption that higher formants are grouped to form
an ‘‘F28’’ works quite well ~Carlsonet al., 1975!. It has
been proposed thatF1 is determined from the position of the
single most prominent harmonic~Mushnikov and Chistov-
ich, 1972!, or a combination of the two or three most promi-
nent harmonics in theF1 region~Carlsonet al., 1975!. Ass-
mann and Neary~1987! found that a weighted sum of two
harmonics was a better predictor than either one harmonic or
three. However, Darwin and Gardner~1985! found evidence
that more remote harmonics also influenced the perceived
F1 position.

The question of whether one, two, or three harmonics
affectF1 is a good empirical question, but an awkward basis
for building models of vowel perception. A model exploiting
the weighted sum of two harmonics, for example, must lo-
cate them. Criteria might be spectral peaks, or a harmonic
series, but the model must solve the limit case whereF0 is
low and individual harmonics are not well resolved, as well
as the opposite case when only one harmonic~possibly none!
belongs to the formant. ‘‘Return on investment’’ is limited
because the model cannot be applied to vowels for whichF1
andF2 are close~see below!. Finally, such a model is likely
to predict irregular variations ofF1 boundaries whenF0

varies. A one-harmonic model predicts a saw-toothed varia-
tion of the F1 estimate: as the most prominent harmonic
shifts down the slope of theF1 peak, it is suddenly replaced
by a different harmonic. A two-harmonic model has a similar
problem ~its severity depends on the weight of the weaker
harmonic relative to the stronger!. Hirahara~1993! did in fact
find an irregularity in the variation of theF1 boundary of a
Japanese /i/–/e/ continuum. The boundary shifted from 320
to 400 Hz asF0 increased from 100 to 150 Hz, stayed at 400
Hz asF0 increased further to 250 Hz, then increased to about
520 Hz asF0 increased to 450 Hz. This behavior is indeed
irregular, but not quite what one expects from a harmonic
tracking mechanism. One expects instead a generaldecrease
in F1 boundary to compensate for the upward shift of the
harmonics, with a local increase at each switch between har-
monics. To summarize, schemes based on individual har-
monics or their weighted sums are an incomplete answer to
the problems posed by harmonic structure.

For back vowels the problem is yet more complex, as
pointed out by Assmann~1991!. F1 andF2 are close and
harder to relate individually to the set of harmonics than in
the case of an isolatedF1. It has been proposed that when
F1 andF2 are closely spaced~less than 3 to 3.5 bark!, they
are ‘‘merged’’ into a single spectral prominence, character-
ized by its center of gravity~Chistovich and Lublinskaya,
1979!. The position of the center of gravity~COG! should be
affected by both the frequencies and the amplitudes of both
formants. Assmann~1991! tested this hypothesis with nega-
tive results. In one of his experiments, spectral integration

effects compatible with the COG hypothesis were found at
F05250 Hz, but not at 125 Hz. However, contrary to the
criteria of Chistovich and Lublinskaya, they werelarger for
formants spaced more than 3–3.5 bark rather than smaller.
Correct or not, the COG hypothesis is an awkward basis for
a vowel perception model. If the COG is derived from for-
mant estimates~with the convention that formants are
grouped if closer than 3.5 bark!, the problem of formant
estimation remains entire. If the COG is derived from a
smoothed spectrum, then at least three questions arise. First,
how does one distinguish a peak reflecting an isolated for-
mant (F1) from that reflecting a closely spaced pair
(F1 –F2)? Second, what is the appropriate form of smooth-
ing? Third, is such smoothing not prone to the aliasing ef-
fects described earlier?

Klatt ~1982! points out that resolution of the auditory
periphery is a poor guide: it is much too sharp in the low-
frequency region, except for the lowestF0’s. The ad hoc
value of 3.5 bark handlesF0’s up to 350 Hz, but no further,
yet for lowerF0’s this smoothing may be unnecessarily se-
vere. Logically, the best amount of smoothing depends on
F0 , and indeed there is some evidence that the auditory sys-
tem applies wider spectral integration at higherF0’s ~Ass-
mann, 1991!. The ‘‘simple vowel classifier’’ of Scheffers
~1983! and the PEAK procedure of Assmann and Summer-
field ~1989! both imply F0-dependent smoothing. Both re-
construct an envelope by linear interpolation between
samples of the spectrum at harmonics, an operation equiva-
lent to smoothing by convolution with a triangular window
of width 2F0 @similar smoothing is employed in the
STRAIGHT analysis system of Kawahara~1997!#. Such pre-
cisely tunedF0-dependent smoothing is certainly more ef-
fective than the fixed smoothing assumed by the COG hy-
pothesis ~or the ‘‘second integration’’ of Rosner and
Pickering!. However, two things are worth noting. First, the
ambiguity between a single formant and two closely spaced
formants is not resolved@consider for example interpolating
between peaks of Fig. 2~b! or ~c!#. Second, as other smooth-
ing schemes, this one is susceptible to the aliasing problems
analyzed in the Introduction.

The ‘‘missing-data’’ model is based on spectral samples
that do not necessarily coincide with formant peaks. In this
sense, it resembles the ‘‘whole spectrum’’ model of Bladon
~1982!. In that model, the spectrum was smoothed by con-
volution with an ‘‘auditory filter’’ ~Bladon and Lindblom,
1981! which makes it susceptible to the aliasing problems
pointed out in the Introduction. The missing-data model
avoids them, and can thus be seen as anF0-insensitive
implementation of Bladon’s ideas. The model belongs to the
‘‘top-down’’ or ‘‘analysis-by-synthesis’’ variety~Bell et al.,
1961; Rabiner and Schafer, 1978!, in the sense that it does
not try to extract anF0-invariant representation from the
waveform. Instead, it synthesizes a pattern (F0-sampled
spectrum, orF0-adjusted autocorrelation function! to be
compared with incoming patterns.

Bladon’s model does not account for the insensitivity to
formant bandwidth, formant amplitude, or spectral tilt ob-
served by Klatt~1982!, and the present model in its spectral
version ~Sec. I A! is prone to the same criticism. The
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autocorrelation-based version offers some flexibility to deal
with this problem. Differences in formant bandwidth affect
mainly the high-lag part of the autocorrelation function, and
sensitivity to this parameter can be reduced by ignoring fea-
tures beyond a certain fixed lag. It is tempting to treat spec-
tral tilt and formant amplitude in the same way, by ignoring
lag-domain featuresbelow a certain lag, a technique that
works well with the Fourier transform of the log magnitude
spectrum, or cepstrum, and is commonly used in speech pro-
cessing~e.g., Tohkura, 1987!. Unfortunately this idea makes
less sense applied to a transform of the square-magnitude
spectrum ~autocorrelation!. Nevertheless, the filter-bank
implementation of Sec. I C does offer a degree of insensitiv-
ity to gross spectral features, thanks to amplitude compres-
sion in the hair-cell model. A whole-spectrum model does
not account for the fact that spectral peaks~formants! are
known to carry a stronger weight than spectral valleys. How-
ever, the autocorrelation function puts a strong weight on
spectral peaks~essentiallyF1 andF2), that are emphasized
in the square-magnitude spectrum. In the multichannel ver-
sion of Sec. I C, this rather extreme emphasis is softened by
the automatic gain control~AGC! properties of the hair-cell
model, that allow weaker features to be better represented.

A key idea is that the auditory system appliesvariable
weights to different parts of incoming evidence according to
their reliability. For example, relatively fine features of the
spectral envelope may be used at lowF0 but ignored at high
F0 . Assmann~1991! found stronger evidence for the center-
of-gravity hypothesis~that emphasizes gross spectral fea-
tures! at 250 Hz than at 125 Hz. He also suggested that the
reduced amplitude of the higher formant region~.1 kHz!
might serve as a cue for the presence of two closely spaced
low formants~,1 kHz!, but onlywhen F0 is high. WhenF0

is low, evidence of the presence of two formants would be
derived instead from the detailed spectral shape in the low-
frequency region. Different sources of evidence would thus
be weighted differently according to their reliability. The
same principle can account for the fact that in general~for
low F0) the amplitude balance between widely spaced parts
of the spectrum has little effect on vowel identity~Chistov-
ich, 1985; Klatt, 1982!. It can also explain the finding of
Beddor and Hawkins~1990! that overall spectral shape was
important for vowel matching when spectral peaks were
broad ~nasal or wide formants!, whereas detailed spectral
shape~formant position! was important when formants were
narrow.

Versnel and Shamma~1998! presented evidence for a
Fourier-transform representation of spectral shape in the pri-
mary auditory cortex of the ferret. Responses to vowels
could be predicted from responses to sine-wave ripple
stimuli. The principle is related to that of our autocorrelation
scheme, the greatest difference being that their representation
used alogarithmicaxis for frequency. In other words, ripples
had a constant period in octaves rather than Hz. Vowel
stimuli were either voiced, extracted from theTIMIT database
with F0’s in the range 100–130 Hz, or unvoiced~synthe-
sized with a 20 component/octave carrier!. The authors noted
little difference between voiced and unvoiced responses.

The spectral-domain version of the model is similar to

the ‘‘harmonic sieve’’ of Duifhuiset al. ~1982!. The har-
monic sieve was proposed by Duifhuis as a means to select
the components of a sound to be included in the calculation
of its pitch. Scheffers~1983! used it to assign components of
a mixed-speech spectrum to each voice, and Mooreet al.
~1984, 1985!, and Darwin and Ciocca~1992! showed that a
harmonic sieve with a width of about 3% determined which
components of a sound contribute to its pitch. Darwin and
Gardner ~1986! found that mistuning a component of a
vowel by 3% reduced its contribution to the vowel’s quality.
In those cases, the harmonic sieve played an important role
in segregatingthe harmonic sound from competing compo-
nents. Here, we suggest that it also plays a role in handling
the bias due toF0 in the identification of isolated vowels.
Note that this proposition seems to contradict results that
show that the identification of a member of a concurrent
vowel pair is no better when that vowel is harmonic rather
than inharmonic~de Cheveigne´ et al., 1997!.

III. CONCLUSIONS

~1! Because of spectral undersampling, the information
available to describe the spectral envelope of a steady-
state voiced vowel is incomplete. It is limited to a series
of F0-spaced samples in the frequency domain, or in the
lag domain to lag components below the Nyquist lag
(1/2F0).

~2! If the sampled spectrum is smoothed, lag-domain com-
ponents beyond the Nyquist lag are aliased and contrib-
ute spuriousF0-dependent components to the smoothed
spectrum. Aliasing is more severe ifF0 is high, and if
the spectral envelope is rich in high-lag components
~narrow formants!.

~3! Samplingis evident in the harmonic structure of repre-
sentations such as the short-term spectrum or auditory
excitation pattern.Aliasing is evident in the fact that
smoothing or interpolation of these patterns does not
produce anF0-invariant representation.

~4! In a vowel identification model, effects of aliasing can
be eliminated by~a! avoiding spectral smoothing, and
~b! restricting pattern matching to the available samples.
The model can be implemented in the spectral domain
using a harmonic sieve based on an estimate ofF0 .

~5! The model can also be implemented in the lag domain
based on the autocorrelation function of the waveform.
Pattern matching is restricted to lags smaller than the
Nyquist lag. Templates must be adjusted based on theF0

estimate to compensate for lag-domain aliasing.
~6! Both versions of the model ensureF0-independent pat-

tern matching. They do not address other known sources
of F0 dependency of vowel production or perception.
They also do not deal with the loss of information due to
sampling. Sparse sampling at highF0 should lead to
progressively degraded indentification, as is indeed ob-
served experimentally.

~7! The autocorrelation model might be implemented physi-
ologically by neural spike coincidence counting circuits
within channels of the auditory nerve, in a manner simi-
lar to Licklider’s pitch-perception model. Nonlinearity of
hair-cell transduction makes template adjustment more
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difficult, but the extra tonotopic dimension provides a
rich substrate for pattern matching, information weight-
ing, and source segregation.
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The purpose of this study was to examine the role of formant frequency movements in vowel
recognition. Measurements of vowel duration, fundamental frequency, and formant contours were
taken from a database of acoustic measurements of 1668 /hVd/ utterances spoken by 45 men, 48
women, and 46 children@Hillenbrand et al., J. Acoust. Soc. Am.97, 3099–3111~1995!#. A
300-utterance subset was selected from this database, representing equal numbers of 12 vowels and
approximately equal numbers of tokens produced by men, women, and children. Listeners were
asked to identify the original, naturally produced signals and two formant-synthesized versions. One
set of ‘‘original formant’’ ~OF! synthetic signals was generated using the measured formant
contours, and a second set of ‘‘flat formant’’~FF! signals was synthesized with formant frequencies
fixed at the values measured at the steadiest portion of the vowel. Results included:~a! the OF
synthetic signals were identified with substantially greater accuracy than the FF signals; and~b! the
naturally produced signals were identified with greater accuracy than the OF synthetic signals.
Pattern recognition results showed that a simple approach to vowel specification based on duration,
steady-stateF0 , and formant frequency measurements at 20% and 80% of vowel duration accounts
for much but by no means all of the variation in listeners’ labeling of the three types of stimuli.
© 1999 Acoustical Society of America.@S0001-4966~99!04406-9#

PACS numbers: 43.72.Ar, 43.71.Es, 43.72.Ja@JH#

INTRODUCTION

There is a long tradition of representing vowels by a
single spectral cross section taken from the nucleus of the
vowel. The essence of this approach was summarized nicely
by Tiffany ~1953!:

It has been commonly assumed or implied that the es-
sential physical specification of a vowel phoneme could
be accomplished in terms of its acoustic spectrum as
measured over a single fundamental period, or over a
short interval including at most a few cycles of the fun-
damental frequency. That is to say, each vowel has been
assumed to have a unique energy vs frequency distribu-
tion, with the significant physical variables all accounted
for by an essentially cross-sectional analysis of the vow-
el’s harmonic composition.~p. 290!.

The potential limitations of this static approach to vowel
quality were recognized by Tiffany, who noted that vowel
duration and changes over time in formant frequencies and
the fundamental frequency (F0) may play a role in vowel
perception~see also similar comments by Potter and Stein-
berg, 1950; Peterson and Barney, 1952; and Stevens and
House, 1963!. While the role ofF0 contour and duration
received a fair amount of attention in early accounts of vowel
recognition ~e.g., Ainsworth, 1972; Bennett, 1968; Black,
1949; Stevens, 1959; Tiffany, 1953!, it has only been more
recently that the role of formant frequency movements has
been examined systematically.

Evidence from several studies suggests that formant fre-
quency movements do, in fact, play an important role in

vowel perception. For example, Strangeet al. ~1983! and
Nearey and Assmann~1986! showed high identification rates
for ‘‘silent center’’ stimuli in which the vowel centers were
gated out, leaving only brief onglides and offglides~see also
Jenkinset al., 1983; Parker and Diehl, 1984!. Nearey and
Assmann ~1986! showed that it was not simply spectral
movement that was required, but a specific pattern of spec-
tral change throughout the course of the vowel. Brief ex-
cerpts of naturally produced vowels excised from nucleus
and offglide segments were presented to listeners in three
conditions:~1! natural order~nucleus followed by offglide!;
~2! repeated nucleus~nucleus followed by itself!; and ~3!
reverse order~offglide followed by nucleus!. Identification
error rates for the natural-order signals were comparable to
those for the original, unmodified vowels, while the
repeated-nucleus and reverse-order conditions produced
much higher error rates.

There is also evidence that vowels with static formant
patterns are not particularly well identified. Hillenbrand and
Gayvert~1993a! synthesized 300-ms monotone vowels with
stationary formant patterns from theF0 and formant mea-
surements of each of the 1520 tokens in the Peterson and
Barney ~1952! /hVd/ database~2 repetitions of 10 vowels
spoken by 33 men, 28 women, and 15 children!. The 27%
identification error rate for these steady-state synthetic sig-
nals was nearly five times greater than the error rate reported
by Peterson and Barney for the original utterances. Synthe-
sizing the signals with a falling pitch contour resulted in a
highly significant but relatively small drop in the error rate.
These results suggest that the duration and spectral change
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information that was removed from these stimuli by the
steady-state synthesis method plays an important role in
vowel recognition. Similarly high identification error rates
were reported by Fairbanks and Grubb~1961! for naturally
produced sustained vowels.

Evidence implicating a role for spectral change also
comes from studies using statistically based pattern classifi-
ers. For example, Assmannet al. ~1982! trained a linear dis-
criminant classifier with:~a! steady-stateF0 and formant in-
formation alone; and~b! steady-state information plus
formant slopes and duration. The pattern classification model
that incorporated dynamic information provided more accu-
rate predictions of error patterns produced by human listen-
ers ~see also Nearey and Assmann, 1986; Parker and Diehl,
1984!. Hillenbrandet al. ~1995! trained a quadratic discrimi-
nant classifier onF0 and formant measurements from /hVd/
utterances spoken by 45 men, 48 women, and 46 children.
The pattern classifier was trained on various combinations of
acoustic measurements, with formant frequencies sampled
either at steady state or at 20% and 80% of vowel duration.
The classifier was much more accurate when it was trained
on two samples of the formant pattern. For example, withF1

and F2 alone, the classification accuracy was 71% for a
single sample at steady state and 91% for two samples of the
formant pattern. Two-sample parameter sets including either
F0 or F3 produced classification accuracies approaching
those of human listeners. Adding vowel duration to the pa-
rameter set also improved classification accuracy, although
the effect was relatively small if the formant pattern was
sampled twice.

While the pattern classification evidence is clearly rel-
evant, it needs to be kept in mind that demonstrating that a
pattern classifier is strongly affected by spectral change is
not the same as showing that human listeners rely on spectral
change patterns. As Nearey~1992! noted, pattern classifica-
tion results have only an indirect bearing on perception un-
less the classification results are compared to human listener
data~see also Shankweileret al., 1977!. A particularly clear
example of the limitations of pattern classification studies
can be seen by comparing pattern classification results using
static acoustic measurements with studies in which human
listeners identify vowels with static formant patterns. Several
pattern classification studies have shown that vowels can be
identified with relatively modest error rates in the 12%–14%
range based on static acoustic measurements~e.g., Hillen-
brand and Gayvert, 1993b; Miller, 1984, 1989; Nearey,
1992; Neareyet al., 1979; Syrdal and Gopal, 1986!. How-
ever, Hillenbrand and Gayvert~1993a! reported a 27% error
rate for human listeners who were asked to identify static
vowels synthesized from the Peterson and Barney~1952! F0

and formant measurements, and Fairbanks and Grubb~1961!
reported a 26% error rate for naturally produced static vow-
els. The Fairbanks and Grubb findings are especially striking
since there were just seven talkers, all of them men, and the
investigators went to great lengths to ensure the quality and
representativeness of their test signals.

In our view, the primary lesson from this mismatch of
pattern recognition results and listening tests is not that pat-
tern classification evidence is necessarily irrelevant or mis-

leading, but rather, that pattern recognition studies need to be
followed up with appropriately designed perception experi-
ments. The purpose of the present experiment was to follow
up on the pattern classification tests reported in Hillenbrand
et al. ~1995! by asking listeners to identify naturally pro-
duced /hVd/ signals and two synthetically generated ver-
sions. One set of synthesized signals was generated using the

FIG. 1. Spectral change patterns for /hVd/ utterances produced by men,
women, and children. The symbol identifying each vowel is plotted at the
F1–F2 value for the second sample of the formant pattern~80% of vowel
duration!, and a line connects this point to the first sample~20% of vowel
duration!. The measurements are from Hillenbrandet al. ~1995!.
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original measured formant contours and a second set of sig-
nals was synthesized with flat formants, fixed at the values
measured at the steadiest portion of the vowel.

I. EXPERIMENT 1. METHODS

A. Test signals

The test signals consisted of a 300-stimulus subset of the
1668 /hVd/ utterances recorded by Hillenbrandet al. ~1995!.
The talkers in that study consisted of 45 men, 48 women, and
46 10- to 12-year-old children. Recordings were made of
subjects producing the vowels /{, (, |, }, ,, Ä, Å, Ç, ), É, #, É/
in /hVd/ syllables. A computer program was written to select
a 300-stimulus subset from the full set of 1668 signals. The
300 signals were selected at random, but with the following
constraints:~a! signals showing formant mergers involving
any of the three lowest formants were omitted;~b! signals
with identification error rates~measured in the original 1995
study! of 15% or greater were omitted; and~c! all 12 vowels
were equally represented. The 300-stimulus set that was se-
lected by this method included tokens from 123 of the 139
talkers, with 30% of the tokens from men, 36% from women,
and 34% from children.

B. Acoustic measurements

Acoustic measurement techniques are described in detail
in Hillenbrand et al. ~1995!. Briefly, peaks were extracted
from LPC spectra every 8 ms and formant contours for
F1–F4 were edited by hand during the vowel using a custom
interactive editing tool. Measurements were also made ofF0

contour~also edited by hand using the same editing tool! and
three temporal quantities:~a! the onset of the vowel;~b! the
offset of the vowel; and~c! steady-state time; i.e., the single
frame at which the formant pattern was judged by visual
inspection to be maximally steady. Vowel onsets and offsets
were also judged by visual inspection, using standard mea-
surement criteria~Peterson and Lehiste, 1960!. Average
spectral change patterns for the full data set are shown in Fig.
1. The figure was created by connecting a line between the
formant frequencies sampled at 20% and 80% of vowel du-
ration; the symbol for each vowel category is plotted at the
location of the second measurement. The measurement re-
sults are described in some detail in Hillenbrandet al., but
there are two points about the formant-change patterns in
Fig. 1 that are particularly relevant to the present study. First,
with the exception of /{/ and /É/, the formant frequency val-
ues show a good deal of change throughout the course of the
vowel. For example, note that the vowels /|/ and /Ç/, which
are known to be diphthongized, do not show spectral change
magnitudes that are unusually large relative to the other vow-
els. Second, the formants change in such a way as to enhance
the contrast between vowels with similar formant patterns.
For example, the pairs /,/–/}/ and /É/–/)/, which show a
good deal of overlap when the vowels of individual talkers
are plotted in staticF1–F2 space~see Fig. 4 of Hillenbrand
et al.!, show very different patterns of formant-frequency
change.

C. Synthesis method

Test signals consisted of the 300 original, 16-kHz digi-
tized utterances and two synthesized versions, for a total of
900 signals. The Klatt and Klatt~1990! formant synthesizer,
running at a 16-kHz sample rate, was used to generate two
sets of synthetic signals. The ‘‘original formant’’~OF! and
‘‘flat format’’ ~FF! synthesis methods are illustrated in Fig.
2. The OF signals were synthesized using the original mea-
sured formant contours, shown by the dashed curves. The
vowel in this example is /,/, and the measured formant con-
tour shows a pronounced offglide which is quite common in
our data for this vowel. The FF signals were synthesized
with flat formants, fixed at the values measured at steady
state, shown by the solid curves in Fig. 2.1 For these signals
a 40-ms linear transition connected the steady-state values to
the F1–F3 values that were measured at the end of the
vowel. Both sets of synthetic signals were generated with the
measuredF0 contours and at their measured durations. Dur-
ing the /*/ interval ~i.e., between the beginning of the stimu-
lus and the start of the vowel!: ~a! the voicing amplitude
~AV ! parameter was set to zero and the aspiration amplitude
~AH! parameter was controlled by the measured rms inten-
sity of the signal being synthesized;~b! the F1 bandwidth
was set to 300 Hz; and~c! formant values forF1–F3 were
set to the values that were measured at the start of the vowel.
At all other times formant bandwidths remained at their de-
fault values ~B1590, B25110, B35170, B45400, B5

5500, B65800!. During the vowel the AH parameter was
set to zero and the AV parameter was driven by the mea-
sured rms energy of the signal. Values ofF4 were set sepa-
rately for each vowel and talker group based on data from
Hillenbrand et al. ~1995!. Values of F5 and F6 were set
separately for each talker group based on data from Rabiner
~1968!. Formant amplitudes were set automatically during
the /*/ and vowel by running the synthesizer in cascade
mode. A final /$/ was simulated by:~a! rampingF1 100 Hz
below its measured value at the end of the vowel in four
steps of 25 Hz; and~b! switching from the cascade to the
parallel branch of the synthesizer and setting the resonator

FIG. 2. Schematic spectrograms illustrating the method that was used to
synthesize the original-formant~OF! and flat-formant~FF! signals.
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gains of F2–F6 30 dB below theF1 resonator gain; i.e.,
producing a ‘‘voice bar’’ with energy primarily atF1 . Since
we were not entirely satisfied with our efforts to generate
natural sounding final release bursts with the synthesizer, the
signals were generated unreleased, and release bursts that
had been excised from naturally produced signals spoken by
one man, one woman, and one child were appended to the
end of the stimuli.2

D. Listening Test

Twenty subjects who had taken or were currently en-
rolled in an undergraduate course in phonetics served as lis-
teners. The choice of listeners with training in phonetic tran-
scription was motivated by the findings of Assmannet al.
~1982! indicating that many of the identification errors made
by untrained subjects are due to listeners’ uncertainty about
how to map perceived vowel quality onto orthographic sym-
bols. Subjects were tested one at a time in a quiet room in a
single session lasting about 1 h. Listeners identified each of
the 900 test signals~300 original signals, 300 OF signals,
and 300 FF signals! presented in random order. The presen-
tation order was reshuffled prior to each listening session.
Stimuli were low-pass filtered at 6.9 kHz, amplified, and
delivered at approximately 75 dBA over a single loudspeaker
~Boston Acoustics A60! positioned approximately 1 m from
the subject’s head. Subjects entered their responses on a
computer keyboard labeled with both phonetic symbols and
key words for the 12 vowels. Subjects were allowed to repeat
stimuli as many times as they wished before entering a re-
sponse.

II. EXPERIMENT 1. RESULTS AND DISCUSSION

Figure 3 shows overall percent correct for each stimulus
type and talker group averaged across all vowels. It can be
seen that the naturally produced signals~NAT! were identi-
fied with the greatest accuracy, followed by the OF and FF
synthesized signals. A two-way repeated-measures ANOVA
using arcsine-transformed percent correct values showed a

significant effect for stimulus type@F(2,38)5860.7,
p,0.0001# and talker group@F(2,38)53.5, p,0.05# and a
significant interaction @F(4,76)510.2, p,0.0001#.3

Newman–Keulspost hoc tests showed significant differ-
ences among all three stimulus types. Although statistically
reliable, the effects for talker group are relatively small and
nonuniform across stimulus type, as revealed by the signifi-
cant interaction. For the naturally produced signals,post hoc
analyses showed that the men’s and women’s tokens were
identified with greater accuracy than the children’s tokens.
The pattern was different for the OF synthetic signals, which
showed greater intelligibility for the men’s tokens as com-
pared to those of the women and children. A third pattern
was observed for the FF synthetic signals, which showed
significantly poorer intelligibility for the women’s tokens as
compared to the men and the children. One clear conclusion
from this rather mixed set of talker-group results is that there
was no evidence for a simple pitch effect; that is, although
the spectrum envelope is more poorly defined at higher fun-
damental frequencies, the talker-group effects show no evi-
dence of a simple inverse relationship betweenF0 and vowel
intelligibility @see also Carlsonet al. ~1975!, and Hillenbrand
and Gayvert~1993a!, for related findings#.

Figure 4 shows percent correct separately for each
vowel category. Confusion matrices for the three conditions
are shown in Tables I–III. It can be seen in Fig. 4 that the
effect of stimulus type varies considerably from one vowel to
the next. This was confirmed by a two-way repeated-
measures ANOVA~using arcsine-transformed percent cor-
rect values! which tested the effects of stimulus type~NAT
versus OF synthesis versus FF synthesis! and vowel. The
ANOVA showed a significant effect for stimulus type
@F(2,38)5799.9, p,0.001# and vowel @F(11,209)528.0,
p,0.001# as well as a significant interaction@F(22,418)
546.7,p,0.001#. The nature of the interaction will be dis-
cussed and further analyzed below.

Note that the pattern for /Å/ appears to differ markedly
from the other vowels since this vowel showed the highest
recognition accuracy in the FF condition and the lowest ac-
curacy for the naturally produced signals. Examination of the
confusion matrices in Tables I–III suggests that the overall

FIG. 3. Percent correct identification of the naturally produced signals, the
original-formant synthetic signals, and the flat-formant synthetic signals.
Error bars indicate one standard deviation. The percentages at the top indi-
cate the mean percent correct for each condition pooled across the three
talker groups.

FIG. 4. Percent correct identification of the naturally produced signals
~NAT!, the original-formant~OF! synthetic signals, and the flat-formant
synthetic signals separated by vowel category.
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percent correct figures may be misleading in some respects.
The last row in each of these tables gives the response
means; that is, the percentage of trials in which a given
vowel was used as a response. Since each of the 12 vowels
was presented equally often, an ideal listener whose re-
sponses always agreed with the speaker’s intention would
use each symbol on 8.3% of the trials. Note that the percent-
age of /Å/ responses increases from 7.7% for the naturally
produced signals, to 8.6% for the OF synthetic signals, to
11.2% for the FF synthetic signals. In other words, for rea-
sons that are not clear, there is an increasing probability of a
listener hearing /Å/ across these three conditions. Although
the overall percent correct for /Å/ improves from natural
speech to OF synthesis to FF synthesis, the probability of a
correct response on trials in which /Å/ was used as a response
declines from 94.1% for the natural signals to 91.1% for the
OF synthetic signals to 83.7% for the FF synthetic signals.

In the analyses that follow, we will first consider the
effect of flattening the formants, and then consider the dif-
ferences in intelligibility between the natural signals and the
OF synthetic signals.

A. Effects of formant flattening

The drop in intelligibility that occurs as a result of flat-
tening the formants is in general quite large. However, as
Fig. 4 shows, the effect varies considerably from one vowel
to the next. This was confirmed by a two-way repeated-
measures ANOVA comparing just the OF and FF conditions,
which showed significant effects for stimulus type@F(1,19)
5366.1, p,0.001# and vowel @F(11,209)548.4,
p,0.001#, and a significant interaction@F(11,209)544.0,
p,0.001#. Vowels showing the largest changes in intelligi-
bility as a result of formant flattening were /|/ ~52.8%!, /,/
~31.4%!, /)/ ~27.6%!, /#/ ~22.6%!, and /Ç/ ~22.2%!.

TABLE I. Confusion matrix for the naturally produced signals. Values on the main diagonal, indicating the
percentage of trials in which the listeners’ responses matched the vowel intended by the talker, are shown in
boldface. The response means given in the last row indicate the percentage of trials in which a given vowel was
used as a listener response. Each vowel, as classified by the speaker’s intention, was presented on 8.3% of the
trials.

Vowel identified by listener

/{/ /(/ /|/ /}/ /,/ /Ä/ /Å/ /Ç/ /)/ /É/ /#/ /É/

Vowel
intended

by
talker

/{/ 98.2 0.8 0.4 0.6 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

/(/ ¯ 97.6 0.6 1.4 ¯ ¯ ¯ ¯ 0.4 ¯ ¯ ¯

/|/ 0.2 0.2 97.8 1.6 ¯ ¯ ¯ ¯ 0.2 ¯ ¯ ¯

/}/ ¯ ¯ 0.2 91.6 8.0 ¯ ¯ ¯ ¯ ¯ 0.2 ¯

/,/ ¯ ¯ ¯ 2.0 97.2 0.4 0.4 ¯ ¯ ¯ ¯ ¯

/Ä/ ¯ ¯ ¯ ¯ 3.2 92.2 4.0 ¯ ¯ ¯ 0.6 ¯

/Å/ ¯ ¯ ¯ 0.2 0.8 9.6 87.2 0.4 0.6 ¯ 1.6 ¯

/Ç/ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 96.4 1.4 0.6 1.6 ¯

/)/ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 0.2 96.2 0.4 3.2 ¯

/É/ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 1.6 3.0 95.4 ¯ ¯

/#/ ¯ ¯ ¯ ¯ ¯ 2.0 1.0 ¯ 1.4 0.4 95.2 ¯

/// ¯ ¯ ¯ 0.2 ¯ ¯ ¯ ¯ ¯ ¯ ¯ 99.8

Response means: 8.2 8.2 8.3 8.1 9.1 8.7 7.7 8.2 8.6 8.1 8.5 8.3

TABLE II. Confusion matrix for the original-formant~OF! synthetic signals. Values on the main diagonal,
indicating the percentage of trials in which the listeners’ responses matched the vowel intended by the talker,
are shown in boldface. The response means given in the last row indicate the percentage of trials in which a
given vowel was used as a listener response. Each vowel, as classified by the speaker’s intention, was presented
on 8.3% of the trials.

Vowel identified by listener

/{/ /(/ /|/ /}/ /,/ /Ä/ /Å/ /Ç/ /)/ /É/ /#/ /É/

Vowel
intended

by
talker

/{/ 91.6 4.6 3.6 0.2 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯

/(/ 0.6 96.4 0.2 2.4 0.4 ¯ ¯ ¯ ¯ ¯ ¯ ¯

/|/ 7.6 4.8 85.4 2.0 ¯ 0.2 ¯ ¯ ¯ ¯ ¯ ¯

/}/ ¯ ¯ ¯ 92.8 5.6 ¯ ¯ ¯ ¯ 0.2 1.4 ¯

/,/ 0.4 ¯ 0.2 18.6 80.8 ¯ ¯ ¯ ¯ ¯ ¯ ¯

/Ä/ ¯ ¯ ¯ 0.6 6.4 82.8 6.6 ¯ ¯ ¯ 3.0 0.6
/Å/ ¯ ¯ ¯ ¯ ¯ 4.2 94.2 0.4 ¯ ¯ 1.2 ¯

/Ç/ ¯ ¯ ¯ ¯ ¯ 0.4 ¯ 89.4 5.2 4.2 0.8 ¯

/)/ ¯ ¯ ¯ ¯ ¯ 0.2 ¯ 1.0 89.4 2.0 7.0 0.4
/É/ ¯ ¯ ¯ ¯ ¯ 0.2 ¯ 11.4 17.6 70.4 0.4 ¯

/#/ ¯ ¯ ¯ ¯ 0.6 2.0 2.6 0.8 4.6 ¯ 89.4 ¯

/// ¯ ¯ ¯ 1.0 ¯ ¯ ¯ ¯ ¯ ¯ ¯ 99.0

Response means: 8.4 8.8 7.5 9.8 7.8 7.5 8.6 8.6 9.7 6.4 8.6 8.3
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Table IV shows what kinds of changes in identification
occurred. The analysis focused on instances in which a given
listener identified the OF version of a signal correctly~i.e., as
the vowel intended by the talker! but the FF version incor-
rectly. The symbols going down the rows indicate the vowel
as classified both by the speaker’s intention and the listener’s
labeling of the OF version; the columns show how the FF
versions of these signals were identified. The last column
shows the total number of changes in identification in which
the OF version was heard as the intended vowel but the FF
version was heard as some other vowel. The most frequently
occurring changes in identification~shown in boldface in
Table IV! involved /|/ shifting to /(/ or /}/, /,/ shifting to /}/,
/)/ shifting to /#/, /Ç/, or /É/, /#/ shifting to /Ä/ or /Å/, and /Ç/
shifting to /Å/. Labeling changes involving these five vowels
accounted for approximately three-quarters of all correct-to-
incorrect vowel shifts. A similar analysis that included all
shifts in vowel color between OF and FF signals, whether
from correct to incorrect or otherwise, yielded a pattern of
results that was quite similar to that shown in Table IV.

As might be expected, vowels that typically show rela-
tively large amounts of spectral change tended to be more
strongly affected by formant flattening. Figure 5 shows the
relationship between the average magnitude of formant fre-
quency change for each vowel and the total number of
correct-to-incorrect changes in identification~i.e., the last
column of Table IV!. The magnitude of spectral change for
each vowel category was represented as the average length
of a vector connecting formant measurements sampled at
20% of vowel duration and 80% of vowel duration. The
vector was drawn in a three-dimensional space consisting of
log-transformed values ofF1 , F2 , andF3 . As Fig. 5 shows,
the vowels tend to cluster into one group in the lower left
showing relatively little spectral change and few changes in
labeling, and a second group in the upper right showing a
good deal of spectral change and many shifts in labeling. The
relationship is far from perfect, however. For example, the
perceptual effect of formant flattening for /|/ is quite large,
even though the magnitude of formant frequency change is
relatively modest in relation to the other vowels. We experi-

TABLE III. Confusion matrix for the flat-formant~FF! synthetic signals. Values on the main diagonal, indi-
cating the percentage of trials in which the listeners’ responses matched the vowel intended by the talker, are
shown in boldface. The response means given in the last row indicate the percentage of trials in which a given
vowel was used as a listener response. Each vowel, as classified by the speaker’s intention, was presented on
8.3% of the trials.

Vowel identified by listener

/{/ /(/ /|/ /}/ /,/ /Ä/ /Å/ /Ç/ /)/ /É/ /#/ /É/

Vowel
intended

by
talker

/{/ 89.6 6.6 2.8 0.8 ¯ 0.2 ¯ ¯ ¯ ¯ ¯ ¯

/(/ 4.4 88.6 2.8 3.6 0.6 ¯ ¯ ¯ ¯ ¯ ¯ ¯

/|/ 12.0 29.4 32.6 21.6 4.4 ¯ ¯ ¯ ¯ ¯ ¯ ¯

/}/ 0.2 0.2 0.8 87.6 9.6 ¯ ¯ ¯ 1.0 ¯ 0.4 0.2
/,/ ¯ 1.2 7.4 42.0 49.4 ¯ ¯ ¯ ¯ ¯ ¯ ¯

/Ä/ ¯ ¯ ¯ 0.4 5.2 85.2 7.4 0.8 0.4 ¯ 0.4 0.2
/Å/ ¯ ¯ ¯ ¯ ¯ 2.2 96.0 1.8 ¯ ¯ ¯ ¯

/Ç/ ¯ ¯ ¯ 0.2 ¯ 3.2 12.2 67.2 9.0 7.0 1.2 ¯

/)/ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 13.2 61.8 10.2 14.6 0.2
/É/ ¯ ¯ ¯ 0.2 ¯ ¯ 0.2 21.2 16.4 61.0 0.8 0.2
/#/ ¯ ¯ ¯ ¯ 0.4 11.2 18.6 2.2 0.8 ¯ 66.8 ¯

/// ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 0.2 ¯ 99.8

Response means: 8.5 10.5 3.9 13.3 5.8 8.5 11.2 8.9 7.5 6.5 7.0 8.4

TABLE IV. Changes in phonetic labeling for signals whose original-formant versions were identified correctly
but whose flat-formant versions were identified as a vowel other than that intended by the talker. The most
frequently occurring vowel shifts are shown in boldface.

FF synthetic vowel identified as

/{/ /(/ /|/ /}/ /,/ /Ä/ /Å/ /Ç/ /)/ /É/ /#/ /É/ Total

OF
vowel

identified
as

/{/ ¯ 23 9 2 ¯ 1 ¯ ¯ ¯ ¯ ¯ ¯ 35
/(/ 20 ¯ 10 11 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 41
/|/ 37 116 ¯ 105 22 ¯ ¯ ¯ ¯ ¯ ¯ ¯ 280
/}/ 1 1 4 ¯ 38 ¯ ¯ ¯ 5 ¯ 2 1 52
/,/ ¯ 2 28 157 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 187
/Ä/ ¯ ¯ ¯ ¯ 6 ¯ 26 3 1 ¯ ¯ ¯ 36
/Å/ ¯ ¯ ¯ ¯ ¯ 11 ¯ 7 ¯ ¯ ¯ ¯ 18
/Ç/ ¯ ¯ ¯ 1 ¯ 16 55 ¯ 27 26 5 ¯ 130
/)/ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 50 ¯ 45 55 1 151
/É/ ¯ ¯ ¯ 1 ¯ ¯ 1 57 41 ¯ 3 1 104
/#/ ¯ ¯ ¯ ¯ 2 51 79 8 2 ¯ ¯ ¯ 142
/// ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 1 ¯ ¯ 1
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mented with sample points other than 20% and 80%, and
with a number of alternate methods of representing spectral
change magnitude, including calculations based on normal-
ization schemes proposed by Syrdal~1985!; Syrdal and Go-
pal ~1986!; Miller ~1984, 1989! and Peterson~1951!. Results
of these additional analyses were very similar to the general
pattern shown in Fig. 5.

B. Natural signals versus OF synthesis

Although the main purpose of this study was to examine
the effects of formant flattening, the difference in intelligi-
bility that was observed between the naturally produced sig-
nals and the OF synthetic signals raises some important
questions about the cues underlying the perception of vowel
color. A two-way repeated-measures ANOVA comparing
just the NAT and OF synthesis conditions showed significant
effects for stimulus type@F(1,19)5371.8, p,0.001# and
vowel @F(11,209)510.6, p,0.001#, and a significant inter-
action @F(11,209)521.0, p,0.001#. Vowels showing the

largest changes in intelligibility as a result of formant coding
were /É/ ~25.0%!, /,/ ~16.4%!, /|/ ~12.4%!, and /Ä/ ~9.4%!.

Table V shows the distribution of responses for all in-
stances in which a given listener identified the original signal
correctly but identified the OF synthetic version as a vowel
other than that intended by the talker. The most frequently
occurring changes in identification involved /É/ shifting to
/)/ or /Ç/, /,/ shifting to /}/, and /|/ shifting to /{/. Labeling
changes involving /É/ and /,/ alone accounted for 37.8% of
all correct-to-incorrect vowel shifts. These comparisons raise
an obvious question: Why is there any difference in intelli-
gibility between the natural signals and OF synthetic signals?
In other words, what phonetically relevant information is not
preserved by the formant frequency representation that
drives the synthesizer during the vowel?

One possibility that cannot be ruled out is that the drop
in intelligibility may occur at least in part as a result of errors
in the estimation of formant frequencies. Measurement–
remeasurement reliability for the LPC-derived formant fre-
quency estimates is on the order of 1.0%–2.0% of formant
frequency forF1 and 1.0%–1.5% of formant frequency for
F2 and F3 ~Hillenbrandet al., 1995!.4 However, these reli-
ability estimates do not address the validity question, and the
possibility exists that LPC produces systematic errors in for-
mant frequency measurement. For example, in a relatively
small-scale study, Di Benedetto~1989! reported LPC-
derived estimates ofF2 and F3 that were very similar to
those derived from smoothed wide-band Fourier spectra, but
estimates ofF1 that were systematically lower when mea-
sured with LPC. A larger and more formal comparison of
180 /hVd/ utterances by Hillenbrandet al. ~1995! also found
estimates ofF2 andF3 that were similar between LPC and
smoothed Fourier spectra; however, estimates ofF1 were
found to be approximately 40 Hzhigher for LPC.

The main question that is raised by these measurement
issues is whether systematic errors in formant frequency es-
timation might account for the shifts in vowel quality that
were observed between the natural and the OF synthetic sig-
nals. For example, the many labeling shifts that occurred
from /É/ to /)/ and /,/ to /}/ might be explained by positing
that estimates ofF1 are systematically high. Figure 6 was

FIG. 5. Total number of correct-to-incorrect changes in identification as a
function of the average magnitude of formant frequency change for each
vowel. The magnitude of formant change for each vowel category was rep-
resented as the average length of a vector connecting formant measurements
sampled at 20% of vowel duration and 80% of vowel duration. The vector
was drawn in a three-dimensional space consisting of log-transformed val-
ues ofF1 , F2 , andF3 .

TABLE V. Changes in phonetic labeling for naturally produced signals that were identified correctly but whose
original-formant synthetic versions were identified as a vowel other than that intended by the talker. The most
frequently occurring vowel shifts are shown in boldface.

OF synthetic vowel identified as

/{/ /(/ /|/ /}/ /,/ /Ä/ /Å/ /Ç/ /)/ /É/ /#/ /É/ Total

NAT
vowel

identified
as

/{/ ¯ 21 16 1 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 38
/(/ 3 ¯ ¯ 12 2 ¯ ¯ ¯ ¯ ¯ ¯ ¯ 17
/|/ 38 21 ¯ 7 ¯ 1 ¯ ¯ ¯ ¯ ¯ ¯ 67
/}/ ¯ ¯ ¯ ¯ 16 ¯ ¯ ¯ ¯ 1 7 ¯ 24
/,/ 2 ¯ 1 89 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 92
/Ä/ ¯ ¯ ¯ 3 23 ¯ 26 ¯ ¯ ¯ 15 ¯ 67
/Å/ ¯ ¯ ¯ ¯ ¯ 16 ¯ 2 ¯ ¯ 5 ¯ 23
/Ç/ ¯ ¯ ¯ ¯ ¯ 2 ¯ ¯ 22 17 2 ¯ 43
/)/ ¯ ¯ ¯ ¯ ¯ 1 ¯ 5 ¯ 10 27 ¯ 45
/É/ ¯ ¯ ¯ ¯ ¯ 1 ¯ 54 80 ¯ 2 2 137
/#/ ¯ ¯ ¯ ¯ 2 9 13 4 19 ¯ ¯ ¯ 47
/// ¯ ¯ ¯ 5 ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ 5
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designed to address this question. Plotted on this figure are
the most frequently occurring shifts in vowel color from
NAT to OF, based on the data in Table V. To provide a
reference frame for formant space, phonetic symbols are
plotted at the average steady-state values ofF1 and F2 for
the women. The tails of the arrows are plotted at the average
formant values for the correctly identified natural signal, and
the arrow heads point at the corresponding values for pho-
netic label assigned to the OF synthetic version of the signal.
The line thickness~but not line length! is roughly propor-
tional to the number of labeling shifts. The main point to be
made about this figure is that no simple, systematic measure-
ment error can account for the most common shifts in vowel
quality. For example, while the shifts away from /É/ and /,/
could conceivably be explained on the basis of systemati-
cally high estimates ofF1 ~i.e., the arrows point in the direc-
tion of vowels with higher first formants!, those away from
/Ä/ and /|/ are not consistent with this idea. This is not to
suggest that formant measurement error does not play a role
in accounting for the differences in intelligibility between the
NAT and OF signals, but rather, that no simple, systematic
difference in formant estimation seems capable of account-
ing for these differences.

One other possibility worth considering has to do with
differences between the natural and synthetic signals during
the /*/ and final /$/ intervals. The synthesizer was driven by
acoustic measurements during the vowel only, with the /*/
and /$/ segments being generated by some simple rules. As a
result, the initial /*/ and, in particular, the final /$/ segments
did not always show a very close match between the original
and synthetic utterances. It is possible that there is some
limited information in the naturally produced consonants that
influenced vowel quality. Alternatively, it may be that there
was some information in the synthetic consonants that was

misleading to listeners in some way. Experiment 2 was de-
signed to test this possibility.

III. EXPERIMENT 2. METHODS

Experiment 2 presented listeners with four kinds of sig-
nals: ~a! the 300 natural /hVd/ utterances~NAT!; ~b! the
vowel only from the 300 NAT utterances~NAT-V !; ~c! the
300 original-formant synthetic /hVd/ utterances~OF!; and
~d! the vowel only from the 300 OF synthetic utterances
~OF-V!. The signals were edited from the NAT and OF ut-
terances described above using a simple computer program
that was controlled by the hand-measured values of vowel
start and vowel end from Hillenbrandet al. ~1995!. After
clipping the vowels from the /hVd/ utterances, the NAT-V
and OF-V signals were ramped on and off with a 10-ms
half-cosine function to prevent onset and offset transients.
Listeners consisted of 24 undergraduate students who had
taken an introductory phonetics course and had received ba-
sic instruction in the use of phonetic symbols for vowels.
None of these listeners had participated in experiment 1. Lis-
teners identified each of the 1200 test signals~300 NAT, 300
NAT-V, 300 OF, and 300 OF-V! presented in random order
using the same instrumentation and procedures that were de-
scribed for experiment 1.

IV. EXPERIMENT 2. RESULTS AND DISCUSSION

Overall percent correct values for the four stimulus con-
ditions of experiment 2 are shown in Fig. 7. The main point
to be made about Fig. 7 is that both the natural and OF /hVd/
syllables were identified at a slightly higher rate than the
corresponding vowel-only utterances. A repeated-measures
two-way ANOVA showed significant effects for both factors
~natural versus synthetic:F@1,24#5268.4,p,0.01; syllable
versus vowel:F@1,24#564.8, p,0.01!. As can be seen in
Fig. 7, the difference in intelligibility between the /hVd/ and
vowel-only conditions is not large overall, and is very small
for the OF synthetic stimuli. Newman–Keulspost hoctests

FIG. 6. This figure shows the most frequently occurring shifts in vowel
color from NAT to OF; that is, the number of instances in which the natu-
rally spoken version of an utterance was correctly identified but the original-
formant synthetic version was identified as some other vowel. To provide a
reference frame for formant space, phonetic symbols are plotted at the av-
erage values ofF1 andF2 for the women. The tails of the arrows are plotted
at the formant values for the correctly identified natural signal, and the
arrow heads point at the phonetic label assigned to the OF synthetic version
of the signal. The line thickness is roughly proportional to the number of
labeling shifts.

FIG. 7. Percent correct identification for four types of utterances:~a! natu-
rally spoken /hVd/ signals~NAT!, ~b! the NAT signals with the initial and
final consonants edited out~NAT-V !, ~c! original-formant synthetic /hVd/
signals~OF!, and ~d! the vowels only from the OF signals~OF-V!. Error
bars indicate 1 s.d. The percentages above each bar indicate the mean per-
cent correct for each condition.
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showed that this difference was significant only for the natu-
rally spoken stimuli. These results would seem to be consis-
tent with the idea that there is some limited information in
the naturally produced consonants that influences vowel
quality. If the synthetic consonants were providing mislead-
ing information about vowel quality, the results should have
shown an improvement in intelligibility for the OF synthetic
signals with the removal of the consonants, and little or no
change for the natural signals. The small drop in intelligibil-
ity that was observed suggests that some very limited infor-
mation about vowel identity was lost when the natural con-
sonants were clipped off. However, the absolute magnitude
of the effect was quite small. The natural vowel-only stimuli
remain highly intelligible, and the drop in intelligibility that
results from excising the consonants amounts to an average
of just 7 additional misidentified vowels out of the 300 that
were presented. The primary conclusion from experiment 2,
therefore, is that the failure to faithfully model the initial and
final consonants can at best explain a very small portion of
the difference in intelligibility between the natural and OF
synthetic signals.

V. PATTERN RECOGNITION MODELS

Two general conclusions seem likely from the forego-
ing. First, some changes in listeners’ perception~most nota-
bly those between the natural and OF stimuli! cannot be
readily accounted for by any of the acoustic properties con-
trolled in the experiments. Second, despite this, variations in
responses across stimuli are at least partly related to differ-
ences in spectral change that were manipulated. The model-
ing work presented below strives to provide a more detailed
assessment of just how far we can go in relating response
patterns to selected acoustic properties.

This modeling can be viewed as a way to extend the
insights that we were seeking in Fig. 5. There, we measured
how average identification rates for each vowel category im-
proved from the FF to the OF condition and we attempted to
relate that improvement to average spectral change. The
Pearson correlation coefficient (r 50.46) between thex andy
coordinates of Fig. 5 gives us a simple index of association
between the two quantities. The directness of such an ap-
proach is very appealing, and it seems to provide some evi-
dence for the hypothesis being tested. However, it is defi-
cient in several respects. First, it fails to take into account
variation among tokens of the same vowel category. Second,
a very high correlation should result only under a very lim-
iting assumption: namely, a unit increase in the magnitude of
spectral change will result in a uniform change in identifica-
tion rate, regardless of the direction of the change and of the
overall location in formant space of the tokens involved.
However, it is easy to imagine cases where this is most un-
likely. For example, a token of a vowel whose overall posi-
tion in formant space is relatively distant from those of its
competitors in neighboring categories is likely to be less sen-
sitive to differences in spectral change than a token that is
closer to competing tokens.

Nearey and his colleagues have developed pattern rec-
ognition methods that can overcome these difficulties~Ass-
mannet al., 1982; Nearey and Assmann, 1986; Andruski and

Nearey, 1992; Nearey, 1997!. These methods can simulta-
neously accommodate many aspects of the patterns, includ-
ing magnitude and direction of spectral change and relative
distance from competitors, on a token-by-token basis. We
will adopt a variation of the general methodology developed
by Nearey and Assmann~1986!.

A. Testing and training sets

Much of our modeling uses a two-stage procedure in-
volving the distinction between disjoint training and testing
data that is now prevalent in the speech recognition litera-
ture. First, a pattern recognition algorithm is constructed
based on the statistical regularities in the training data. Sec-
ond, the parameters of the recognition model are held fixed
at the training values, while the algorithm is fed new acoustic
data from a testing set that is independent of the training
data. This generates predicted response patterns, which are
then compared to listeners’ performance on the test stimuli.

The training set consisted of 1297 tokens from the larger
data of Hillenbrandet al. ~1995! and will be referred to as
the H95 data. The selected tokens included all those with no
missing values for any of the measurements required, but
excluded the 300 tokens that were used in experiments 1 and
2 above. There was also a corresponding set of responses for
each token of the H95 training data. These responses were
used for training the logistic regression coefficients in Model
B, discussed below. The testing sets consist of the stimuli
and responses reported in experiments 1 and 2 above.

B. Stimulus properties and discriminant analysis

We have chosen a representation similar to that of the
Canadian studies, using vowel duration, steady-stateF0 , and
F1 , F2 andF3 ~all frequencies were log-transformed! at the
20% and 80% time points.~For the flat formant stimuli, the
20% and 80% formant frequencies were equal to the mea-
sured steady-state frequencies.! Linear discriminant function
analysis of the H95 training data showed that 92.0% of the
tokens could be correctly reclassified using these measure-
ments. When the coefficients estimated from the training
data were applied to measurements from the natural or OF
testing data~with distinct 20% and 80% formant measures!,
the results were actually higher, 94.0% correct. Thus the cho-
sen measurements are capable of separating the vowel cat-
egories relatively well. But to what degree can a recognition
algorithm characterize variation in listeners’ response pat-
terns?

C. Predicting listener responses on the testing data

1. Model A: A posteriori probabilities from
discriminant function analysis of the H95 data

The linear classification functions described above are
not only suitable for classification, but they can be used to
generatea posteriori probabilities ~APP scores! of group
membership for any given measurement point. APP scores
can be viewed as estimates of relative strength of group
membership~Nearey and Assmann, 1986!. For example, a
token whose measurements are near the mean of /{/ and re-
mote from the means of the other categories will have an
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APP score for /{/ near unity while scores for the other vowels
will be near zero. Similarly, an ambiguous token that is
roughly equidistant from /{/, /|/, and /(/ will have a score near
0.33 for each of these vowels, but near zero for the rest.

Such graded membership scores can be compared with
confusion matrices, including confusion matrices constructed
on a token-by-token basis. Such token-by-token confusion
matrices will be referred to below as probability matrices.
For each 300 token set, there is both a predicted and an
observed probability matrix, each with 300 rows and 12 col-
umns. Predictions based on the linear classification functions
from the discriminant analysis of the H95 data will be re-
ferred to as Model A predictions.

2. Model B: Predicted probabilities from logistic
regression of the H95 perceptual data

Logistic regression provides another technique for gen-
erating predicted probability matrices for the testing data
~see Nearey, 1989, 1997, for applications of logistic regres-
sion to perceptual data!. A 12-category polytomous logistic
regression was performed using the training measurements
as independent variables and the response matrices from the
Hillenbrandet al. ~1995! study as the dependent measures.
This method may result in better correspondence to listeners’
behavior because, in effect, it can model ambiguity as well
as identity. It does this by optimally matching the gradient,
probabilistic identification profiles of a group of listeners to
each token of the training set, rather than simply predicting
nominal correct categories.

D. Measures of association between probability
matrices

We will compare predicted and observed probability
matrices using methods similar to those of Nearey and Ass-
mann ~1986!.5 Three measures of association will be re-
ported. The first is percentage of modal agreement (Pma),
defined as the percentage of tokens for which the predicted
and observed probabilities show the same modal category,
where the modal category is the response with the highest
probability for that token.~See the Appendix for a formal
definition of Pma and other measures of association used in
the pattern recognition work.! Note that this measure does
not depend on the nominally correct category of the original
recordings. For example, both the listeners and the prediction
model might agree that a flat formant token from an original
/|/ more closely resembles the /(/ category. These results are
shown in Table VI.

The second measure of association, calledcorrect re-
sponse correlation(r c), is defined as the correlation between
predicted and observed probabilities of nominally correct re-
sponses to each stimulus~ignoring all incorrect responses!.
The value ofr c will approach a maximum of 1.0 if and only
if variation in the relative probabilities of correct identifica-
tion by listeners is matched bycovariationin predicted prob-
abilities on a token-by-token basis. These correlations are
shown in Table VII. Although these are conventional corre-
lation coefficients from a computational standpoint, it is not
clear whether the usual statistical assumptions apply. There-
fore, following Nearey and Assmann~1986!, we will use

nonparametric randomization tests~Edgington, 1980! to as-
sess significance levels of the correlation coefficients.

E. Difference correlations

The third measure of association focuses on the ability
of the models to predict changes in listener behavior across
stimulus conditions. Corresponding stimuli in all the chang-
ing formant ~i.e., natural and original formant synthetic!
stimuli must have exactly the same predicted probabilities
because the measurement vectors supplied to the prediction
algorithm are identical. However, the measurements for the
flat formant synthesis tokens are different, since the formant
frequencies are from the steady-state portion. If a pattern
recognition algorithm approximates the behavior of our lis-
teners, we would expectchangesin predicted probabilities of
a given token across conditions to be correlated with changes
in listeners’ responses. Following Nearey and Assmann
~1986!, we have calculated correlations between changes in
predicted probabilities and corresponding changes in ob-
served probabilities. This is done by producing six difference
matrices, one for each of the six changing formant conditions
~the NAT and OF conditions from experiment 1 plus all four
conditions from experiment 2!. Each is calculated as the
element-by-element difference between the probability ma-
trix of the given changing formant condition and that of the
FF condition.

Our analysis here will concentrate on thecorrect re-
sponse difference correlation(r cd). The calculation is analo-

TABLE VI. Percent modal agreement values (Pma) for each of the stimulus
sets used in experiment 1. Columns represent different prediction models.
The last column represents an empirical split-sample cross-validation esti-
mate, predicting one-half of the subjects’ responses from the other half.

Experiment
Stimulus

type
Model

A
Model

B
Model

C
Model

C-s
Split-

Sample

1 NAT 94.0 97.0 96.3 96.1 99.5
1 FF 71.3 75.3 88.3 87.9 92.5
1 OF 91.7 92.7 94.3 94.2 96.4
2 NAT 94.0 97.0 96.3 96.3 100.0
2 OF 93.7 94.7 96.7 95.6 97.6
2 NAT-V 94.3 96.7 96.0 96.2 100.0
2 OF-V 95.0 95.7 97.0 96.4 97.7

TABLE VII. Correct response correlations (r c) for the same analyses as
Table VI. Significance levels~by randomization test! shown for completely
cross-validated predictions of models A and B only.

Experiment
Stimulus

type
Model

A
Model

B
Model

C
Model

C-s
Split-

Sample

1 NAT 0.207b 0.370c 0.400 0.345 0.585
1 FF 0.484c 0.547c 0.850 0.814 0.890
1 OF 0.399c 0.387c 0.710 0.660 0.814
2 NAT 0.094 0.305c 0.249 0.197 0.434
2 OF 0.408c 0.426c 0.659 0.626 0.812
2 NAT-V 0.220c 0.372c 0.371 0.326 0.561
2 OF-V 0.480c 0.504c 0.664 0.605 0.751

ap,0.01.
bp,0.005.
cp,0.001.
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gous to the correct response correlation, except that differ-
ence matrices are substituted for the original probability
matrices. This correlation will be large only when predicted
and observed correct identification rates change in similar
ways across conditions. Correct response difference correla-
tions are shown in Table VIII.

F. Benchmark split-sample predictions

As in Andruski and Nearey~1992!, we have included
benchmark measures of association based on the degree of
agreement between subgroups of listeners. This was done by
half-sample cross validation. For each experimental condi-
tion, subjects were split randomly into two groups. An ob-
served probability matrix was calculated from the responses
of approximately half the listeners~10 of 20 for experiment
1, 13 of 25 for experiment 2!. This was used to provide
nonparametric predictions for the entries of a similar matrix
compiled from the remaining data. Measures of association
from 200 different random splittings were averaged. These
results are presented in the last column of Tables VI–VIII.
These figures give a rough estimate of the degree of similar-
ity of empirical response tables when the experiment is re-
peated with different listeners.

VI. DISCUSSION

A. Changing formant conditions

Consider first the results for the changing formants con-
ditions, i.e., all cases but FF. In Table VI, we see that model
A shows modal agreement ranging from 91% to 95% in
these conditions. Model B, which had access to gradient as-
pects of listeners’ categorization of the training stimuli,
shows even higher agreement~about 93%–97%!. A com-
parison with split-sample benchmark in the last column of
Table VI shows that there is still room for improvement:
Listeners are somewhat more consistent with each other
~modal agreements range from 96% to 100%! than they are
with our models.

Much of the similarity of models A and B for all of the
non-FF conditions can be attributed to the simple fact that,
for the both the listeners and the models, the modal category
is the nominally correct category for most of the stimuli. The
nominally correct identification rate is 94% for model A and

97% for model B for each of the changing formant condi-
tions. The correct identification rate for listeners varies from
about 95% to 100% across conditions~where the ‘‘winning’’
category is the one with the plurality of listener votes!. How-
ever, correct response correlationsr c in Table VII show that
more than this overall correspondence of correct responses is
involved. Recall thatr c is positive only to the extent that
variations in the probability of nominally correct responses
covary in predicted and observed tables. Therefore, simply
having high average probabilities of correct responses in
both observed and predicted matrices will not result in posi-
tive correlations. The correlations for model A and model B
are all positive and significant for all of the changing-
formant conditions. Although the magnitudes of such corre-
lations are modest, we should bear in mind that a ceiling on
this correlation is imposed by listener-to-listener variability.
An estimate of this ceiling is given in the split-sample col-
umn. For the changing-formant cases, the variance accounted
for by model A~calculated as the ratio of the squares of the
correlation coefficients! is roughly one-third and that by
model B is roughly one-half that accounted for in the corre-
sponding split-sample benchmarks.

B. Flat formant condition

In the case of the FF stimuli, neither thea priori models
~A and B! nor listeners’ identifications show nominally cor-
rect identification rates nearly as high as in the changing-
formant cases. The nominally correct category was chosen
by the plurality of listeners in only about 80% of the tokens.
Perhaps not surprisingly, the corresponding nominally cor-
rect identification rate for model A is considerably lower,
only about 60%. Nonetheless, the modal agreement between
the two is about 71%. Modal agreement with listeners is
higher than the algorithm’s correct identification rate because
model A predictions showed the same ‘‘modal error’’ as lis-
teners in 32 of the 59 tokens nominally misidentified by the
plurality of listeners. Model B shows a nominally correct
classification rate of about 73%, which is still somewhat
lower than listeners. Again, the modal agreement between
listeners and model B is higher~about 75%! because model
B has also predicted the listeners’ ‘‘modal errors’’ correctly
in 29 of 59 cases.~This agreement on modal errors is slightly
less than with model A. The improvement of model B over
model A occurs because model B predicts 197 of the 241
correct responses by listeners, while model A correctly pre-
dicts only 182 of them.!

While the above results clearly suggest a reasonable de-
gree of correspondence, we also see that listeners are much
more consistent with each other than they are with the mod-
els. Although the rates of split-sample modal agreement are
lower than they were for any of the changing formant con-
ditions, at about 93% they are still more than 20 percentage
points higher than the model A results for the FF stimuli.

The general pattern of the modal agreement results is
also supported by the correlations between observed and pre-
dicted identification rates for nominally correct tokensr c ,
given in Table VII. Both model A and B show highly sig-
nificant correlations. However, the magnitudes of the corre-

TABLE VIII. Difference correct response correlations (r cd) of predicted
with observed correct response difference scores when correct response for
the flat formant data is subtracted from each of the corresponding tables.
Significance levels~by randomization test! shown for completely cross-
validated predictions of models A and B only.

Experiment
Stimulus

type
Model

A
Model

B
Model

C
Model

C-s
Split-

Sample

1 NAT 0.364a 0.494a 0.703 0.669 0.857
1 FF ¯ ¯ ¯ ¯

1 OF 0.463a 0.541a 0.753 0.699 0.788
2 NAT 0.382a 0.486a 0.694 0.661 0.873
2 OF 0.450a 0.554a 0.772 0.734 0.835
2 NAT-V 0.356a 0.472a 0.701 0.667 0.853
2 OF-V 0.395a 0.497a 0.738 0.698 0.821

ap,0.001.
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lations ~r c50.48 and 0.54! account for only about one-third
of the variance accounted for in the split-sample predictions
(r c50.89).

While the above models give a reasonable estimation of
the overall fit of the predictions, they give only a very indi-
rect view of the relative success of predictingchangesin
categorizationacrossconditions. For this, we turn to the cor-
rect response difference correlations,r cd , in Table VIII. Re-
call that this measure involves correlations of the changes
~from the FF condition to each of the changing formant con-
ditions! in observed probabilities of correct response with
corresponding changes in predicted probabilities. Models A
and B both show highly significant correlations for changes
in response patterns from the FF condition to each of the
other ~changing formant! conditions. Model A accounts for
only about 17%–35% of the variance accounted for by the
split-sample benchmark. Model B fares somewhat better, ac-
counting for about 30%–47% as much as the benchmark.
The analysis underlyingr cd values is similar in spirit to that
of Fig. 5. There are two main differences. First, rather than
looking at difference in magnitude of formant change,r cd

involves changes ina posterioriprobabilities~which, for lin-
ear discriminant analysis, are closely related to changes in
‘‘relative statistical distance’’ to category prototypes! be-
tween the two conditions. Second,r cd values are calculated
on a token-by-token basis, while Fig. 5 involved averaging
over vowel categories.6 If a similar averaging is done over
changes ina posteriori probabilities, correlations across
vowels are considerably higher for both model A (r 50.60)
and model B (r 50.71) than for the spectral distance mea-
sure of Fig. 5 (r 50.46).

C. Model C. Predicted probabilities from the
experiment 1 perceptual data

Despite the significance of the results reported above,
the modest size of the goodness of fit measures for the FF
data relative to the split-sample benchmark must give us
some pause. However, it should be kept in mind that models
A and B were trained only on citation form tokens that must
certainly show less variability than the overall population of
tokens~produced, e.g., at various speaking rates and stress
conditions! to which listeners are exposed. Thus even model
B, which was trained on the rather limited degree of gradient
behavior in listeners’ categorization of the H95 training data,
might easily have ‘‘wrapped itself around’’ a solution that
was dominated by listeners’ behavior to relatively prototypi-
cal stimuli. It is perhaps not surprising that such predictions
might be rather fragile and that they breakdown somewhat
when applied to the FF stimuli, which can present rather
different stimulus patterns than those in the H95 data for
many vowel categories.

We therefore constructed a third, optimized model,
model C. Unlike the other two models which are based on
the distinct H95 data set, the predictions here are based on
observed response probabilities for the 900 stimuli of experi-
ment 1. Model C prediction results are also shown in Tables
VI–VIII. This model is included to see how well a model of
the same ‘‘size’’ as model B might do with the stimuli in
experiments 1 and 2. Since it is not a fully cross-validated

model, it is likely to present an overly optimistic picture
~Efron and Tibshirani, 1993! of prediction errors for new
data. However, to the extent that performance of even this
model falls below our split-sample benchmarks, we will
know that the shortfall is not due simply to the restricted
nature of the training data and we will have a useful estimate
of the lower bound on how much remains to be explained.

In addition, limited cross validation to distinct listeners
and distinct tokens is possible with the available data if we
reverse the roles of the training and testing data from those
of models A and B. That is, we use logistic regression coef-
ficients ‘‘frozen’’ at the values estimated by model C to pre-
dict listeners’ behavior on the much larger set of natural
tokens of the H95 data. This analysis yields a modal agree-
ment of 90.5% with H95 listeners, anr c correlation of 0.453.
If model C is used to classify the H95 training tokens, we
find cross-validated classification rate of 90.5%.~This is the
same as modal agreement with listeners, because the plural-
ity of listeners’ responses in the H95 actually selects the
nominally correct category for all stimuli.! This is rather re-
markable, given that self-trained linear discriminant analysis
on the same data yielded 92.0%. Recall that in model C we
are training on measurements based on only 300 different
vowels. Those measurements, when optimally mapped to lis-
teners’ responses in the three presentation conditions~OF,
FF, and NAT!, are capable of classifying a completely dis-
tinct set of nearly 1300 vowels almost as well as linear dis-
criminant analysis trained on the larger data set itself.

Although we are not able here to provide cross valida-
tion to entirely new stimulus tokens in all the conditions of
experiments 1 and 2, we can provide true cross validation
across different listeners for all conditions of experiment 2
~the last four rows in the model C column of Tables VI–
VIII ! and we can also provide split-sample cross validation
even in the case of experiment 1, by training on the data
from one-half of the listeners and testing predictions against
the other half~model C-s!. In the remaining discussion, we
will use the predictions of model C-s, since the measures
presented should provide unbiased estimates of prediction
success for the same set of stimuli across new groups of
listeners.~This is actually the only generalization that the
empirical split-sample benchmarks also address. There is no
statistical basis for generalizing those results to new stimuli.!

We find that modal agreement numbers for model C-s
~Table VI! are uniformly very high, although they are
smaller than the split-sample benchmarks by about 1–4 per-
centage points. Correct response correlations,r c , in Table
VII, are generally within about 0.1 of the corresponding
model A and B values, but are higher by about 0.2 to about
0.3 for the FF and the two OF conditions. However, the
variance accounted for by model C-s still averages only
about half that of the split-sample benchmark, ranging from
about 0.21 to 0.83, with the highest value for the FF condi-
tion. Correct response difference correlationsr cd , in Table
VIII, show somewhat more improvement. Model C-s shows
values about 0.16–0.31 higher than corresponding entries for
models A and B, accounting for about 57%–79% of the vari-
ance accounted for by the split-sample benchmark.
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VII. GENERAL DISCUSSION

The main purpose of this study was to measure the rela-
tive importance of formant frequency movements in the rec-
ognition of vowel quality. The substantial difference in over-
all intelligibility between the OF and FF signals strongly
confirms several previous findings indicating that spectral
change patterns play a secondary but quite important role in
the recognition of vowel quality. The vowels of American
and Canadian English~and almost certainly many other
vowel systems as well—see Watson and Harrington, 1999,
for recent data on Australian English! are more properly
modeled not as points in formant space but as trajectories
through formant space.7 However, a simple observation that
should not be lost in this discussion of spectral change is that
the single-slice spectral measurements reported in studies
such as Peterson and Barney~1952! capture most of the in-
formation that is needed to represent vowel quality. In the
present study,F0 , duration, and steady-state formant mea-
surements were sufficient to signal the intended vowel for
roughly three-fourths of the utterances, with nearly all of the
misidentifications involving adjacent vowel categories. Strik-
ingly similar identification rates for vowels with static for-
mant patterns were reported by Fairbanks and Grubb~1961!,
Assmann and Nearey~1986!, and Hillenbrand and Gayvert
~1993a! in studies using methods that are quite different from
those employed here.

The relative importance of formant frequency change
varies considerably from one vowel to the next. It was gen-
erally the case that the effect of formant flattening was small
for vowels that tend to show relatively little formant fre-
quency movement and larger for vowels that tend to show
large changes in formant frequencies. The relationship is not
quite that simple, however, as demonstrated by the very dif-
ferent effects of formant flattening for /|/, /,/, and /Å/, which
showed roughly similar average magnitudes of formant fre-
quency change.

A significant limitation of this study is the exclusive use
of the simple /hVd/ environment for all utterances. The rela-
tionships between spectral change patterns and vowel iden-
tity are guaranteed to be more complex when the consonant
environment preceding and following the vowel is allowed
to vary. We are currently studying the acoustics and percep-
tion of a new multitalker CVC database with variation in
both consonants. Preliminary analysis of this database~Hill-
enbrand and Clark, 1997! using a statistical pattern classifier
shows substantially better classification accuracy for two
samples of the formant pattern rather than a single sample, in
spite of the complexities introduced by variation in conso-
nant environment. The classification advantage for the two-
sample case, however, was smaller than we observed in a
similar discriminant analysis of our /hVd/ database~Hillen-
brandet al., 1995!.

The pattern recognition methods described above use a
relatively simple approach to vowel specification based on
duration, steady-stateF0 , and formant frequency measure-
ments at two temporal intervals in the vowel. Such a repre-
sentation appears to go a considerable distance toward ac-
counting for the results of experiments 1 and 2 since
significant correlations were found between various aspects

of listeners’ behavior and the purelya priori predictions of
models A and B. However, the agreement between listeners
measured by split-sample benchmarks is typically better by a
factor of about 2 than even our best predictions. This sug-
gests that we have gone no more than about half the distance
to the goal of accounting for listeners’ behavior in these ex-
periments.

In our view, the most significant challenge presented by
the findings reported here is to explain the difference in in-
telligibility between the natural signals and the OF synthetic
signals. The OF signals were, of course, highly intelligible,
indicating that most of the information that is needed to cap-
ture vowel identity is preserved by theF0 , duration, and
formant measurements that were used to drive the formant
synthesizer. But the drop in intelligibility resulting from for-
mant vocoding makes it equally clear that a certain amount
of phonetically relevant information was lost.8 Two possible
explanations for this finding were pursued here. First, an
analysis of the shifts in vowel identity between the NAT and
OF signals suggested that it was unlikely that any simple,
systematic error in formant measurement could account for
the most common shifts in vowel identity. It was also shown
that the failure to faithfully copy the initial and final conso-
nants can at best explain a very small share of this effect.
One plausible explanation that was not pursued in this study
is that the transformation to a formant representation results
in the failure to preserve spectral shape details that are rel-
evant to vowel identity. The formant synthesizer is driven
entirely by spectral-peak frequencies, meaning that formant
amplitudes, bandwidths, spectral tilt, individual harmonic
amplitudes, and other spectral details will often not match
well between the natural and synthetic utterances. There has
been a fair amount of discussion about the relative contribu-
tions of formant frequencies and detailed spectral shape~e.g.,
Klatt, 1982a,b; Bladon and Lindblom, 1981; Bladon, 1982;
Zahorian and Jagharghi, 1986, 1987; Zahorian and Zhang,
1992!, but the question is far from resolved. Work that is
currently underway involves a close examination of the sig-
nals from the present study that showed significant shifts in
labeling between the natural and OF formant-synthesis con-
ditions in an effort to understand what specific spectral shape
details might play a role in judgments of vowel identity.
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APPENDIX. FORMAL DEFINITIONS OF QUANTITIES
USED IN PATTERN RECOGNITION STUDIES

The observed probability matrix has elementsOs(t,v),
where the subscripts represents a given stimulus condition
~e.g., NAT, FF, etc.!. t ranges over the 300 tokens andv over
the 12 vowel response categories. Assume the order of the
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vowels /{,(,|,},,,Ä,Å,Ç,),É,#,//. Thus,Os(4,3) represents the
proportion of listeners who responded to stimulus number 4
with vowel category 3. The predicted probability matrix with
elementsPs(t,v) is similar in structure, but containsa pos-
teriori probability estimates from the pattern recognition
models. These matrices are used for the definitions of all
other quantities used in the pattern recognition studies.

Percentage modal agreement for a given stimulus condi-
tion can be defined as:

100S t$M @argmaxv~Os~ t,v !,argmaxv~Ps~ t,v !#%/T!;

where M (x,y)51, if x5y and 0 otherwise, argmaxv indi-
cates the column index of the largest element in a row andT
is the total number of tokens~300 in these experiments!.

For correct response correlations, define the observed
correct probability score for tokent as Cs(t)5Os(t,ct),
wherect is the column number of the correct response for
tokent of the observed probability matrix. Thus if stimulus 4
corresponded to the vowel /|/ ~vowel number 3! in the origi-
nal recordings (s5NAT), then Cs(4) is Os(4,3). Predicted
correct probabilities are similarly definedDs(t)5Ps(t,ct).

Correct response correlations are then defined as the
Pearson correlation between the elements ofCs(t) and the
corresponding elements ofDs(t). Randomization tests are
calculated by randomizing the token index for the predicted
tokens. Correct response difference correlations,r cd , are
based on changes in correct identification probabilities be-
tween all moving formant conditions and the FF conditions.
Define correct response difference scores asYs(t)5Cs(t)
2CFF(t) for observed probabilities and asXs(t)5Ds(t)
2DFF(t) for predicted, where the subscript FF refers to the
fixed formant condition. Correct response difference correla-
tions for each conditions ~except FF, for which all scores are
by definition zero! are then the Pearson correlations between
Ys(t) andXs(t).

1Note that the formant contour for the /,/ in Fig. 2 shows two relatively
stationary segments. While this sort of pattern was not very common over-
all, it did occur with some regularity for this vowel. There was nothing in
the formal procedure for judging steady-state times that would have pre-
vented the research assistants who made these visually based judgments
from choosing a frame in the offglide as the steadiest point in the vowel.
Inspection of these measurements by the first author showed that this never
occurred.

2Note that the final /$/ segments of the OF and FF signals matched the
original signals fairly closely for overall segment duration, but the original
and synthetic signals did not necessarily match with respect to the relative
durations of the closure and burst intervals.

3Speaker-within-group could also be considered a random effect, although
this is not typically done in phonetics experiments. Furthermore, the sam-
pling procedure used did not allow for systematic testing effects as such.
Strictly speaking, we have no statistical basis for generalizing to stimuli
beyond those used in the experiments. Furthermore, statements about sub-
ject and vowel effects are to some degree confounded by individual speaker
differences. However, our main focus is on differences among conditions,
and we are using ANOVA primarily as a screening tool to draw our atten-
tion to possible patterns in the data that are correlated with vowel and
speaker group.

4As a further check on the stimulus generation process, several dozen of the
tokens showing the largest changes in identification from the NAT to OF
conditions in experiment 1 were reanalyzed at the University of Alberta
using software distinct from that used in Hillenbrandet al. ~1995!. This
reanalysis showed that the retracked formant frequencies from the resyn-
thesized stimuli agreed very closely with those of the original signals. Thus,
although other aspects of the stimuli~such as formant amplitudes and band-

widths! do vary, we are satisfied that the frequencies ofF1 through F3

match quite well.
5The analyses reported here focus on the probabilities of a single response
~either the correct original category or the modal response! in each stimulus
row of a probability matrix. We have also performed profile correlation and
difference profile correlation analyses similar to those reported in Nearey
and Assmann~1986! and Andruski and Nearey~1992! that use all entries of
the probability matrices. These analyses revealed patterns generally similar
to those reported here.

6There is also a third, minor difference. Figure 5 counted the number of
tokens whose correct identification changed from OF to FF conditions,
regardless of direction, whiler cd measures signed changes in probability of
correct identification across tokens. A very similar correlation results if the
latter difference in response measure is substituted in the analysis of Fig. 5.

7An anonymous reviewer suggested that listeners might, ‘‘... base their de-
cisions not on the formant frequencies at the 20%, the 80% or the two
combined but on the modal formant frequencies of the vowel production;
i.e., theF1, F2, F3 combination that occurs the most often ...’’ for the
nominally monophthongal vowels. We believe that this is an unlikely pos-
sibility. The clearest evidence, in our view, comes from the gating experi-
ments of Nearey and Assmann~1986!, showing excellent identification of
silent-center vowels~including the nominal monophthongs /(/, /}/, and /,/!
consisting of brief onsets and offsets, but poor labeling of the same seg-
ments played in reverse order.

8It is worth noting that the method that we used to track changes in vowel
color from the natural signals to the OF synthetic versions relies entirely on
changes in absolute identification. This method is rather coarse. There were
clearly many utterances in which the vowel color appeared to us to change
from NAT to OF, but the change was not sufficient to induce a labeling
shift for most of the listeners. Conversely, in listening to the natural and OF
versions of signals showing a large number of labeling shifts, we have
generally been impressed at the subtlety of the change in vowel color.
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The mechanical admittance~or mobility! measures the generalized velocities of a system under
generalized forces, whereas the impedance measures the forces when velocities are imposed. It is
shown that generally, and in cases of practical interest, the experimental determination of the
impedance and that of the admittance must comply with different requirements. Therefore, one
description cannot be derived from the other unless the degrees of freedom of the system which are
not measured are properly dealt with. Some of the experimental methods presented in the literature
are discussed along these lines. A new method is proposed for measuring locally the mobility
matrix: it is based on comparison with a known mechanical impedance and requires no force
measurements. A realization is presented in the case of the bridge of a violin and a quarter-size
cello. Theoretical requirements are found to be met between;450–1500 Hz for the violin and
;250–2000 Hz for the cello. Limitations of the method are found to be the influence of rotational
degrees of freedom and the scarcity of modes at some frequencies. Some implications of the
findings for the acoustics of the violin are also discussed. ©1999 Acoustical Society of America.
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INTRODUCTION

The term ‘‘admittance’’ is extremely general and is used
in a variety of contexts for expressing the ratio between the
complex amplitudes of two conjugate quantities or sets of
quantities which describe the state of a linear dynamical sys-
tem at a given frequency: for instance, current and voltage in
electrodynamics, velocity and force in mechanics, flow and
pressure in acoustics. The present article is devoted to the
investigation of the mechanical admittance~which is also
called ‘‘mobility,’’ a more descriptive term, in part of the
literature!. The extension of what is presented here to other
sets of variables found in acoustics, electrodynamics or elec-
troacoustics is straightforward. In what follows, the term
‘‘admittance’’ will be used in order to stress the potential
generality of the underlying concepts.

In Sec. I, the notions of impedance and admittance are
analyzed in the context of multiple input variables. The two
notions are shown to fit specific and different experimental
conditions, a fact which is not always recognized. The analy-
sis is illustrated in the cases of a mechanical point and of a
rigid body. The second section reviews part of the literature
in the light of these theoretical considerations and presents a
new method for measuring the mechanical admittance or
mobility of a point of a structure. The experimental proce-
dure is detailed in the next section in the particular instance
of measuring the mobility of the bridge of a violin. The last
section is devoted to results and to discussion. A very coarse
presentation of this research was presented in two
conferences.1,2

I. THEORETICAL BACKGROUND

A. Admittance versus impedance

Defining a dynamical system consists in distinguishing
its interior from its exterior. In the approach presented here,
it is also necessary to define explicitly all the points at which
the ~supposedly external! experimenter may act on the sys-
tem. These points will be called ports. Rather than looking at
the system from the inside~considering, for example, the
normal modes of a mechanical structure, or the state-space of
a dynamical system!, this article focuses on the ports of lin-
ear systems and is restricted to the case of a finite set of such
ports. The variables describing the dynamics of the system at
these points will be the generalized velocities~such as the
mechanical velocity of a point for a mechanical structure, the
current in a wire for an electrical circuit, the acoustical flow
entering a pipe, etc.!; those describing the actions exerted by
the experimenter on the system will be called generalized
forces ~respectively a mechanical force, an electromotive
force, an acoustical pressure!. All these form conjugate pairs
and choosing one definition is merely a question of conven-
tion: in some analogies, acoustical pressures may correspond
to currents and flows to voltages. Once a convention is cho-
sen, thought-experiments such as those described in the next
section may refer to an imposition of velocity rather than
force.

The generalized forces and velocities are viewed as sca-
lar, even when they arise as components of vectors. By defi-
nition, the admittance matrixis the square matrix which,
when multiplied by the column matrix of generalized forces,
yields the column matrix of generalized velocities. Theim-
pedance matrixdoes the opposite.a!

Electronic Mail: xb@moka.ccr.jussieu.fr
b!Electronic mail: weinreic@umich.edu
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Clearly, thefull admittance and impedance matrices are
inverses of each other, making the two descriptions equiva-
lent in the sense that knowledge of a system’s behavior un-
der applied forces~admittance! determines its behavior under
imposed velocities~impedance! as well. This is only true,
however, if the knowledge of anN-port system iscomplete
in the sense that one has determined the velocity of each port
under N linearly independent sets of forces, so that one
knows what each of those velocities will be when, say, a unit
force is applied to any one port and no force to any of the
others.

In practice, however, one often deals with apartial ad-
mittance~or impedance! matrix of dimension lower thanN,
saym. Such a matrix gives the velocity~force! in each of the
m ports when a unit force~velocity! is applied to one of them
and the force~velocity! is zero for each of the remaining
N2m ports. Since the conditions at theN2m ‘‘excluded’’
ports are different for the partial admittance matrix and the
partial impedance matrix, it is no longer possible to obtain
one from the other. We thus see that, physically, the mea-
surement of impedances must, both conceptually and practi-
cally, be carefully distinguished from the measurement of
admittances, in that fundamentally different conditions are
imposed.~Mathematically, the inverse of a submatrix of one
matrix is not a submatrix of the inverse of the matrix.!

To be more specific, the condition at an excluded port in
case of an admittance measurement means having a null me-
chanical force~usual and intuitive understanding of a ‘‘free
point’’ !, imposing a zero-pressure at an acoustical orifice
~which is slightly different from opening it, making this re-
quirement difficult to meet in practice!, or short-circuiting an
electrical port. In the course of the determination of a partial
impedance matrix, the corresponding conditions on excluded
ports are imposing a zero-velocity in the mechanical case~in
effect, blocking the system there!, closing an orifice by a
rigid boundary in the acoustical case, or leaving open the
port of an electrical circuit. These practical requirements
show that one is more likely to measure mechanical admit-
tances on the one hand and acoustical impedances on the
other hand. They also call for a thorough examination of
what are actually the ports, in a given physical situation.

One case in which complete measurements are taken on
all ports, so that the distinction between impedance and ad-
mittance measurement becomes unimportant, is where the
system only has one port altogether. For example, if our
interest is in the orifice of a pipe—possibly open at the other
end, in which case the free-field is part of the ‘‘interior of the
system’’—it does not really matter how the system is forced.
Both force and velocity are measured and one ratio or its
reciprocal gives valid results: either the impedance or the
admittance. At the other extreme, measuring, say, the admit-
tance of a system withN degrees of freedom necessitates the
forcing by N independent sets of forces and the measure-
ments ofN sets ofN velocities. Either impedance or admit-
tance components can then be found by the solution ofN
linear equations, each havingN unknowns. Any excitation
by a mixture of forces and velocities and measurement of the
dual complete set is acceptable too in this context.

A factor that often makes practical cases different is that

it is not always possible to isolate, physically, all the ports.
For instance, a mechanical point has intrinsically three de-
grees of freedom; but even if one is interested in only one
direction of motion, it may be hard in practice to act only on
that particular ‘‘port’’ without affecting the others. Thus ap-
plying a force in thex direction and measuring the velocity
in the same direction gives no useful information at all if we
are left ignorant of what is going on in they andz directions.
If we are careful to keep the forces in the other directions
zero, then the ratio of thex velocity to thex force gives one
element of an admittance matrix. On the contrary, if we are
careful to allow the point to move only in thex direction,
then the ratio of thex force to thex velocity provides one
element of an impedance matrix. Obviously, it would be very
dangerous to refer to those two numbers as ‘‘the admit-
tance’’ and ‘‘the impedance,’’ sincethe two are by no means
reciprocals of each other.

B. Admittance of a point and admittance of a rigid
body

Having three degrees of freedom, a point has also a 333
mechanical admittance. Under the most natural choice of co-
ordinates, it expresses the velocity taken by the point per unit
force in each orthogonal direction:

S Vx

Vy

Vz

D 5S Yxx Yxy Yxz

Yyx Yyy Yyz

Yzx Yzy Yzz

D S Fx

Fy

Fz

D ~1!

or, in a condensed form:

V5YF. ~2!

In fact, it is impossible to exert a force and measure
velocity components at a mathematical point; the measure-
ment locus always has a certain extent and may have to be
considered as a rigid body. Thus one may have to deal with
six degrees of freedom and a 636 matrix. It is natural to
choose as degrees of freedom the three translations of the
point under consideration and three independent rotations
Va , Vb , andVg of the rigid body around it accompanied
by the corresponding torques. Thex, y, and z axes may
coincide, respectively, witha, b, and g, but this is not a
requirement. We then have

S Vx

Vy

Vz

Va

Vb

Vg

D 5S Yxx Yxy Yxz Yxa Yxb Yxg

Yyx Yyy Yyz Yya Yyb Yyg

Yzx Yzy Yzz Yza Yzb Yzg

Yax Yay Yaz Yaa Yab Yag

Ybx Yby Ybz Yba Ybb Ybg

Ygx Ygy Ygz Yga Ygb Ygg

D
3S Fx

Fy

Fz

Ta

Tb

Tg

D . ~3!
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The 333 admittance matrix of Eq.~1! is simply the
upper left partial matrix of the one in Eq.~3!. If, as usual,
one measures only the forcesFx , Fy , Fz and the velocities
Vx , Vy , Vz , it is possible to determine this partial matrix
provided that no torque is exerted on the rigid body when
forces are applied to the point. Otherwise, the measurement
has the physical dimensions of an admittance but not the
correct physical significance. Another practical requirement
is that translations must be measured without being biased by
actual rotation of the whole rigid body.

When all the elements of a~possibly partial! impedance
or admittance matrix are determined independently, several
authors including ourselves have ‘‘tested’’ the validity of the
measurements by checking the positiveness of the real part
of the diagonal elements~when the structure is dissipative!
and the equality of the off-diagonal elements~consequence
of the principle of reciprocity!: these are necessary condi-
tions that the coefficients must fulfill. However, it should be
remembered that the reduction of this test to the case of a
measurement in one single direction is not indicative at all of
the physical validity of the result: the fact that phases of the
force and the velocity along the same direction are less than
90 degrees apart when the structure is dissipative only proves
that someenergy has been put in that direction. It does not
prove that energy has been put inonly that direction, as it
should be for a partial impedance or admittance measure-
ment. So this ‘‘test’’ can be very well met even if the ratio of
force and velocity does not have the physical meaning of an
impedance or an admittance.

After revisiting part of the literature in Sec. II A along
these theoretical lines, a new method will be presented in
Sec. II B. It will be explained in Sec. III how these practical
requirements are addressed.

II. MEASUREMENT METHODS

A. Review of some methods or experiments of
measuring mechanical admittances

Following the previous discussion, this review focuses
on the techniques for imposing the force at the point~s! of
measurement. The way of measuring the motion will not be
discussed here since it is relatively easy to do it without
disturbing the structure. Three kinds of methods can be iden-
tified where the force is exerted~a! by an actuator perma-
nently attached to the structure,~b! impulsively by the shock
of a hammer on the structure, and~c! by an electromagnetic
force, without direct contact.

~a! Measurements with a so-called ‘‘impedance head’’
are generally aimed at measuring the ‘‘mobility in one direc-
tion,’’ that is, a diagonal coefficient of an admittance matrix.
It applies usually to structures much stiffer in the plane nor-
mal to the direction of interest~typically, when the structure
undergoes flexural vibrations!. The impedance head is at-
tached to the structure, possibly with an intermediate wire,
and the ensemble is driven by a mechanical actuator. The
following problem must be considered: the mobility matrix
generally has off-diagonal elements; hence, the applied force
in the direction of interest tends to induce a motion in the
normal plane also. If the internal transverse stiffness of the

driver is not negligible compared to the stiffness in the nor-
mal plane of the structure, an unknown reaction force is in-
duced and exerted on the structure. More than one port is
now excited; in turn, this force is multiplied by off-diagonal
terms and the resulting velocity contaminates the measure-
ment of the desired diagonal coefficient. The quantitative
analysis has been recently presented by Faure.3 For this rea-
son, a wire is usually inserted between the impedance head
and the structure. It must have a transverse stiffness negli-
gible at all frequencies of interest in comparison with that of
the structure. In this case, and despite the name ‘‘impedance
head,’’ one diagonal element of an admittance matrix is mea-
sured. If no wire is used and the driver has a transverse
stiffness muchgreater than that of the structure in the nor-
mal plane, one element of theimpedancematrix is measured.
In the intermediate case, the measured quantity has no clear
physical meaning and is a linear combination of admittance
coefficients, influenced by the internal impedance of the
driver.

In the context of violin acoustics, Eggers4 has used a
contact method with a rod linking the shaker to the cello
bridge. More recently, Trott5 used a similar type of mounting
between the shaker and the violin bridge. Reportedly the
measurements are influenced by a mode whose motion is
normal to the bridge plane; only under critical alignment of
the driving ensemble could this mode become invisible. This
is not surprising: this alignment is simply a situation where a
linear combination of the admittance coefficients minimizes
that particular mode. Developed for stringed instruments, the
design proposed by Firth6 joins the impedance head and the
shaker. This method is also subject to the problems described
above.

~b! In the context of the acoustics of stringed instru-
ments, several authors have excited the structure by means of
an impact hammer. In the two cases discussed here, the im-
pact was on one side of the bridge whereas the motion was
measured on the other side. Jansson7 deals with only one
direction of motion and one direction of force whereas Lam-
bourg and Chaigne8 present measurements relative to two
directions, both for force and motion, and a 232 admittance
matrix. The admittance is derived from a Fourier analysis of
the force and acceleration signals. The method is theoreti-
cally subject to the same problem as above: a force may be
exerted by the hammer during the impact in the direction
transverse to the one under consideration~that is, the one
oriented along the velocity of the hammer just before the
impact! due to a transverse motion of the structure and the
reaction of the hammer to that motion. A practical solution is
that the hammer have a negligible impedance compared to
that of the structure~very light, or very slippery!. This in turn
would ensure that the reaction force caused during the im-
pact by the coupling terms of the local admittance~as ex-
plained for the previous method! are negligible.

According to Woodhouse~personal communication!,
who practiced the method in Jansson’s laboratory, the ab-
sence of rotation of the hammer after its bouncing is easy to
check visually and a good sign of the absence of transverse
force ~at least in one direction! during the shock. Altogether,
this method appears to meet the theoretical requirements,
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provided that appropriate guidelines are followed during the
experiment. Lambourg and Chaigne’s experiments also com-
ply almost certainly with these requirements since their mea-
surements of off-diagonal conjugate terms are so very similar
to each other~strictly speaking, these ‘‘checks’’ are neces-
sary but not sufficient!.

Notice that the dual requirement~zero velocity instead
of zero force! for measuring an impedance would be that the
hammer be very heavy or constrained to move in only one
direction for the whole duration of data taking. As the ham-
mer is supposed to bounce on the structure and to lose con-
tact, the boundary conditions change and the requirement
cannot be met; this means that, paradoxically, no impedance
measurement can be performed with an ‘‘impedance ham-
mer.’’

~c! A third kind of excitation consists in fixing a light
magnet on the structure and imposing a current through a
nearby coil.9 In this case, the only concern is the linearity of
the excitation process: the motion transverse to the force di-
rection should be sufficiently small as to leave the magnet in
a region where the magnetic field can be considered as uni-
form. Yoder10 has suggested a way of calibrating the proce-
dure based on a one-dimensional version of the comparison
method that we present here.

Besides a discussion of the experimental methods, sev-
eral other articles or reports are worth reviewing here, mainly
because they address the question of multiple ports. As ana-
lyzed by Cremer11 in Chap. 9.2, Steinkopf was the first to
discuss the violin bridge as a multiple-port system in an un-
published work of 1963. Three ports of the isolated violin are
examined by him: the top of the bridge in the bowing direc-
tion and the two feet of the bridge in the direction perpen-
dicular to the top-plate. The nine coefficients of the admit-
tance matrix are not measured independently; instead,
hypotheses on the system and reciprocity considerations re-
duce the number of expected different coefficients to four
~therefore, no check could be done on the validity of the
results!. Three of them are adequately measured: velocity
measurements are made under imposition of a force at one
port and no constraint at any other port. The fourth coeffi-
cient is not reported on. Besides, a measurement of an input-
impedance coefficient is described for the same three-port
system, at the top of the bridge, with, reportedly, the method
of excitation given by Eggers. The two other ports are
blocked but, at the point of measurement, the bridge is left
free to move in the other directions, instead of being con-
strained as it should be for a partial-impedance determina-
tion. The results are discussed in terms of one single reso-
nance~minimum of the impedance!: it could well be that the
coupling with other directions of motion shifts the position
of a sharp minimum. The same method has been used by
Reinicke.12

Another part of the work by Reinicke12 presented by
Cremer11 in Chap. 9.6 deals with the admittance of the violin
body at the locations of the violin feet, again perpendicularly
to the surface. It is not specified by Cremer how the excita-
tion is produced, but the results comply remarkably well
with the theoretical requirements on the admittance matrix
over a large frequency range.

B. The comparison method

The purpose of this method13 is to avoid measuring
forces and to deal only with measurements of motion. The
basis of the comparison method relies on the linearity of the
system under consideration. Therefore, Eq.~1! or ~2! be-
tween forces and velocities holds also for differences in
forces and differences in velocities between two tests per-
formed on the same system:

DV5YDF. ~4!

In our case, the two tests are
~i! one in which the system is shaken by an external

source,
~ii ! one where the system has been loaded at the point of

interest by a known mass or any other known impedance,
and is shaken again by the same external source operating in
the very same way. We shall discuss the case where the load
is a mass.

The two tests will be referred to respectively as the
‘‘free’’ and the ‘‘loaded’’ tests, and corresponding quantities
will be indexed accordingly.DV is the velocity difference
V f2V l between the two tests, measured at the point of in-
terest.DF is the difference in force exerted on the point of
interest between the two tests. This is simply the opposite of
the inertial force on the mass during the second test:

DF5Ff2Fl502~2ZV l !, ~5!

whereZ is the impedance of the mass. This becomes

V f2V l5Y~ZV l !. ~6!

In this situation, all degrees of freedom of the system are
simultaneously excited by the external source, but only three
of them are altered by loading a mass at a specific point,
considered as a triple input-port. Provided that the action
imposed by the exterior does not change from one test to the
other one, this complies with the criteria given in Sec. I A.
With only velocity measurements in the three directions of
space, one pair of tests gives three linear equations on the
nine coefficients of the admittance matrix. This doubling of
measurements is the price for getting rid of force measure-
ments. Three pairs of velocity measurements have to be done
in dynamically independent situations in order to obtain the
nine desired equations. The three dynamical cases are cre-
ated by changing the external source of excitation, in effect
‘‘polarizing’’ the system in three different states. The linear-
ity of the system guarantees that its dynamics is not changed.
Equation ~6! between vectors is then written three times,
becoming an equation between 333 matrices, having as col-
umns the three vectors of velocity-differencesV f2V l and
the three vectorsZV l . By hypothesis, the tests are indepen-
dent, so thatZV l , which is now a matrix, can be inverted,
giving explicitly the admittance as

Y5~V f2V l !~ZV l !
21. ~7!

The name ‘‘comparison method’’ is now justified: it
consists in comparing the velocity taken by the loaded sys-
tem to the one taken by the free system. The physical scale
for the admittance is the reciprocal of the impedance of the
loading mass. In practice, they must have the same order of
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magnitude. If the load is too light, the difference in velocity
will be too small, and therefore sensitive to noise; if it is too
heavy, the velocity of the loaded system will be too small.
Any known impedance can indeed play the role of the mass,
but this particular kind is certainly the easiest sort to cali-
brate.

III. EXPERIMENTAL PROCEDURES

The experiments have been carried out in a pseudo-
anechoic room (;2 m high, 3.5 m long, and 1.8 m wide,
lined on all six faces with 4-in. Sonex!. The requirement on
the room is that theincomingacoustical field on the violin is
the same for the two corresponding ‘‘free’’ and ‘‘loaded’’
tests. This field can be seen as the superposition of two; one
is due to the vibration of the loudspeakers~unchanged from
one test to the other! and the other one is due to the waves
generated by the vibrations of the violin~different between
the two tests! and reflected by the walls of the room. The
outgoing field generated by the vibrations of the violin is
obviously weak compared to the incoming field of the loud-
speaker which induces them; therefore, our pseudo-anechoic
room is sufficient to make the corresponding reflected field
weaker to the point where it can be neglected.

The violin rests on transverse bars across an aluminum
frame, hung at mid-distance between the floor and the ceil-
ing. The strings are damped with pieces of foam inserted
between them and the fingerboard. The violin is surrounded
with three loudspeakers, as shown in Fig. 1: one on the floor
underneath the violin, one hanging from the ceiling above
the violin and the third one put on a stool at the height of the
violin.

The loudspeakers are driven by a power amplifier
Crown D150A. A custom-made piece of aluminum of total
weight ;0.9 g ~a rectangular parallelepiped 93937 mm,
with a cylindrical cavity of diameter 7 mm and depth 6 mm!
receives the mass and the accelerometers. It is glued on the
flat side of the bridge facing the neck, between the A- and
the D-string, with cyanoacrylate glue. When a valuable in-
strument is used, a thin intermediate layer of wood is added
to protect the bridge. During the ‘‘loaded’’ test the cavity of
the aluminum piece receives a mass~lead cylinder of 3.8 g!
surrounded with a coat of wax to keep it firmly in place. The
accelerometers are Knowles BU1771 piezoelectric sensors
~0.3 g! with a built-in field effect transistor~FET!, operated
with custom-made amplifiers.

Directions are chosen for consistency with Cremer so
that thex axis is parallel to the strings, they axis is parallel
to the normal bow-direction, and thez axis points from the
bottom to the top plate~to be precise, since the plane is in the
yz plane, thex axis makes a small angle with the string
direction!. The center of reference is at the center of the
added mass, inside the hollow piece of aluminum.

As shown in Fig. 2, the three accelerometers are glued
on the aluminum support described above, one on the face
opposing the opening of the cavity for measuring thez com-
ponent of the acceleration~invisible in picture!, one on the
face opposing the bridge for measuring thex component, and
the third on one of the two free-remaining parallel faces for
the y component.

Signals are converted at a 8192 Hz sampling rate
through a 12-bit DAC/ADC board~Data Translation DT
2128! operated by a 286-PC with custom-written drivers.
The excitation signal~ 1

8 of a second, 1024 points long! was
generated according to the algorithm suggested by
Schroeder:14: it has a flat amplitude spectrum on the fre-
quency band 100–3,000 Hz, with a quadratic phase that en-
sures a very low peak-factor. Its frequency resolution is 8
Hz. At first, a frequency resolution of 1 Hz was used but it
has been checked in the course of the experiments that op-
erating with an 8 Hz frequency resolution did not change the
graphs of the results presented below in any visible way.

The power amplifier is adjusted to produce an output
level of a few volts when a full-scale sinusoid is produced by
the DAC. The form of Eq.~7! giving the admittance at the
point of reference shows that the incoming acoustical signals
have no influence on the result, as long as they induce a
vibration of sufficient level to overcome noise. In particular,
their spectrum need not be particularly flat. Therefore, the
frequency response of the loudspeakers was not considered.

Since the second member of Eq.~7! involves aratio of
velocities, one can replace them by the corresponding accel-
erations. The admittance can also be written, and has been
calculated, as

Y5~A f2A l !~ZA l !
21. ~8!

Further, a considerable advantage of the method is that
no absolute calibration of the accelerometers needs to be
made. It is not even necessary that they have a flat response
curve. However, the matrix inversion involved in the calcu-
lation of the admittance makes it necessary that the three

FIG. 1. General setup. FIG. 2. Measuring device. a: accelerometers~the one measuring along thez
axis is hidden, b: bridge, c: cavity for reference mass, and s: D and A
strings.
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accelerometers all have thesame response curve and re-
sponse level. The accelerometers have a very sharp mechani-
cal resonance at around 12 kHz and a very flat response
below 3 kHz. A difference of 1 kHz in the resonance-
frequency of the accelerometer~which would correspond to a
rather poor manufacturing uniformity! would induce a differ-
ence in frequency response of less than 1% in amplitude at 3
kHz. Therefore, the intercalibration of the three accelerom-
eters reduces to the datum of one constant factor, valid at all
frequencies. This correction has been done by adjusting the
gains of their respective amplifiers so that, when the accel-
erometers are subjected to the same mechanical vibration,
the three accelerometer-amplifier ensembles all give the
same response level.

The linearity of the whole experimental chain—DAC,
power amplifier, loudspeaker, violin, accelerometers, ampli-
fiers, and ADC—has been checked. In fact, it is a test very
sensitive to any defect in the attachment of the accelerom-
eters or of the mass to their support, or of the whole device to
the violin bridge.

Each response is obtained by running the excitation sig-
nal 20 times without interruption. No data are taken during
the first four runs which allow the system to reach its steady
regime of vibration. The data are then averaged on the 16
next runs in order to increase the signal-to-noise ratio.

IV. RESULTS AND DISCUSSION

The results that are presented here have been obtained
on a low-price violin ~Fig. 3! and a quarter-size cello of
decent quality~Fig. 4!. As the main objective of this article is
to present a method which measures independently the nine
complex coefficients of the admittance matrix, these results
will be mainly discussed in perspective of their intrinsic va-
lidity. The theoretical requirements that must satisfy the ele-
ments of an admittance matrix are that the real part of the
diagonal elements be positive~the violin is a dissipative
structure! and the off-diagonal symmetric elements be equal
~it obeys principle of reciprocity!. As can be seen on the
figures, the requirements are met within a frequency-range of
;400–1500 Hz for the violin and;250–2000 Hz for the
small cello. Within these ranges, there are isolated phase-
mismatches occurring in correspondence with a very low or
very high amplitude level, compared to the amplitude of the
reference admittance~a 3.8-g mass!: these are of no signifi-
cance. Other sources of discrepancies are discussed in Secs.
IV B and IV C. For allowing comparison with other pub-
lished measurements of the input-mobility in the bowing di-
rection, the magnitude ofYyy is redrawn in Fig. 5 in dB,
within the frequency range of validity of our results.

A. Implications for violin acoustics

The transverse motion of a bowed string exerts a force
in the yz plane~with Fy usually much larger thanFz due to
the polarization of the motion!. Within the frequency ranges
mentioned above, the nine mobility coefficients are of com-
parable order of magnitude in each instrument, the input-
mobility Yyy in the bowing direction being only about three
times larger that the other input or transfer mobilities. Con-

sequently, the out-of-plane motion of the bridge~in the x
direction! is as important as the in-plane motion~in the yz
plane! when a string is bowed. This in turn may have at least
two effects: coupling transverse waves~mainly in they di-
rection! and longitudinal waves~in the x direction! on the
string, and sound radiation of the bridge itself~due to its
out-of-plane motion!.

B. Admittance and normal modes

It has been shown in Sec. II B that three independent
excitations are necessary to produce an invertible matrixZA l

at a given frequency. The concept of independence must be
appreciated in a quantitative sense, as indicated by the extent
to which the matrixZA l is well or ill conditioned. Since any
structural vibration of the violin can be projected on the basis
of its normal modes, this requirement means that at least
three normal modes must exhibit a significant level at that
frequency and must be excited differently by the three loud-
speakers. This involves modes that~a! are well coupled to
the acoustical field,~b! have an eigenfrequency not too far
from the frequency of interest, and~c! do not have a node
near the point of interest.

Criterion ~b! is best discussed in terms of the modal
overlap, defined as the ratio between the half-power band-
width of a single mode and the average modal spacing.
When the modal overlap is large, the number of possible
active modes is of the order of the overlap; this is favorable
to the method. This situation is encountered at high enough
frequencies. When the modal overlap is small~that is for
high Q-factors and large modal spacing!, difficulties will
arise at least in the resonance band of each individual mode,
where it largely dominates the whole vibration. In between
the resonance frequencies, damping has almost no influence
on the level of vibration of each mode so the modal overlap
is irrelevant; the number of active modes depends only on
the details of the modal structure, and on the modal projec-
tion of the applied force.

If, at a given frequency, the vibration of a point is
largely dominated by the contribution of one single mode
~because all the other modes have a large modal mass or a
remote eigenfrequency or a nodal line at that point!, there is
effectively only one single mechanical port at that point. A
reference frame can be found in which the velocity has only
one spatial component and in which the admittance matrix
reduces to one scalar. Under this circumstance, or when only
two modes are present, neither a mechanical nor an acousti-
cal excitation can produce three independent velocity-vectors
and the algorithm presented here for finding the admittance
matrix is not applicable. This situation may be encountered
at any frequency but there is no theoretical limit~related to
the lowest eigenfrequency of the violin, for instance! below
which this situation would be necessarily met: omitting the
spatial factor, the mobility of a mode is asymptotically equal
to v/Mv0

2, whereM is the modal mass of the mode and
v0/2p its eigenfrequency. It is theoretically possible that
three modes have comparable contributions at an arbitrary
low-frequency. Therefore, one has to evaluate at each fre-
quency whether the vibration is one-, two- or three-
dimensional. If the velocity has a linear or planar polariza-
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tion, the admittance matrix could still be written in a 333
presentation but it would not be invertible. Given these con-
ditions, the corresponding 333 impedance matrix would ex-
hibit one or two extremely large eigenvalues, corresponding
to the fact that the system cannot physically be put into more
than two or one patterns of motions.

In order to estimate at which frequency the matrixZA l

cannot be inverted safely~i.e., the violin presents only one or

two degrees of freedom at that point or the signal becomes
very weak!, its eigenvalues have been evaluated and their
ratio examined. The sorted eigenvalues of the matrix of ac-
celerationA l , calledA1 ,A2 ,A3 in ascending order of their
modulus, are presented for the violin in Fig. 6. The figure
shows that the vibration level becomes very low below 180
Hz: this is because the monopole moment of the violin van-
ishes at low frequencies.15 A weak level ofA1 compared to

FIG. 3. Mobility at the top of the bridge of a violin.~a! Yxx , ~b! Yyy , ~c! Yzz , ~d! Yyx ~solid!, Yxy ~dashed!, ~e! Yzx ~solid!, Yxz ~dashed!, and~f! Yzy ~solid!,
Yyz ~dashed!. Dash-dot: Mobility of the reference mass~3.8 g!.
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A3 indicates that the motion has a planar polarization
whereas a weak level ofA2 compared toA3 indicates a linear
polarization. This is clearly the case below;450 Hz for the
violin, which explains why the 333 admittance matrix could
not be determined successfully in this low-frequency range.
Above the frequency range given in the figure, there was no
problem of that sort for the violin, except for isolated fre-

quencies. The same phenomenon could be observed below
;250 Hz for the small cello.

C. Rotations and torques

Kinematical and dynamical effects may couple rotations
or torques to the measurements:

FIG. 4. Mobility at the top of the bridge of a quarter-size cello.~a! Yxx , ~b! Yyy , ~c! Yzz , ~d! Yyx ~solid!, Yxy ~dashed!, ~e! Yzx ~solid!, Yxz ~dashed!, and~f!
Yzy ~solid!, Yyz ~dashed!. Dash-dot: Mobility of the reference mass~3.8 g!.
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~a! the accelerometers may be sensitive to rotational mo-
tions,

~b! some translational motion may result from applied
torques due to off-diagonal elements of the 636 admittance
matrix written in Eq.~3!.

Theoretically, the method measures the admittance of a
point. In fact, the dimensions of the measuring device make
it a solid body unless some characteristic dimension of the
device is negligible compared to some physical length char-
acteristic of the experiment. One considers the top plate a
thin and almost flat shell. Hence, at the surface of the top
plate where each foot of the bridge lies, the vibration is
largely dominated by translational motion except at nodal
lines ~if any! where the motion is purely rotational. Below
the first resonance of the bridge~known to occur near 3 kHz!
these vibrations are transmitted rigidly to the measuring de-
vice. Therefore, nodal lines on the top plate are the physical
axes of rotation of the measuring device~ ‘‘nodal line’’ does

not necessarily pertain to one particular mode since several
may be contributing to the vibration at one frequency; it
simply means the locus at which there is no vibration for that
frequency and that excitation!.

~a! Kinematical effects relate to the separation of trans-
lations from rotations, for a given choice of the reference
point ~in our case, the center of the reference mass, or the
center of the cavity during the ‘‘free’’ tests! and of the three
axes of measurement. The accelerometers have a very small
sensitive volume: a piezoelectric thin beam (;2.430.25
mm!, attached to the inside of the box of the accelerometer.
Considering them like point accelerometers means that they
have a center of sensitivity and are insensitive to rotations
around any axis going through that center of sensitivity. One
must then put the center of sensitivity of the accelerometer
measuringaz ~respectivelyax anday) on thez ~resp.x and
y) axis; in addition, the effect ofVx andVy ~resp.Vy and
Vz , Vz andVx) becomes minimal. Experimentally, the va-
lidity of the results~as indicated by the phase of the diagonal
elements and the equality of off-diagonal elements of the
matrix! at high frequency proved to be sensitive to small
changes in the positioning of the accelerometers. Here the
relevant ratio is formed by the distance between the axes of
sensitivity of the accelerometers and the distance to the near-
est nodal line. It can be reduced significantly by careful po-
sitioning.

~b! Dynamical effects are only inertial, since there are
no external forces applied to the bridge or the measuring
device. Therefore, the relevant parameter is the square of the
ratio between the radius of gyration of the lead mass~typi-
cally 2 mm! and the distance to the nearest nodal line~effec-
tive axis of rotation!. The latter is at least equal to the height
of the bridge (;3 cm!, as the measuring device is glued
between the two central strings. The rotational effects of in-
ertia are therefore less than1100 of translational effects unless
the bridge itself deforms. This occurs at its first resonance
(;3 kHz! and the closest nodal line is then considerably
closer to the measuring device: this is a very plausible source
for the 1.5 kHz limit in the validity of the results for the
violin.

Whereas the loss of validity of the results above;2 kHz
for the small cello and;1.5 kHz for the violin seems to be
rooted in the finite size of the device used for the measure-
ments, reducing the overall dimensions of the measuring de-
vice is not advisable: it has a dramatic effect~going with the
third power! on the mass that can be used as the comparison
reference. Also, the overall dimensions of the accelerometers
are no less than several millimeters.

V. CONCLUSIONS

The theoretical discussion together with the analysis of
some experimental methods in mechanics showed that ad-
mittance rather than impedance measurements are performed
in most situations. In practice, it is difficult to ensure the
conditions necessary to determine true impedance matrices
or coefficients; some techniques such as the impact hammer
are fundamentally inappropriate for that purpose but can be
excellent for admittance measurements. The comparison
method with an external load presented here has several ad-

FIG. 5. Amplitude of the input mobility in the bowing directionYyy for the
violin ~upper! and the small cello~lower!. Data are limited to the valid
frequency range. 0 dB corresponds to 1 s/kg~i.e., 1 m•s21

•N21).

FIG. 6. Eigenvalues of theA l matrix of acceleration measurements. Dash-
dot: smallest eigenvalueA1. Dashed: middle eigenvalueA2. Solid: largest
eigenvalueA3.
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vantages: neither force measurements nor the absolute cali-
brations of motion sensors are necessary. Drawbacks include
the necessity of dynamically independent sets of excitations
which may be difficult to obtain when the modal density and
the modal damping are low. Sensitivity to rotational effects
depends highly on experimental circumstances: the measured
structure, the measuring device, and the size of the load.

One could extend the method to a 1-D measurement by
means of a load constituted of a mass attached to the end of
a short stiff wire, whose other end is attached to the structure
at the point of interest. Between the resonance of this mass-
spring system and the first resonance of the clamped-
clamped beam formed by the wire between the mass and the
structure, the impedance of the load in the direction of the
wire is that of the mass whereas it is negligible in the trans-
verse plane16. This system could in turn be replicated in three
dimensions by three converging loaded wires, with the po-
tential advantage of concentrating the load on a smaller
space than that needed by the solid mass used here.

Our measurements show that the bridge of a violin or a
cello seems to have comparable mobilities in all directions of
space and that coupling terms between different directions
are also roughly of the same magnitude. The dynamics of
motion and coupling of the bowed string to the instrument in
the direction of the string may have received less attention
than they deserve.
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Producing a stable soft tone, difficult even for pianists, is one of the critical challenges in the
development of an automatic piano. The motion of the hammer prior to string contact was studied
to provide a basis for creating a stable, soft tone. A simple dynamic mechanical model was used to
analyze the motion. Using the actuator developed for the touch system, the motion of the hammer
under various input waveforms was observed and recorded. Based on this analysis, it can be said
that the calculated behavior correlates with the measured behavior. These results indicate that the
proposed model is useful because it clearly illustrates the behavior of the hammer. The modified
constant speed necessary to produce an optimum touch input waveform has now been found, which
allows the system to achieve stable soft tones. ©1999 Acoustical Society of America.
@S0001-4966~99!00706-7#

PACS numbers: 43.75.Mr@WJS#

INTRODUCTION

An automatic piano has been developed that has supe-
rior playback capability with the ability to produce stable,
soft tones and to achieve fast repetition of the same key.

Automatic pianos, including roll-operated and reproduc-
ing pianos, have been manufactured from the late 19th to the
early 20th century. The earlier models played back the notes
by simply following the length of the slit on a roll, which
represented the actual length of the notes to be played. They
could not, however, vary the volume of the note being
played. The reproducing pianos that followed in the early
1910s, however, featured volume control and had a greatly
improved ability to record and play back music compared to
the earlier roll-operated pianos. In recent years, automatic
pianos have been introduced into the market by several com-
panies. These new machines are superior in terms of record-
ing the touches and strokes of the original pianists as data,
and they achieve a far superior playback compared with pre-
vious reproducing pianos. However, in these machines, sole-
noids, driven in an open loop, are used to control the touch
of the key. This results in a narrow dynamic range due to the
unstable reproduction of soft tones as well as difficulties
playing the same key with fast repetitions. There is still
much room for improvement.

Reliably and repeatedly producing stable tones at a very
soft dynamic level is difficult even for pianists, and produc-
ing these tones is one of the critical challenges in the devel-
opment of an automatic piano. Little experimental research
has been done on the motions of the grand piano-action,1–4

which consists of several individual parts, including a key
and hammer. As a result, there have not been adequate quan-

titative and theoretical evaluations of these actions. There-
fore, a thorough analysis of the motion of the hammer prior
to string contact is necessary. Unfortunately, the mechanism
of the grand piano-action is complicated, and in order to
accurately analyze its motion, it has been necessary to de-
velop dynamic models of a high order, the analysis of which
is extremely difficult.

In this article, we analyze the motion of the hammer
prior to its striking of the string to provide a basis for creat-
ing a stable, soft tone. Although one of the problems with
such tones is producing them repeatedly at a very soft dy-
namic level, we concern ourselves in this article only with a
reliable initial production of the tone.

A simple dynamic mechanical model was used to ana-
lyze the motion of the hammer. Using the actuator developed
for the touch system, which is later described in detail, the
motion of the hammer under various input waveforms was
observed and recorded. The data obtained here correlate well
with the calculated theoretical values, demonstrating that the
model used for the analysis is valid and that the behavior of
the hammer has been made clear. An optimum touch input
waveform for the mechanical input motion of the key has
been established that allows the system to create a stable soft
tone.

The motions of the key and hammer were observed, and
data were recorded for the bass, baritone, and high tones on
the keyboard of the piano. The motion was extremely similar
for the entire keyboard range. For this reason, this article
deals only with the 11th key as an example. The piano used
in the demonstration was a C7 grand type from the Yamaha
corporation.
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I. TWO TYPES OF ACTUATORS FOR THE
AUTOMATIC PIANO

The two kinds of actuator used in the experiments dis-
cussed in this article are described below. These actuators
were designed and developed5,6 for the automatic piano to
control touch and pedaling, respectively~see Fig. 1!. The
touch actuator, as shown in Figs. 1~a! and 2, is no wider than
the width of the white key on the piano, and one is allotted to
each key on the keyboard, with 88 actuators in all. This
actuator is a moving coil type. An epoxy resin laminated
plate was chosen as the rotor material for its lightness, and a
coil of aluminum ribbon wire was embedded in the rotor.
High magnetic flux is obtained in the actuator through the
use of a rare earth cobalt magnet. The servo system functions

by means of position feedback, measuring the position of the
rotor with an eddy-current-type sensor, and having a
follow-up control that allows the fingertip~the touch-point of
the rotor! to follow any input waveform. The target plate is
fixed in a tilted position to the rear of the rotor. The tilt of the
plate is set so that the gap between the sensor and the plate
remains constant within60.8 mm for a rotational angle of
60.1 rad. This actuator produces a torque of 1.33 Nm/A, a
thrust of 13.3 N/A at the touch-point of the fingertip, and a
frequency response of 60 Hz.

The actuator can function from 10 mm above the key,
which is an effective way of producing a very strong tone.
However, this presents two problems at the moment the ac-
tuator comes into contact with the key: an impact sound is
produced, and the key separates from the fingertip due to an
impact force. Therefore, the best initial position of the fin-
gertip has been determined to be at the surface of the key
when the key is in its unplayed position. To obtain a very
strong fortissimo, it is necessary to achieve a velocity of at
least a constant 0.8 m/s in the movement of the key from its
initial position to the bottom. Though the mechanical imped-
ance of bass keys is greater than that of the middle and treble
keys, a bass-key velocity of approximately 2 m/s can be
achieved with a force of 50 N at the key front. The servo
amplifier for the touch actuator is a pulse width modulated
type, with a maximum current of 9 A. The force produced by
the actuator at the fingertip can reach a maximum greater
than 100 N.

The pedaling actuator was designed as a combination
between a dc servo motor and a self-locking mechanism uti-
lizing a worm gear and wheel. The dc servo motor provides
high torque with a small moment of inertia. The self-lock
mechanism enables a reduction in the heavy load on the dc
motor because the pedal remains mechanically locked in the
depressed position, allowing the current to the dc motor to be
cut off. This servo system is similar to the touch servo sys-
tem, with position feedback being generated from the pedal.

The system comprises 90 actuators, 88 for the keys and
2 for the pedals, with a servo mechanism for each actuator.
In order to control this network of actuators, a three-level,
hierarchically structured computer system was introduced.

FIG. 1. View of the touch actuators~a! and the pedaling actuators~b! for the
automatic piano.

FIG. 2. Schematic view of the touch
actuators on a grand piano.
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At the bottom level, 90 microprocessors are employed to
efficiently control the 90 actuators.

II. MEASUREMENT OF KEY, HAMMER, AND SOUND
PRESSURE

Using a laser displacement gauge~Keyence Corpora-
tion!, the motions of the key and hammer were measured.
Although a damper above the hammer head prevented us
from directly measuring the motion of the hammer at the
hammer head, we were able to align the spot of the laser with
the hammer shank by directing the beam between two strings
of the grand piano. The laser displacement gauge was se-
cured as shown in Fig. 3.

The rotational motion of the hammer shank could only
be approximated with a straight line using the laser displace-
ment gauge. The motion of the hammer had a rotational
angle of approximately 18 deg, and as a result there could be
significant error in these straight-line measurements. There-
fore, the laser was secured so that the beam could be pointed
toward the hammer shank fromA in Fig. 3, which is equal to
the direction of the tangent at the half positionu of the total
rotational angle in Fig. 3. As a result, the maximum error for
the displacement and the velocity of the hammer motion be-
came approximately 1% and 2.5%, respectively. It was there-
fore possible to observe and accurately record the displace-
ment and velocity. Using this measuring method, the
displacement signal is obtained, and the velocity signal for
the hammer can be simply determined by differentiation of
the displacement signal.

The C-weighting sound pressure level of a source in
decibels was measured using the sound level meter. The mi-
crophone of the sound level meter was secured in place 0.15
m above the strings near the rear edge of the damper.

III. DYNAMIC MODEL OF PIANO-ACTION

Concerning the piano-action shown in Fig. 4, when the
key is depressed slowly, the wippen moves upward. In the
initial movement, the repetition lever pushes up the hammer
roller ~attached near the rotational center of the shank! and
next the jack pushes up the hammer roller, and the hammer
head moves toward the string. As the key is depressed fur-
ther, the jack tail reaches the regulating button~referred to as
the ‘‘escapement point’’ in the following! as the hammer
head comes within several millimeters of the string. After
that, the jack is forced by the regulating button to rotate and
disconnect itself from the hammer roller. This is referred to
as the ‘‘escapement’’ in the following~see Fig. 5!, and be-
comes the end spot for the rising motion of the hammer. If
the key is depressed extremely slowly, the hammer falls on
the repetition lever without striking the string. In cases where
the key is struck with the usual force, the hammer will have
acquired sufficient velocity at the escapement point to con-
tinue and strike the string.

The suggested dynamic model of piano-action is shown
in Fig. 6. HereM is the mass of the hammer head, andK is

FIG. 3. View of the measurement method of the hammer motion.

FIG. 4. View of the piano-action on a grand piano.

FIG. 5. Sample relationship between the displacement of key and hammer.

FIG. 6. Dynamic model to be analyzed for the grand piano-action.
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the spring constant, which translates the elasticity of all the
piano-action parts, including the elasticities of the key, the
wippen, the hammer roller, and the shank, to the position of
the hammer head.DH is the distance moved from the origi-
nal resting position of the hammer head to the string, andDE

is the distance moved from rest to the escapement point. The
initial deflection and damping due to the influence of gravity
on M were disregarded.DK is the value obtained by multi-
plying the key travel distance by the lever ration. The maxi-
mum movement of the edge under the spring is limited by
DK .

We also assumed the following. Because the spring is
not connected toM, the length of the spring does not exceed
its original length in the static equilibrium position. And be-
cause the displacement of the top of the spring cannot exceed
DE , M cannot receive the force from the spring after it
reachesDE , and will move on because of its inertia.

To begin the analysis, values forM, K, andn were de-
termined by means of the following survey.

If the key was moved slowly, a good proportional rela-
tionship was obtained between the displacementXK of the
key and the displacementXH of the hammer head, so thatn
could be obtained from the slope~see Fig. 5!.

To measure the spring of stiffnessK with an experimen-
tal compression machine, the hammer was constrained, and
the key was loaded at the touch-point. The relationship be-
tween the deflection and the force of the key showed that the
stiffnessK had nonlinear characteristics, and a single value
for the stiffness of the spring could not be determined on the
basis of the results obtained. Therefore, the deflection range
was divided into two regions based on the relationship be-
tween the deflection and the force, and it was assumed that
the spring constant exhibited piecewise-linear characteristics.
The natural frequency,v1 , of the region of the small defor-
mation was determined by observing the movement of the
hammer in the piano. The natural frequency,v2 , of the re-

gion of the large deformation was estimated from the ratio of
the slopes based on a comparison of the small and large
deformations obtained from both calculated and measured
data.

The parameters for the calculations are indicated in
Table I.

A. Introduction to an analysis of the dynamic model

Using the equivalent electrical circuit shown in Fig. 7,
for which the half-period closely corresponds to the length of
time the hammerM is in contact with the spring in the model
shown in Fig. 6, an application of the Laplace transform with
the initial conditionsXH(0)50, VH(0)50, and the velocity
functionY(s) gives the following expression for the hammer
velocity VH1(s):

VH1~s!5Y~s!
1/sC

1/sC1sM
5

v1
2
•Y~s!

~s21v1
2!

, v1
2MC51. ~1!

1. Constant speed

In the case of a constant speedV, by substitutingV/s
into Y(s) of Eq. ~1!, the following expression for the ham-
mer velocityVH1(s) is obtained:

FIG. 7. Equivalent circuit of the model for which the half-period closely
corresponds to the length of time that the hammerM is in contact with the
spring in the model shown in Fig. 6.

FIG. 8. Velocities~a! and displacements~b! of the hammer and the key at
constant speedV in Fig. 7.

TABLE I. Parameters of analysis.

Parameter Unit Value Reference

DH m 0.048 Moving distance of hammer head
DK m 0.045 Moving distance of key3n
DE m 0.042 Distance of escapement point
v1 rad/s 81.7 Natural frequency of excitation
v2 rad/s 113 Natural frequency of free vibration
n ¯ 5.20 Moving distance of hammer head

Moving distance of key
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VH1~s!5
V

s
•

1/sC

1/sC1sM
5

v1
2
•V

s~s21v1
2!

. ~2!

From the inverse Laplace transformation ofVH1(s), the
following expressions for the hammer velocityVH1(t) and
displacementXH1(t) are obtained:

VH1~ t !5V•„12cos~v1•t !… ~3!

and

XH1~ t !5V•„t21/v1•sin ~v1•t !…. ~4!

As the key starts moving with constant speedV at t
50 ~see Fig. 8!, the compression of the spring introduces a
delay into the displacementXH of M compared to the dis-
placementXK of the input waveform. After half a period of
the natural frequency att5p/v1 , the spring recovers its
original length, and the delay momentarily decreases to zero.
At this moment,M has moved the same distance as the input
distanceXK and has reached its maximum velocity, 2V. The
spring then extends, exerting a force on the mass, movingM
more than the input distanceXK . After a period of the natu-
ral frequency att52p/v1 , the spring again recovers its
original length and the delay momentarily decreases to zero.

2. Constant acceleration

In the case of constant accelerationa, by substituting
a/s2 into Y(s) of Eq. ~1!, the following expression for the
hammer velocityVH1(s) is obtained:

VH1~s!5
a

s2 •
1/sC

1/sC1sM
5

v1
2
•a

s2~s21v1
2!

. ~5!

From the inverse Laplace transformation ofVH1(s), the
following expressions for the hammer velocityVH1(t) and
displacementXH1(t) are obtained:

VH1~ t !5a•t2
a

v1
•sin ~v1•t ! ~6!

and

XH1~ t !5
a•t2

2
2

a

v1
2 •„12cos~v1•t !…. ~7!

As the key starts moving with constant accelerationa at
t50 ~see Fig. 9!, the compression of the spring also intro-
duces a delay intoXH1 compared toXK . After a period of
the natural frequency att52p/v1 , the spring recovers its
original length and the delay momentarily decreases to zero.
At this momentM has moved the same distance and reached
the same velocity as the input distanceXK and the input
velocity VK . Then, because the velocityVH1 becomes
smaller than the input velocityVK , the spring is again com-
pressed.

IV. CONSTANT SPEED

In the case of a constant speed input, to differentiate the
behavior of the hammer from the driving speed of the key,
the behavior has been broken into three speed groups for
analysis.

A. Constant speed group I

Using a slow constant speed starting att50, the motion
of the model was observed and analyzed. The initial motion
of M exhibits a delay from the input displacement ofXK . At
the moment when half the period of the natural oscillation
has passed, the delay becomes zero, and the spring returns to
its original length. At this timeM breaks contact with the

FIG. 9. Velocities~a! and displacements~b! of the hammer and the key at
constant accelerationa in Fig. 7.

FIG. 10. Behavior of model in Fig. 6 for group I at constant speed.M breaks
contact with the top of spring after a time of half the natural period has
elapsed.
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spring and is thrown up at a velocity twice the input speed
~see Fig. 10!. After this moment, while the velocity de-
creases due to the influence of gravity,M goes up and then
strikes the string.

The displacement and velocity ofM until t,tA , where
tA5p/v1 is half the period of the natural frequency, can be
expressed by the equation

XH1~ t !5V•„t21/v1•sin ~v1•t !…, ~8!

VH1~ t !5V•„12cos~v1•t !…, ~9!

whereV is the input speed of the base excitation andv1 is
the natural frequency. Because the motion of the hammer
becomes parabolic fort.tA , the displacement and velocity
of M from tA to the time of the string-striking is given by the
equation

XH2~ t !5VH1•~ t2tA!2g•~ t2tA!2/21XH1 , ~10!

VH2~ t !5VH12g•~ t2tA!, ~11!

whereg is the acceleration of gravity. Because the motion
after the timetA is parabolic motion, when the peak of the
parabolic motion is equal to the string position, the input
speed can be defined as the minimum input speed. Witht
5tA , Eqs. ~8! and ~9! are reduced, and the obtained solu-
tions can be substituted into Eqs.~10! and~11!, respectively.
Therefore, reducing Eqs.~10! and ~11! with XH25DH and
VH250, the minimum input speed can be expressed by the
equation

VKmin5
Vmin

n
5

A~g•p/v1!218•DH•g2g•p/v1

4•n
, ~12!

whereVKmin is the minimum input speed for the key, reduced
to the position of the touch-point. In this case,M comes into
contact with the string; however, because the string-striking
velocity of M is zero, no sound is produced.

The general motion of the hammer in group I is shown
in Fig. 11. The data obtained, i.e., the displacement and ve-
locity of the hammer, is in good agreement with the calcu-
lated theoretical values and the demonstrated values.

In the case of group I, because the hammer breaks con-
tact with the other parts before it reaches the escapement
point, escapement does not occur.

B. Constant speed group II

The speed range (VKE,VKD) in this group is greater
than the speed of group I and can be expressed in terms of
the following quantities:

VKE5
DE•v1

n•p
, ~13!

VKD5
DK•v1

n•p
, ~14!

whereVKE andVKD are the speeds of the touch-point of the
key that the top and bottom of the spring respectively reach
at the escapement point, when a half-period of the natural
frequency has elapsed~see Fig. 12!.

The motion of the hammer fort,tE , where tE is the
time elapsed until the hammer reaches the escapement point,
is similar to that described by Eqs.~8! and~9!. As shown in
Fig. 11, fort.tE , the motion of the hammer becomes para-
bolic with the initial conditions of a displacementDE and
VH5VH1(tE). Hence, the response can be expressed by
equations that are similar to Eqs.~10! and ~11!:

XH3~ t !5VH•~ t2tE!2g•~ t2tE!2/21DE , ~15!

VH3~ t !5VH2g•~ t2tE!. ~16!

FIG. 11. General histories of displacement and velocity of the hammer
measured and calculated for group I.

FIG. 12. Behavior of model in Fig. 6 for group II at constant speed.M
breaks contact with the top of the spring at the escapement point.

FIG. 13. General histories of displacement and velocity of the hammer
measured and calculated for group II.
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In addition, to make the hammer reach the string in
group II, the minimum velocity of the hammer at the escape-
ment point can be expressed in terms of the following quan-
tities:

VHmin5A2•g•~DH2DE!. ~17!

The general motion of the hammer in group II is shown
in Fig. 13. The displacement and velocity of the hammer,
too, are in good agreement with the calculated theoretical
values and the demonstrated values.

Because the motion of the hammer after it passes the
escapement point is extraneous to the driving input wave-
forms, we will only discuss the motion of the hammer until it
reaches the escapement point in the following.

C. Constant speed group III

The speed in this group is greater than the speed of
group II, in that the bottom of the spring reachesDK ~i.e., the
key reaches bottom! before the top of the spring reaches the
escapement point~see Fig. 14!. At this moment the compres-
sion of the spring increases with increases in the speed.M is
then pushed toward the string up to the escapement point by
a force that is due only to the compression of the spring.

The motion of the hammer fort,tb , where tb is the
time elapsed until the bottom of the spring reachesDK , can
be expressed by Eqs.~8! and ~9!. In the group III case for

constant velocity and the group II case for constant accelera-
tion described in Sec. VI B, because the greater deformation
results in increases in speed, the natural frequencyv2 must
be used. A comparison of the motion ofM until the bottom
of the spring reachesDK was made between calculated and
measured data, and the result shows a gross error in the
calculated data forv2 compared to the measured data~data
not shown!. Hence, the natural frequency of the motion until
the bottom of the spring reachesDK in these group cases was
determined to bev1 based on a comparison between calcu-
lated and measured data.

After this moment,M begins to oscillate freely.M is
pushed up toward the string by the spring force due to the
initial displacement@DK2XH1(tb)#. The displacement and
velocity of M with the initial conditions of displacement
@DK2XH1(tb)# and velocityVH1(tb) can be given by the
equations

XH4~ t !5DK2~„DK2XH1~ tb!…•cos~v2•~ t2tb!!

2VH1~ tb!/v2•sin „v2•~ t2tb!…!, ~18!

VH4~ t !5„DK2XH1~ tb!…•v2•sin „v2•~ t2tb!…

1VH1~ tb!•cos„v2•~ t2tb!…. ~19!

If the speed becomes infinity, the string-striking velocity
of the hammer converging toVHammercan be expressed as the
equation

FIG. 14. Behavior of model in Fig. 6 for group III at constant speed. A large
applied force for input is excited for the model in Fig. 6. BeforeM starts the
motion, the spring deforms maximally.

FIG. 15. General histories of displacement and velocity of the hammer
measured and calculated for group III.

FIG. 16. Relationship between the key speed and the hammer string-striking
velocity. The numerical values in parentheses indicate the numbers of equa-
tions in the main text.

FIG. 17. Relationship between the key speed and the sound pressure.
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VHammer6 A~DK•v2!222•g•~DH2DE!. ~20!

The quantity in this equation corresponds to the hammer
velocity when the key reachesDK before the hammer goes
into motion, as shown in Fig. 14, and the hammer is pushed
up only by the spring force due to displacement. This value
is independent of the input waveform.

The general motion of the hammer in group III is shown
in Fig. 15. The displacement and velocity of the hammer,
too, are in good agreement with the calculated theoretical
values and the demonstrated values.

D. Results and discussion

The relationship between key speed and the string-
striking velocity as well as key speed and the sound pressure
are shown in Figs. 16 and 17, respectively. The group I case
is applicable for constant input speedsV from very low val-
ues up to about 0.2 m/s. At this upper limit, the striking
velocity of the hammer is about 2 m/s, corresponding to
mezzo forte.

In the case of group I, because the gradient for the driv-
ing speed of the key is great, the string-striking velocity and
the sound pressure vary greatly with the input speed. There-
fore, if the physical properties of the piano-action also vary
with environmental changes in temperature and humidity, it
appears that producing a soft tone is even more difficult.

In addition, for the group-I-type touch, the hammer
breaks contact with the other parts before it reaches the es-
capement point~see Fig. 18!. After it strikes, it is pushed up
by the other parts, moving at a constant speed, and strikes the
string again. In what follows, this phenomenon is referred to
as ‘‘double-striking.’’ This double-striking phenomenon oc-
curs only in response to group-I-type touch at constant speed
in response to the touch actuator.

V. MODIFIED CONSTANT SPEED

The double-striking problem as well as the other prob-
lems described above are caused by the hammer breaking
contact with the other parts at an early stage, before it
reaches the escapement point. To solve this problem, the

method described below was developed. The speed ranges of
groups I, II, and III are similar to the respective groups dis-
cussed in Sec. IV.

A. Modified constant speed group I

In the model shown in Fig. 6, the input speed is modified
so that it is equal to the velocity ofM when a half-period of
the natural oscillation has elapsed. As a result,M maintains
contact with the top of the spring and can move at a constant
speed to the escapement point. The motion ofM up until half
the natural period and after the escapement point is given by
Eqs. ~8! and ~9! and Eqs.~10! and ~11!, respectively. The
relationship between the input speedVS and the string-
striking velocityVHC of M is expressed by the equation

VHC5A4•VS
222•g•~DH2DE!. ~21!

Because the minimum input speedVKCmin becomes1
2 of

VHmin , which is given by Eq.~17!, we have the relationship

VKCmin5
VHmin

2•n
. ~22!

FIG. 18. General histories of the displacement of the hammer for ‘‘double-
striking.’’

FIG. 19. Comparison of constant speed and the modified speed.

FIG. 20. Relationship between the key speed and the hammer string-striking
velocity. The numerical values in parentheses indicate the numbers of equa-
tions in the main text.
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All of the hammer motions were observed and recorded
so that the string-striking velocities for the constant speed
and for the modified speed were equal. These results are
shown in Fig. 19.

B. Modified constant speed groups II and III

It is not necessary for the speed to change in these
groups because the top of the spring reaches the escapement
point when a half-period of the natural oscillation has
elapsed, andM breaks contact with the other parts as the top
of the spring reaches the escapement point. As a result, the
motion is similar to that described in Secs. IV B and C.

C. Results and discussion

The effects of changing the input speed on the string-
striking velocity and sound pressure are shown in Figs. 20
and 21, respectively. The equation for the dashed line 16 is

VZH52•VZ , ~23!

whereVZ is the input speed, andVZH is the string-striking
velocity of the hammer. Therefore, because of the distance
(DH2DE), the values for the string-striking velocity cannot
be above the dashed line.

The problems described above that occur with a constant
speed for group I, i.e., the large gradient for the input speed
and the ‘‘double-striking,’’ are solved by changing the input
speed, and a stable soft tone can thus be produced.

VI. CONSTANT ACCELERATION

As with the effects of constant speed described in the
previous section, the constant acceleration for the input
waveform also changes the behavior of the hammer in re-
sponse to the driving acceleration of the key. As a result, this
behavior can also be broken into two acceleration groups and
analyzed.

A. Constant acceleration group I

Using a constant acceleration starting att50, the motion
of the model was observed and analyzed. First, the initial
motion ofM exhibits a delay from the input displacement of
XK . The delay becomes maximum at half the natural oscil-
lation period. The spring returns to its original length after a

full period of the natural oscillation has elapsed. Because the
velocity of M is equal to the velocity of the input,M does not
break contact with the other parts before the escapement
point as in the case of a constant input speed. After the first
period of the natural oscillation,M repeats the periodic mo-
tion. The motion ofM, when it reaches the escapement point,
becomes parabolic with an initial conditionẋ, which is the
velocity of M at the escapement point. The displacementXH1

and the velocityVH1 of M before it reaches the escapement
point can be expressed by the equations

XH1~ t !5
a•t2

2
2

a

v1
2 •„12cos~v1•t !…, ~24!

VH1~ t !5a•t2
a

v1
•sin~v1•t !, ~25!

wherea is the input acceleration.
By settingVHmin of Eq. ~17! equal to the right side of

Eq. ~25!, the minimum input accelerationaKmin can be ex-
pressed by the equation

aKmin5
VH min

~ t2„sin ~v1•t !/v1…!•n
. ~26!

Then, by substituting the right side of Eq.~26! into a of Eq.
~24! from DE5the right side of Eq.~24!,

FIG. 21. Relationship between the key speed and the sound pressure.

FIG. 22. General histories of the displacement and velocity of the hammer
measured and calculated for group I.

FIG. 23. General histories of the displacement and velocity of the hammer
measured and calculated for group II.
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DE5
VHmin•t2

2•~ t2„sin ~v1•t !/v1…!•n

2
VHmin

~ t2„sin ~v1•t !/v1…!•n•v1
2 „12cos~v1•t !….

~27!

Reducing Eq.~27! by repeating the calculation witht
50, the minimum acceleration for the input can be obtained
by substituting the solution oft into Eq. ~26!.

When the top of the spring reaches the escapement point
after one period of the natural oscillation has elapsed, the
accelerationaKE reaches a maximum in this group and can
be expressed by the equation

aKE5
DE•v1

2

2•n•p2 . ~28!

The motion after the escapement point is similar to that
described in previous sections.

The general motion of the hammer in group I is shown
in Fig. 22. The calculated theoretical values and the demon-
strated values for the displacement and velocity of the ham-
mer are in good agreement.

B. Constant acceleration group II

The acceleration in this group is greater than the accel-
eration of group I, and in the motion of this group the bottom

of the spring reachesDk ~i. e., the key reaches the key bot-
tom! before the top of the spring reaches the escapement
point.

The motion of the hammer fort,tc , where tc is the
time elapsed until the bottom of the spring reachesDK , can
be expressed by Eqs.~24! and ~25!, because the motion is
similar to that described in Sec. IV C. After this moment,M
begins to oscillate freely.M is pushed up toward the string
by the spring force due to the initial displacement@DK

2XH1(tc)#. The displacement and velocity ofM with the
initial conditions of displacement@DK2XH1(tc)# and the ve-
locity VH1(tc) can be given by the equations

XH5~ t !5DK2„~DK2XH1!cos~v2•~ t2tC!…

2VH1 /v2•sin „v2•~ t2tC!…!, ~29!

VH5~ t !5~DK2XH1!•v2•sin „v2•~ t2tC!…

1VH1•cos„v2•~ t2tC!…. ~30!

The motion afterM reaches the escapement point can be
expressed by Eqs.~15! and ~16!.

The general motion of the hammer for group II is shown
in Fig. 23. The calculated theoretical values and the demon-

FIG. 24. Relationship between the key acceleration and the hammer string-
striking velocity. The numerical values in parentheses indicate the numbers
of equations in the main text.

FIG. 25. Relationship between the key acceleration and the sound pressure.

FIG. 26. Measured and calculated relationship between the hammer string-
striking velocity and the interval between the initial input and the time at
which the string was struck.

FIG. 27. Free vibration of hammer clamped at center of rotation.
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strated values for the displacement and velocity of the ham-
mer are in good agreement.

C. Results and discussion

The relationship between key acceleration and string-
striking velocity as well as key acceleration and sound pres-
sure are shown in Figs. 24 and 25, respectively. In group I,
the curves for both the string-striking velocity versus key
acceleration and the sound pressure versus key acceleration
cause a waviness. This phenomenon is caused by the ham-
mer velocity being slower than the input velocity at the es-
capement point for the odd-numbered half periods of the
natural oscillation. The group I case is applicable for con-
stant input accelerationsa from very low values up to about
3 m/s2. At this upper limit the striking velocity of the ham-
mer is about 1 m/s, corresponding to mezzo forte.

Because the hammer does not break contact with the
other parts at an early stage in group I, a stable soft tone can
be produced. As shown in Fig. 26, however, with a constant
acceleration, the interval between the initial input and the
time at which the string is struck will be longer for a soft
tone than with other waveforms.4

VII. CONCLUSION

A dynamic model of a simulated hammer motion was
presented in this article. A motion analysis was carried out,
with various input waveforms observed and recorded. The
resulting data are in good agreement with the calculated the-
oretical values and demonstrate that the model used for the

analysis is valid, making the behavior of the hammer clear.
The change in speed necessary to produce the optimum
touch input waveform has now been established.

In the case of the piano-action described in this article,
thev1 andv2 natural frequencies used in this analysis were
81.7 and 113 rad/s, respectively. When the hammer shank
was clamped, as shown in Fig. 27, its natural frequencyf was
found to be approximately 440 rad/s. Based on this value, it
can be predicted that the natural frequencies of the individual
wooden parts that make up the action, except for the felt
found on the wippen heel and the hammer roller, are greater
than the natural frequenciesv1 andv2 . Further, the natural
frequency of the piano-action~except for the felt!, estimated
by a series-type synthetic method, will be greater than the
natural frequency ofv1 andv2 . This indicates that the stiff-
ness of the felt has a significant effect on the physical values
of the piano-action.
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A kettledrum is made of a circular elastic membrane stretched over an enclosed air cavity. It is set
into vibration by the impact of the mallet. The motion of the membrane is coupled with both the
external and internal sound field. A time-domain modeling of this instrument is presented which
describes the motion of the mallet and its nonlinear interaction with the membrane, the transverse
displacement of the membrane, and the sound pressure inside and outside the cavity. Based on a
variational formulation of the problem, which uses the pressure jump over the boundaries of the
instrument as a new variable, a numerical scheme is derived by means of three-dimensional finite
elements. Higher-order absorbing conditions are used to simulate the free space. The validity of the
model is illustrated by successive snapshots showing the pressure fields and the displacement of the
membrane. In addition, time histories of energetic quantities help in explaining how the energy is
balanced between mallet, membrane, and acoustic field in real instruments. Simulated external
pressures show particularly good agreement with the sound field radiated by real instruments in both
time and frequency domains. ©1999 Acoustical Society of America.@S0001-4966~99!04806-7#

PACS numbers: 43.75.Hi, 43.40.Dx@WJS#

LIST OF SYMBOLS

Mallet
u(t) position of the center of gravity of the mallet

(z component!
vo initial velocity of the mallet~in z direction!
d initial position of the mallet’s center of grav-

ity ~at rest!
m effective mass of the mallet
K coefficient of mallet stiffness
a stiffness nonlinear exponent
Interaction force
F(t) interaction force between mallet and mem-

brane
f (t) force density
(x0 ,y0! impact point on the membrane
g(x,y) spatial window
W(t) mean displacement of membrane’s area in

contact with the mallet
Membrane
S surface of the membrane
a membrane radius

(x,y,t) point onS at time t
w(x,y,t) transverse displacement of the membrane
s area density of the membrane~in kg/m2)
T membrane tension~in N/m!
h viscoelastic damping coefficient
@p# uS(x,y,t) pressure jump on the membrane
Air
Ve external space~outside the cavity!
V i internal space~inside the cavity!
(x,y,z,t) point in R3 (5VeøV i) at time t
pj (x,y,z,t) pressure inV j for j 5e,i
V j (x,y,z,t) acoustic velocity inV j for j 5e,i
ca speed of sound in air
ra air density
Kettledrum
C surface of the kettle
H height of the kettle
V volume of the kettle
G5SøC surface of the kettledrum
n exterior unit vector normal toG

INTRODUCTION

The kettledrums, or timpani, are percussive instruments
made of a thin circular membrane stretched over an air cav-

ity. The membrane is set into vibration by the impact of a
mallet. The sound of such instruments can be roughly di-
vided into two parts: the attack, or initial transient, where the
membrane strongly interacts with the mallet, and the decay,
which is made of the relatively slow decrease of the free
vibrations of the system.1–3

a!Author to whom correspondence should be addressed; Electronic mail:
chaigne@sig.enst.fr
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The vibrations of a circular membranein vacuo have
been extensively investigated in the past. The mathematical
solutions for the eigenmodes and the eigenfrequencies can be
found in many textbooks.4,5 A model of the acoustics of
timpani has been studied in the frequency domain by Chris-
tian et al. by computing the eigenfrequencies of a baffled
membrane coupled to the exterior fluid and to a cylindrical
attached cavity.6 The results obtained show to what extent
the presence of both external and internal air loading shifts
the eigenfrequencies of the membrane. In the time-domain, a
previous work by the second author of this paper was limited
to the modeling of the interaction between mallets and a
membranein vacuo.7 Other previous studies related to the
kettledrums are more specifically devoted to the kettle-shape
dependence of timpani normal modes,8 to the properties of
mallets used in percussion instruments9 and to the accurate
signal analysis of timpani sounds.10

However, a number of physical problems related to tim-
pani sound production still remain unsolved. No satisfactory
model exists, for example, for the evolution with time of
timpani sounds and vibrations, starting from the nonlinear
initial impact, and taking the interaction of the unbaffled
membrane with external air and cavity into account.

It is a well-known fact that the quality of sound pro-
duced by timpani is highly dependent on the various damp-
ing mechanisms in the instrument. These mechanisms are
essentially due to losses in the mallet’s felt and in the mem-
brane’s material, to absorption at the membrane’s bound-
aries, and to acoustic radiation. It turns out that these losses
are very difficult to measure and to discriminate experimen-
tally, and thus, a simulation program is of major help for
separately investigating each damping term. Such a program
could also be used for optimizing cavity volume and shape,
which should be of interest for instrument makers.

The purpose of this study is to present a time-domain
numerical formulation for the vibroacoustics of timpani. The
governing equations of the model are presented in Sec. I.
This model includes the motion of the mallet, the nonlinear
interaction between both mallet and membrane, and the
transverse vibrations of the membrane coupled with both the
external and internal acoustic field. The problem is comple-
mented by initial and boundary conditions for the mallet, the
membrane, the kettle, and the sound field, respectively.

In order to solve these equations numerically, the prob-
lem is first rewritten by using an equivalent variational for-
mulation. In this procedure a new variable is introduced for
convenience: the pressure jump over the boundaries of the
instrument. A numerical scheme is then derived by means of
three-dimensional finite elements. For space discretization,
the acoustic pressure and the acoustic velocity are discretized
on a regular volume mesh. The pressure jump is discretized
on a triangular mesh for the surfaceG5SøC of the kettle-
drum and the displacement of the membrane is discretized on
another triangular mesh forS. For time discretization, a
classical centered finite differences scheme is used. Higher-
order absorbing conditions are implemented to simulate the
free space.11 The numerical formulation of the problem is
presented in Sec. II.

In Sec. III, the model is first tested by a comparison

between numerical and analytical results, in the simple case
of a membranein vacuo. Other simulations, including exter-
nal air loading and cavity, are used for displaying successive
snapshots of the pressure, inside and outside the cavity, to-
gether with the displacement of the membrane. It will be
shown, also, to what extent an energy approach helps in un-
derstanding the energy exchange between the mallet, the
membrane, and the acoustic field during the evolution of
sound.

Section IV is devoted to the comparison between mea-
sured and simulated radiated sound pressure. Comparisons
are made in both time and frequency domains by examining
similarities and differences in waveforms, eigenfrequencies,
and decay times. The effect of improper tensioning of the
membrane, in connection with the appearance of character-
istic beats, is also examined.

One difficulty of the comparison between simulations
and experiments follows from the necessity of inserting ac-
curate values of geometrical and physical parameters into the
model. Therefore, a discussion on the method used for ex-
tracting the parameters from measured signals is also pro-
vided in this section, with particular emphasis on the tension
of the membrane, on the damping coefficient, and on the
mallet’s model.

I. GOVERNING EQUATIONS

The vibroacoustics of kettledrums can be described by a
set of coupled equations that govern the motion of the mallet,
the propagation of elastic waves in the membrane, the inter-
nal pressure in the cavity, and the external pressure in the
surrounding fluid, respectively.

The motion of the mallet is described by the displace-
mentu(t) of its center of gravity. It starts at timet50, when
the felt just reaches the membrane with initial velocityv0 ,
regardless of how the mallet has been set into motion by the
player before the origin of time. The initial conditions for the
mallet are, at this time, according to the orientation of the
z-axis ~see Fig. 1!,

u~0!5d,
du

dt
~0!52v0 . ~1!

FIG. 1. Geometry of the kettledrum. The originO of the coordinate system
lies in the center of the membrane.V i is the cavity domain bounded by the
surfaceC of the bowl and the surfaceS of the membrane.Ve is the external
free space. The mallet strikes the membrane at position (x0 ,y0).
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During the contact, the mallet is subjected to the inter-
action forceF(t) between mallet and membrane, due to the
compression of the felt, and the displacement is governed by
Newton’s second law,

m
d2u

dt2
5F~ t !. ~2!

Notice that, in the normal use of the instrument, the
mallet is held at one end by the hand of the player. As a
consequence, the effective dynamic massm in Eq. ~2! is not
equal to the static mass, obtained, for example, by weighing
the head on a precision balance~see Sec. IV!.

F(t) can be conveniently described by a nonlinear func-
tion of the felt compression. This model of compression can
be viewed as a 2D extension of a previous model which has
been successfully applied in the past for the modeling of
hammer–string interaction in the piano,12

F~ t !5K@~d2u~ t !1W~ t !!1#a, ~3!

whereK is a stiffness coefficient anda a phenomenological
exponent. These coefficients are derived from a curve fitting
of the force-deformation curve with a power law, in the usual
range of the excitation force.7 The symbol ‘‘1 ’’ means
‘‘positive part of.’’ W(t) is the mean displacement of the
membrane’s area in contact with the mallet defined as

W~ t !5E
S
w~x,y,t !g~x,y!dxdy, ~4!

assuming that the impact is distributed over a small area of
the membrane surfaceS at the excitation point of coordi-
nates (x0 ,y0) with spatial windowg(x,y). The smooth posi-
tive function g(x,y) is normalized so that*Sg(x,y)dxdy
51 m2. The size of the spatial window has been estimated
by measuring the size of the spots drawn on the membrane
by mallets previously colored with ink. The variation of the
contact area with time, during the impact, is neglected. The
hysteretic cycle, due to the relaxation of the felt, and the
elasticity of the stick, are also neglected in the model.

Assuming that the transverse displacementw(t) is suf-
ficiently small,4 then the membrane equation can be written

s
]2w

]t2
5divS T¹S w1h

]w

]t D D2 f ~ t !g2@p# uS , ~5!

which expresses that the inertial force is balanced by the sum
of three terms: the restoring force due to the tensionT, the
impact force, and the pressure jump@p# on the membrane.
The internal damping in the membrane is modeled by a re-
laxation~viscoelastic! term with coefficienth. The essential
purpose of this coefficient is to introduce a frequency-
dependent damping in the membrane. Its relevance will be
discussed in Sec. IV. Notice that, for nonuniform mem-
branes, the three coefficientss, T, and h are functions of
space. The numerical simulation presented in Sec. II will
allow such variations.

The force density termf (t) is related to the interaction
force F(t) by the relation

F~ t !5 f ~ t !E
S
g~x,y!dxdy. ~6!

Due to the properties ofg, one hasF(t)5 f (t). As a conse-
quence, there will be no distinction between these two vari-
ables in the following parts of the paper.

The membrane is assumed to be clamped at its periphery
]S, which implies

w~x,y,t !50 ;~x,y!P]S, ;t.0. ~7!

The losses at the edge are neglected. At the origin of
time, the membrane is assumed to be at rest, which yields

w~x,y,0!5
]w

]t
~x,y,0!50 ;~x,y!P]S. ~8!

The acoustic fields both inside (V i) and outside (Ve)
the cavity are governed by the equations

]pj

]t
52ca

2ra div V j in V j , for j 5e,i , ~9!

ra

]V j

]t
52“pj in V j , for j 5e,i , ~10!

whereca is the speed of sound,ra is the density of air,pj is
the sound pressure inV j , and V j the acoustic velocity in
V j . These equations are complemented by a condition of
continuity for the normal component of the velocity on the
surfaceS of the membrane in the planez50 ~see Fig. 1!,

V j~x,y,0,t !5
]w

]t
~x,y,t ! ;~x,y!PS, ;t.0, for j 5e,i ,

~11!

and by the initial conditions

pj50, V j50 in V j , for j 5e,i . ~12!

Finally, it is assumed that the kettle is perfectly rigid,
which means that

V j~x,y,z,t !•n50 ;~x,y,z!PC, ;t.0, for j 5e,i ,
~13!

wheren is the exterior unit vector normal to the surfaceG of
the kettledrum. In the model, the shape of the kettle is as-
sumed to be ellipsoidal. A comparison between a real bowl
and this mathematically defined shape will be made in Sec.
IV.

The system of coupled equations described above satis-
fies a property of energy decay. The energies of the mallet
Em, of the membraneEw, and of the sound field~external
field 1 cavity! Ea, respectively, are given by

Em~ t !5
m

2 U du

dt U
2

1
K

a11
@~d2u~ t !1W~ t !!1#a11,

~14!

Ew~ t !5
1

2ES
sU ]w

]t U
2

ds1
1

2ES
Tu¹wu2ds, ~15!

Ea~ t !5
1

2ER3
rauVu2dV1

1

2ER3

1

ca
2ra

upu2dV, ~16!

3547 3547J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Rhaouti et al.: Simulation of a kettledrum



where p and V are defined by their restrictions toV j ( j
5e,i ): puV j

5pj andVuV j
5V j .

The first term in the right-hand side of Eqs.~14!–~16! is
the kinetic energy, whereas the second term is the potential
energy. Because of the viscoelastic damping term in the
membrane equation, the total energy of the systemE5Em

1Ew1Ea is decreasing with time. It can be shown that

dE

dt
~ t !52hE

S
TU¹ ]w

]t U
2

ds⇒E~ t !<
m

2
v0

2. ~17!

One goal of the numerical method described in the following
section will be to preserve the energy property expressed in
Eq. ~17! for the discrete system in space in order to ensure
the stability of the numerical formulation.

II. THE NUMERICAL METHOD

One main difficulty in the numerical resolution of the
previous set of coupled equations results from the size of the
three-dimensional problem. Another difficulty arises from
the correct approximation of the bowl’s shape. One possibil-
ity, in order to save time and memory, is to use a regular
mesh composed of small cubes for the sound pressure and to
approximate roughly the bowl by means of these cubes. This
method, which is very easy to implement, leads unfortu-
nately to numerical spurious diffractions on the artificial
boundaries of the bowl due to the cubes and, thus, does not
provide an acceptable solution. Another possibility is to use
a tetrahedric mesh for the pressure, which fits the geometry
of the bowl with a better approximation. However, this
method is quite expensive in both computing time and
memory. Finally, another alternative is to use the fictitious
domain method.13,14 It consists of rewriting the system of
equations via the introduction of a new unknownl which
represents the pressure jump@p#5pe2pi across the bound-
ary G of the instrument.

Using this method, the mallet’s equations@Eqs.~2! and
~3!# remain unchanged while the other four equations of the
model can be rewritten in the following variational form~see
Appendix A for more details!:

a!
d2

dt2
E

S
sww* ds1E

S
T¹w¹w* ds

1h
d

dtES
T¹w¹w* ds1E

S
l uSw* ds

52 f ~ t !E
S
gw* ds ;w* ,

b!
d

dtER3

1

ca
2ra

pp* dV1E
R3

div Vp* dV50 ;p* ,

~18!

c!
d

dtER3
raV–V* dV2E

R3
p div V* dV2E

G
lV* •nds

50 ;V* ,

d!
d

dtES
wl uS* ds2E

G
V–nl* ds50 ;l* ,

where the unknowns (w,p,V,l) and the test functions
(w* ,p* ,V* ,l* ) are chosen in the appropriate spaces of
functions so that all integrals in Eq.~18! are defined.

Notice that there are only integrals onS, R3, andG but
not onVe andV i in Eq. ~18!. Due to this property, one can
ignore the interior and exterior volume when meshing the
space for the pressure. One must work with a space of con-
tinuous functions forw, because of the term¹w, and with a
space of vector fields whose normal components across the
surface are continuous forV, because of the term divV. The
space forp is not required to satisfy any condition of conti-
nuity.

To simulate the free space, the actual computations are
restricted to a boxV of finite size which surrounds the in-
strument, and higher-order absorbing conditions~of the 12th
order! are implemented on the boundary of this domain~see
Ref. 11!. For the sake of simplicity, the additional equations
resulting from these absorbing conditions will be omitted in
this section. These equations are presented in Appendix B.

The continuous variables (p,V) are approximated by
discrete variables in space (ph ,Vh) on a regular mesh ofV
composed of small cubes@see Fig. 2~b!#. The indexh indi-
cates that the variables are discrete in space,h being related
to the selected spatial step.ph is constant for each element
andVh belongs to a space of mixed finite elements,15 so that
each normal component ofVh is linear in one direction and
constant in the two other directions, on each cube.ph is fully
determined by its value in the center of each cube, andVh is
given by the values of its normal components across each
face of the cube. Figure 2~a! illustrates the degrees of free-
dom per cube forph and for the six normal components of
Vh . A major interest of the fictitious domain method is that
the cubic mesh used for computing the pressure is uniform
since it ignores the shape of the instrument~see Appendix
A!.

The variablesw and l are discretized by means of
P1-continuous finite elements on a triangular mesh, onS and
G, respectively. The approximationswh andlh are entirely
determined by their values at each node of the mesh. Figure
3 shows the three ‘‘degrees of freedom’’ forlh on a triangle
and the mesh forG. Figure 4 shows the mesh forwh . In
order to facilitate the computations, the mesh forS is a re-
finement on the membrane of the mesh forG, so that each
triangle of theG-mesh contains 16 triangles for the mesh of
S @see Fig. 4~a!#. This refinement is consistent with the ratio

FIG. 2. Mesh for the pair of variables (ph ,Vh). ~a! ‘‘Degrees of freedom’’
on a cube:d for ph ,→ for the normal components ofVh . ~b! Mesh forV.
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between the wave velocity on the membrane and the speed
of sound in air.

The discretized system in space is obtained by substitut-
ing (wh ,ph ,Vh ,lh) for (w,p,V,l) and (wh* ,ph* ,Vh* ,lh* )
for (w* ,p* ,V* ,l* ) in the continuous equations@Eq. ~18!#.
The integrals were computed using quadrature formula so
that the mass matrices (Mw ,M p ,MV) @see Eq.~19!# are di-
agonal. The resulting differential system, including the mal-
let’s equations, can be written in the following matrix form:

a! f h5K@~d2uh1Gtwh!1#a,

b! m
d2uh

dt2
5 f h ,

c! Mw

d2wh

dt2
1Rwwh

n1hRw

dwh

dt
1Awlh52G fh ,

~19!

d! M p

dph

dt
1DV

t Vh50,

e! MV

dVh

dt
2DVph2BVlh50,

f! BV
t Vh2Aw

t dwh

dt
50,

whereMw , Rw , M p , MV , DV , BV
t , andAw

t are matrices,G
is a vector representing the spatial window of the mallet, and
the superscriptt on matrices stands for transpose matrices.

One property of the fictitious domain method is that the
energy property expressed in Eq.~17! remains valid for the
space discretized system and is not perturbed by the intro-
duction of the new unknownl. The discrete energies of the

mallet, of the membrane, and of the acoustic field, which
correspond, respectively, to the continuous expressions~14!,
~15!, and~16!, are defined as follows:

Eh
m~ t !5

m

2 U duh

dt U2

1
K

a11
@~d2uh1Gtwh!1#a11, ~20!

Eh
w~ t !5

1

2 S Mw

dwh

dt D t dwh

dt
1

1

2
~Rwwh! twh , ~21!

Eh
a~ t !5 1

2 ~MVVh! tVh1 1
2 ~M pph! tph . ~22!

It can be shown that the total discrete energy of the system,
defined as the sumEh5Eh

m1Eh
w1Eh

a , is decreasing with
time. As a consequence, the energy at timet is lower than
the initial discrete energy,

FIG. 5. Membranein vacuo: Comparison between theoretical and simulated
eigenfrequencies.~a! Spectrum of the membrane displacement. The corre-
sponding modes are indicated above each spectral line.~b! Simulated versus
theoretical frequencies.

FIG. 3. Mesh forlh . ~a! ‘‘Degrees of freedom’’ on a triangle.~b! Mesh
for G.

FIG. 4. Mesh forwh . ~a! Refinement of 1 triangle into 16 triangles, the dots
indicate the ‘‘degrees of freedom.’’~b! Mesh forS.
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dEh

dt
~ t !52hS Rw

dwh

dt D t dwh

dt
⇒Eh~ t !<

m

2
v0

2. ~23!

For the time discretization of the equations, a classical
centered finite difference scheme is used. In order to obtain a
centered system, the variablesph , wh , andlh are computed
at instantstn, and the variableVh is computed at instants
tn11/2, wheret l5 lDt, andDt is the time step.

The resulting discrete system is of the following form:

a! f h
n5K@~d2uh

n1Gtwh
n!1#a,

b! m
uh

n1122uh
n1uh

n21

Dt2
5 f h

n ,

c! Mw

wh
n1122wh

n1wh
n21

Dt2
1Rwwh

n1hRw

wh
n112wh

n21

2Dt

1Awlh
n52G fn,

~24!

d! M p

ph
n112ph

n

Dt
1DV

t Vh
n11/250,

e! MV

Vh
n11/22Vh

n21/2

Dt
2DVph

n2BVlh
n50,

f! BV
t Vh

n11/22Aw
t

wh
n112wh

n

Dt
50.

This system is solved by considering Eq.~24! as a linear
system in (uh

n11 ,wh
n11 ,ph

n11 ,Vh
n11/2,lh

n), all other terms
being known. In practice, most of the computations are ex-
plicit, for ph and Vh in particular, and one simply has to
invert a linear system forlh . Other details of the method

used for this resolution are beyond the scope of this paper
and will not be presented here.

III. RESULTS OF SIMULATION

The model is first validated by a comparison between
theoretical and simulated eigenfrequencies for the ideal case
of a circular membranein vacuoclamped at its periphery. In
another series of numerical experiments, the complete kettle-
drum model presented in Sec. I is used in order to investigate
the vibroacoustics of the instrument in both the time and
frequency domain. The values of the parameters used in the
numerical computations are listed in Table I.

TABLE II. Membranein vacuo: Comparison between theoretical and simu-
lated eigenfrequencies~uniform tension of 3325 N/m!.

Modes
~mn!

f mn

~theoretical!
~Hz!

f mn

~simulated!
~Hz!

Relative
error
%

01 139.1 139.3 0.18
11 221.6 222.0 0.17
21 297.0 297.3 0.10
02 319.3 319.3 0.02
31 369.0 369.3 0.09
12 405.8 405.7 0.02
41 438.9 439.0 0.03
22 486.8 486.7 0.03
03 500.5 500.0 0.10
51 507.3 507.0 0.06
32 564.6 564.0 0.10
61 574.7 574.3 0.06
42 639.9 640.3 0.06
23 672.1 670.3 0.26
04 682.0 679.7 0.34

TABLE I. Typical values of the parameters used in the simulation.

Mallet
vo51.4 m s21 d50.025 m m50.028 Kg
K51.63108 N m2a a52.54

Interaction force location

(x0 ,y0)5(0.21,0) g(x,y)5
exp@2107((x2x0)41(y2y0)4)#

*Sexp@2107((x2x0)41(y2y0)4)#
Membrane
a50.31 m s50.262 kg m22

T53325 N m21 h50.631026 s

Air constants
ca5344 m s21 ra51.21 kg m23

Kettle
H50.5 m V50.1 m3

Meshes
membrane: nodes52963; triangles55744
pressure jump: nodes5361; triangles5718
pressure: Dx5Dy5Dz50.025 m

observation point: (xM ,yM ,zM)5(20.31,0,10.10) m
number of nodes:Nx5Ny540, Nz550

Sampling
Time sampling frequencyf e524 kHz number of iterations572 000
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FIG. 6. Snapshots of the membrane displacement during the first 10 ms.

FIG. 7. Snapshots of the acoustic pressure during the first 10 ms.

FIG. 8. Snapshots of the pressure jump during the first 10 ms.
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A. Membrane in vacuo

For an ideal circular membrane with uniform tension,
clamped at its periphery, the normalized mode functions and
angular frequencies (jmn ,vmn) for m50,1,2,... and n
51,2,3,... satisfying,

2c2DSjmn5vmn
2 jmn , ~25!

are given by5

jmn~r,f!5
2

aJm11~xmn!
JmS xmn

r

aD eimf

~2p!1/2
,

vmn5xmn~c/a!52p f mn,
~26!

wherec5AT/s is the transverse wave velocity on the mem-
brane,Jm are the Bessel functions of the first kind of order
m, andxmn is thenth zero ofJm . Each mode is designated
by two integers, wherem corresponds to the number of nodal
diameters andn to the number of nodal circles~including the
fixed boundary!.

Numerical simulations are made by considering only the
ideal case where the nonlinear mallet strikes a lossless mem-
branein vacuo. For this simple case, both external and cavity
pressure are set to zero in the model. The spectrum of the
membrane displacement waveform obtained from the simu-
lation program is analyzed with standard fast Fourier trans-
form ~FFT! tools. The sample rate here is 24 kHz and the
length is 3 s~72 000 points!. A Hanning window has been
used for the analysis. The results shown in Table II show a
remarkable agreement between the first 16 theoretical eigen-
frequencies obtained from Eq.~26! and the values obtained
from the Fourier analysis of the simulated membrane motion.
Below 700 Hz, the relative error is less than 0.5% between
these two sets of frequencies~see Fig. 5!.

B. Complete kettledrum model

The model now couples the membrane with the mallet
and with both the cavity and external sound pressure. The
complete set of equations presented in Sec. I is used in the
simulations.

Figure 6 shows the transverse displacement of the mem-
brane at successive instants of time. The green color corre-
sponds to the equilibrium state of the membrane at its initial
position @see Fig. 6~a!#. When the mallet strikes the mem-
brane, it pushes it down. This corresponds to the blue color
all around the point of impact@see Fig. 6~b!#. The elastic
membrane reacts to this sudden downward force and rises,
shown in red, ahead of the impact@see Fig. 6~c! and~d!#. The
transverse wave is reflected at the border of the membrane
with a change of sign@see Fig. 6~d! and ~e!#. Finally, in its
phase of decompression, the mallet leaves the membrane
which pushes it away@see Fig. 6~f!#.

Figure 7 shows the pressure field in the plane of sym-
metry of the kettledrum perpendicular to the membrane,
which contains the impact point, at the same instants of time
as in Fig. 6. At the beginning of the impact, the volume of
the cavity decreases which, in turn, leads to a positive acous-
tic pressure inside the cavity@in white in Fig. 7~a!#. In con-

trast, outside the cavity, a negative pressure can be observed
@in blue in Fig. 7~a!#. The inside wave is naturally restrained
by the shape of the bowl@see Fig. 7~b!#.

Both internal and external acoustic wavefronts are
propagating at sound speedca , i.e., approximately three
times faster than the elastic wave on the membrane: compar-
ing Figs. 6~b! and 7~b!, for example, shows that, at that time,
the internal sound wave has already reached the opposite
side of the cavity, compared to the impact point, while the
membrane is still at rest in this area.

In the vicinity of the membrane itself, the sound field
shows an interesting feature: it seems that an apparent
‘‘guided’’ wave, which immediately precedes the elastic
wavefront on the membrane, is propagating@in green in Fig.
7~b! to ~d!#. However, this feature, for which we have yet no
convincing explanation, is more clearly seen on animated
pictures than on fixed illustrations~see Ref. 16!.

To see the effects of the discontinuity in the sound field
on both sides of the kettledrum surfaceG more clearly, it is
interesting to observe the time history of the pressure jump
@p# uG5pe2pi , wherepi is the inside pressure andpe the
pressure outside the instrument onG ~see Fig. 8!. The blue
color here corresponds to a negative pressure jump, which
means that the magnitude of the pressure on the internal
cavity surface is higher than on the surface in the external
field. The red color indicates a positive pressure jump. A
comparison between Figs. 6 and 8 shows that the pressure
jump in the membrane plane is very similar to the elastic
displacement field.

Finally, the time history of the energy terms defined in
Sec. II were calculated in order to understand how the total
energy of the system is balanced between mallet, membrane,
and air. At the origin of time, the unique energy of the sys-
tem is the kinetic energy of the mallet. During the compres-
sion, this energy is partially transformed into potential en-
ergy, because of the mallet’s stiffness, and partially
transferred to the kettledrum. Conversely, during its phase of
decompression, the kinetic energy of the mallet increases
whereas its potential energy decreases. At the end of the
interaction time, it can be seen in Fig. 9 that the mallet leaves

FIG. 9. Exchange of energy between the mallet~dashed line!, the membrane
~dotted line!, and the acoustic field~solid line! during the first 20 ms of the
sound. The total energy of the system is represented in dash-dotted line.
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the membrane with an energy lower than its initial value, as
expected. During the impact, the membrane energyEw is
significantly larger than the acoustic energy. After the mallet
has left the membrane, one can see in Fig. 9 an almost peri-
odical exchange of energy between membrane and air. Due
to both the internal losses, through the viscoelastic termh in
Eq. ~5!, and radiation in free space, simulated here by means
of absorbing conditions at the boundaries, the total energyE
of the system decreases slowly with time, as shown in Fig. 9.

IV. COMPARISON WITH EXPERIMENTS

We now examine to what extent the present model ac-
counts for the sounds produced by real timpani.

In order to compare the results of the simulations with
measured sound pressures, it is necessary to estimate first the
parameters of the model from experiments on a real instru-
ment. The experiments were conducted on a hand-tuned 259
~63.5 cm! Premier kettledrum with fiberglass bowl and clear
Mylar head~Premier 8435!. The tuning was adjusted so that
f 115147 Hz ~note D3). The instrument is set into vibration
by means of a hard mallet Vibrawell FC7 with carbon fiber
handle whose head has a diameter of 46 mm. The membrane
is struck at 10 cm from the edge. The pressure is recorded in
the near field at a distance of 10 cm above the edge by means
of an omni-directional Schoeps MC2 microphone, following
the recommendations by Sullivan10 ~see Fig. 1!. All measure-
ments were made in a studio recording room with very low
reverberation (t60<0.4 s at 125 Hz and<0.15 s at 500 Hz!
so that measurements of decay times are not altered by the
room.

The spectral plots presented in the section are limited to
the range 0–700 Hz. This upper limit has been selected by
considering that this range contains most of the energy of the
sound: the magnitudes of the spectral lines above 700 Hz are
approximately 60 dB lower than the main peaks. There are
no theoretical limitations here for enlarging this frequency
range, but the price to pay would naturally be a refinement of
the mesh which would, in turn, lead to an increase in com-
puting time.

A. Measurements on real instruments

The effective massm of the mallet and its initial veloc-
ity v0 are determined by using the same procedure as the one
used by Chaigne and Doutaut for xylophones.17 In order to
measurem, an impedance head B&K 8001 is struck by the
mallet. This impedance head yields force and acceleration
signals which are very similar in shape. Thus,m is obtained
from the ratio between these two signals. These experiments
show that the effective mass of the mallet to be considered
here is about 20% higher than the static mass of the head.
The initial velocityv0 is obtained through integration of the
acceleration signal of the mallet, during its contact with the
membrane. The stiffness coefficientK and the nonlinear ex-
ponenta of the mallet were obtained from force-deformation
curves, following the same method as for piano
hammers.12,18

The density of the membrane is simply obtained by
weighting small samples of a torn membrane. The estimation

of the tension, however, is more difficult and cannot be ob-
tained directly. In order to measure this parameter, we use
the property that the upper eigenmodes of the membrane are
only slightly perturbed by the air loading. From the series of
eigenfrequencies above 1 kHz, an estimate for the transverse
wave velocity on the membrane is then obtained, from which
the tension is derived. This method is fast and attractive
since it yields a good estimate for the tension directly from
the pressure waveform recorded by a microphone. However,
when compared to the simulations, the value of the tension
obtained with this method leads to a systematic underestima-
tion of the eigenfrequencies~about 5%!. Therefore, starting
from the estimated value, the tension is increased step-by-
step in the simulation program until both measured and
simulated f 11-frequency coincide in the pressure spectrum.
In this case, a remarkable agreement is observed between the
measured and simulated series of eigenfrequencies up to 700
Hz, which proves the validity of the method. The results
shown in Table III are obtained through FFT analysis on a
sample length of 9000 points~0.375 s at a sampling rate of
24 kHz! with a Hanning window, in the initial portion of the
sound. This option follows from the necessity to use a rela-
tively short window in order to measure the 0n-modes with
sufficient accuracy, since these modes are damped very rap-
idly. The uniform tension here is equal to 3325 N/m and the
viscoelastic constanth is 0.631026 s.

In Eq. ~5!, a viscoelastic constanth was introduced in
order to account for the fact that the internal damping in the
Mylar membrane usually increases with frequency, as it is
also observed in nylon strings and xylophone bars. In these
two latter cases,h was simply derived from measurements
of the partials’ decay times.17,19 However, the problem is
more complicated here since the decay times of the partials
are not only governed by the internal damping but also by
the radiation through the pressure jump term in Eq.~5!.
Therefore, the procedure used here was the following: from
the series of measured decay timest i for the lowest 20 to 30
eigenfrequenciesf i on a real kettledrum, an estimate for the
viscoelastic constanth was derived, assuming that the radia-
tion losses are negligible. In these cases,h is obtained from
a curve-fitting betweent i and f i , recalling that, from Eq.
~5!, one can easily show that thet i are given by

TABLE III. Complete kettledrum: Comparison between measured and
simulated most salient eigenfrequencies~uniform tension of 3325 N/m and
viscoelastic constanth50.631026 s!.

Mode
~mn!

f mn

~measured!
~Hz!

f mn

~simulated!
~Hz!

01 136 139
11 147 147
21 221 221
02 248 245
31 288 288
12 315 315
41 357 355
22 395 395
03 403 408
51 424 419
61 480 483
71 552 544
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t i5
1

2hp2f i
2

. ~27!

The value obtained forh by means of Eq.~27! is used as
a starting value for the simulations. Then, as for the tension,
this parameter is adjusted by trial-and-error until the com-
parison between measured and simulated decay times is sat-
isfactory enough. It must be emphasized that the model is
quite sensitive to this parameter: differences of620% in h
are clearly audible.

In order to facilitate the calculation of the finite el-
ement’s mesh, the shape of the cavity has been approximated
by a half-ellipsoid given by the following equation:

z52
H

a
Aa22x22y2, ~28!

a being the radius of the membrane, andH the height of the
cavity. The volume V of the kettle is then equal to
2/3pa2H.0.1 m3. Figure 10 shows the comparison be-
tween this ellipsoidal shape and the shape of the real kettle-
drum. It can be seen that this approximation leads to a slight
underestimation of the cavity volume~nearly 10%).

B. Comparisons between simulations and
experiments

Figure 11 shows a comparison between measured and
simulated accelerations of the mallet. The two curves are
very similar in amplitude and shape, and the impact duration
is fairly reproduced. The discrepancies (610%) are prob-
ably due to the relative simplicity of the model, where the
mallet is reduced to its center of gravity, as well as to some
errors in the estimation of the initial mallet’s velocity and
constantsK anda.

Similarly, Fig. 12 shows a comparison between mea-
sured and simulated pressure at the position of the micro-
phone. In Fig. 12~a!, the waveforms are compared during the
first 100 ms of the sound, i.e., during the initial part which

FIG. 12. Comparison between measured~solid line! and simulated~dashed
line! sound pressure.~a! First 100 ms of the sound.~b! Free vibrations~2.84
s after the impact!.

FIG. 10. Comparison between real and simulated kettle shape. Ellipsoidal
shape~solid line!; measured shape~‘‘ 3’’ !.

FIG. 11. Comparison between measured~solid line! and simulated~dashed
line! acceleration of the mallet.
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FIG. 13. Power spectra, 3D plots and waveforms of timpani sounds.~a! Real kettledrum.~b! Simulated kettledrum with uniform tension of 3325 N/m.~c!
Simulated kettledrum with nonuniform tension~case 1!. ~d! Simulated kettledrum with nonuniform tension~case 2!.
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immediately follows the impact of the mallet. Figure 12~b!
shows the waveforms nearly 3 s later, while the membrane
vibrates freely. In both cases, it can be seen that the two sets
of curves are almost superimposed.

The good similarity of the two signals is confirmed by
spectral analyses@see Fig. 13~a! and ~b!#. It is a well-
established fact that timpani sounds have the property of
containing partials which are almost multiple integers of a
fundamental which is not present in the signal. These partials
are musically very important, since they convey the pitch of
the played note. They correspond to the (m,1) angular fre-
quencies of the membrane.3 In our simulations, these fre-
quencies are very well reproduced, as seen in the first col-
umn of Fig. 13, which shows spectra averaged over the total
duration of the sound~3 s!.

The 3D plots in the second column of Fig. 13 are ob-
tained through short-time Fourier transform on successive
sample lengths of 9000 points~0.375 s! with Hanning win-
dow and 50% overlap.

One can notice some differences between measured and
simulated pressure. Below 100 Hz, the spectrum of the mea-
sured signal in Fig. 13~a! shows some low-frequency noise,
with a few salient spectral lines, which is not present in the
simulations. It has been checked that this noise is due to the
electronic channel and not to the sound field.

Above 600 Hz, the simulated signals seem to contain
more high frequencies than the real one. In addition, in this
spectral region, the magnitude of the peaks in the simulations
are slightly higher ('5 dB! than the corresponding peaks in
the real spectrum. This may be a consequence of the approxi-
mations made in the modeling of the damping causes, since
the losses at the membrane’s edge and in the mallet’s felt are
neglected.

Another obvious difference between measurements and
simulations is the presence of double peaks in the spectrum
of the real pressure. As a consequence of this peak doubling,
a number of beats can be observed in the time-frequency
spectrograms~see the central column in Fig. 13!. These beats
are also visible in the waveforms and are clearly heard.

The simulations were used in order to check whether or
not this feature is due to imperfect tuning of the membrane,
as it is usually assumed. For that purpose, simulations were
made where the tension of the membrane is not uniform, but
slightly higher around the tuning-screws than in the center.
Figure 14 illustrates two examples of distribution for the
membrane’s tension which were used in the computations.

In the first case@see Fig. 14~a!#, the uniform tension
~3325 N/m! is increased arbitrarily by about 5% around four
screws and by about 10% and 15% around the two remain-
ing screws, respectively. As a result of this nonuniform ten-
sioning, it can be seen in Fig. 13~c! that the eigenfrequencies
are significantly increased~about 10%) and that multiple
double peaks now appear in the spectrum. Consequently,
multiple beats are visible in the 3D spectrogram. However,
the values of the simulated eigenfrequencies do not corre-
spond any longer to the one of the real kettledrum, even
though the general shape of the spectrogram looks more re-
alistic.

An appropriate method for obtaining simulations more

similar to the measured pressure would have been to measure
accurately the distribution of tension over the real mem-
brane. These experiments were not conducted, due to their
extreme difficulty. As an alternative, a trial-and-error proce-
dure was used where a number of different simulations were
made by changing the distribution of tension around the
screws. Figure 14~b! shows an example of distribution~case
2! which yields a very satisfactory agreement between mea-
sured and simulated waveforms and spectra: it corresponds
to a tension of 3100 N/m in the center of the membrane~in
white in the figure! and to a maximum increase of 7%
around four of the six tuning-screws~in black in the figure!.
The corresponding waveform and spectrum can be seen in
Fig. 13~d!. The simulated eigenfrequencies now agree with
the measured ones within'3%. Another meaningful result
is that the double peaks, the time evolution of the partials,
and the envelope of the waveform are now well reproduced.
The corresponding synthesized sounds are very close to the
real one. In conclusion, this experiment shows, at least quali-
tatively, that these almost unavoidable features of timpani
sounds can be reasonably attributed to irregularities in the
tensioning process.

The tone quality of timpani is highly dependent on the
decay times of the main partials, as it has been already men-
tioned by other authors.10 This requires looking more closely
at the comparison between measured and simulated time his-
tories of these frequencies. For the sake of clarity in the
figures, the comparison is made in what follows between the
simulated spectrum obtained with uniform tension@see Fig.
13~b!# and the measured one. As a consequence, the simu-
lated partials are decaying smoothly without beats, which
makes them more recognizable. The decaying curves pre-
sented in Fig. 15 are obtained by selecting the most salient
frequencies in the initial part of the 3D spectral plots. This
figure shows that the decay times of the~m,1! modes are well
reproduced, whereas the decay times of the~0, n! modes are
slightly more damped in the simulations than in the reality.
The corresponding frequencies are listed in Table III. One
can notice differences of a few Hz between these frequencies
and those presented on the spectra in the first column of Fig.
13~a! and ~b!. These small deviations are due to differences
in the signal duration selected for the spectral analysis. In

FIG. 14. Distribution of variable tension on the membrane.~a! Case 1: The
tension varies from 3325~white! to 3770 N/m ~black!. ~b! Case 2: The
tension varies from 3100~white! to 3317 N/m~black!.
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Table III, the FFT is made on the initial portion of the sound
~0.375 s!, only, whereas the total length of the signal~3 s! is
used for the averaged spectra shown in the first column of
Fig. 13.

C. Comparison with a previous study by Davis 20

Calculated and measured modal frequencies~see Table
IV ! and decay times~see Table V! are compared with the

results of a previous study by Davis. The theoretical results
in the frequency domain were obtained by this author using
Green function and boundary integral methods. The mea-
surements were made on a 26-in.-diameter Ludwig kettle-
drum. This author investigated theoretically the influence of
various kettle shapes.20 Only the cylindrical and ellipsoidal
shapes are discussed here.

The present work is dealing with a Premier 25-in. kettle-

FIG. 15. Comparison between measured~solid lines! and simulated~dotted lines! decay curves of the main partials~magnitude in dB versus time in seconds!.
The corresponding mode is written below each plot.

TABLE IV. Modal frequenciesf mn of the first ten partials for the complete kettledrum. Comparison between
the results obtained by Davis~Ref. 20! and by the present model, for comparablef 11 .

Mode
~mn!

Davis
~calculated!

cylindrical kettle
~Hz!

Davis
~calculated!

ellipsoidal kettle
~Hz!

Davis
~measured!

Ludwig 26-inch
~Hz!

Present work
~calculated!

ellipsoidal kettle
~Hz!

Present work
~measured!

premier 25-inch
~Hz!

01 126 109 128 136 139
11 145 145 145 147 147
21 220 218 218 221 221
02 244 233 235 248 245
31 289 287 287 288 288
12 342 302 303 315 315
41 357 355 354 357 355
22 397 394 394 395 395
03 405 418 383 403 408
51 423 422 421 424 419
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drum. Fortunately, the tensions used~3710 for Davis, 3325
N/m here! are such that the frequencyf 11 is almost the same
in both cases~145 for Davis, 147 Hz here!. As a conse-
quence, valuable comparisons can be made between the two
different works.

The comparison between the two methods presented in
Table IV shows that the results obtained for the first ten
modal frequencies are very similar, within 2%, except for
the 01, 12, and 03 modes. For the 01 mode, the cylindrical
kettle model used by Davis yields a better prediction for the
measured modal frequency than the ellipsoidal model. How-
ever, an opposite conclusion has to be drawn for the 12
mode. In addition, one can notice that the 01, 02, 12, and 03
modal frequencies measured on the Ludwig kettledrum are
lower ~between 4% and 9%) than the corresponding fre-
quencies measured on the Premier kettledrum. This is cer-
tainly a consequence of the differences in size between the
two kettle volumes~0.14 for Davis, 0.10 m3 here!.

The comparison between calculated and measured decay
times t60 for both kettledrums is shown in Table V. This
quantity is defined as the time for a 60-dB attenuation of the
sound pressure. Here again, the theoretical values obtained
by Davis, for a cylindrical kettle, are calculated by means of
a frequency domain method. In our case, the decay times are
estimated from the decay curves presented in Fig. 15.

The decay times measured on both kettledrums are simi-
lar ~within 30%), except for the 02, 31, and 03 modes. This
can be considered as a remarkable result, in view of the
significant geometrical differences between the two instru-
ments. However, the predictions are significantly better with
the present model than with the model used by Davis, espe-
cially for the 01, 31, 41, and 51 modes. This follows essen-
tially from the fact that our model includes a viscoelastic
term to account for the losses in the membrane, whereas only
sound radiation is included in the calculations made by
Davis. In this context, the comparison between the two sets
of calculated values yields useful information on the effect of
radiation, compared to the effect of dissipation in the mem-
brane, on the decay times.

V. DISCUSSION AND CONCLUSIONS

The model of the kettledrum presented in this paper is
used for illustrating the time-domain evolution of the mem-
brane displacement, of the sound field and of the pressure
jump, starting from the impact by the mallet. The time his-
tories of mallet, membrane, and acoustic energies are also
calculated, which yield interesting information on the energy
exchange between the constituent parts of the instrument.

The simulated external pressure is compared to the
sound pressure radiated by a real instrument. The values of
the parameters are derived from measurements performed on
a hand-tuned Premier kettledrum. The comparison between
measured and simulated waveforms and spectra shows that
the model succeeds in capturing the main features of real
sounds: the eigenfrequencies are reproduced within a few
percent and the decay times of the main partials look very
similar. In addition, it has been shown to what extent an
improper tensioning of the membrane accounts for the tem-
poral envelope of the sound and for peak doubling in the
spectrum.

The simulation results obtained for the modal frequen-
cies of the kettledrum are in good agreement with theoretical
frequency domain predictions obtained by Davis in a previ-
ous study.20 Comparison of decay times between the present
time-domain model and the frequency domain method by
Davis shows the relative importance of radiation and vis-
coelasticity of the membrane, respectively, in the damping
process.

In the present state of the model, a given sound is de-
fined by nearly 15 physical and geometrical parameters~see
Table I!. However, through our simulations, it has been
found that the model is more sensitive to some parameters
than to the others: small modifications~of about 20%) in the
viscoelastic damping factorh, for example, alter the decay
times significantly and yield clearly perceivable differences
between real and simulated sounds. It has been also observed
that similar results in the spectrum could be obtained with
different sets of parameters: small variations of the sound
speedca , for example, can be compensated by changing
slightly the tension of the membrane.

TABLE V. Decay timest60 of the first ten partials for the complete kettledrum. Comparison between the results
obtained by Davis~Ref. 20! and by the present model, for comparablef 11 .

Mode
~mn!

t60

Davis
~calculated!

cylindrical kettle
~s!

t60

Davis
~measured!

Ludwig 26-inch
~s!

t60

Present work
~calculated!

ellipsoidal kettle
~s!

t60

Present work
~measured!

premier 25-inch
~s!

01 0.06 0.4 0.8 0.4
11 1.4 2.3 2.4 2.8
21 4.7 3.7 5.0 4.2
02 0.2 0.3 0.25 0.5
31 15.4 4.6 6.0 8.4
12 0.1 2.5 2.0 2.4
41 31.6 4.3 4.8 4.6
22 1.0 0.9 1.3 0.9
03 1.1 0.5 0.6 1.0
51 33.5 4.1 3.4 5.2
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The modeling of the mallet is similar to the one previ-
ously used in the past for pianos and xylophone.12,17 As for
these two instruments, convincing results are obtained here
despite the simplicity of the model. However, in the case of
timpani, one may argue that, due to both the relative softness
and dimensions of the head, it should be necessary to take
into account the fact that the surface of contact varies with
time during the impact. This question remains open.

The modeling of internal losses in the membrane with
the help of only one coefficient~the viscoelastic loss factor
h! yields surprisingly good results, although an intuitive
physical analysis of the problem suggests that other causes of
losses may exist in the mallet’s felt and at the rubber edge of
the membrane. The results seem to indicate that these two
latter effects are either of second order, compared to the
viscoelasticity of the membrane, or that they can be compen-
sated, to a first approximation, by increasingh.

The relevance of the kettle shape in terms of sound qual-
ity is a question of interest for timpanists and makers.8 In this
paper, an ellipsoidal shape has been selected for facilitating
the definition of the mesh. It should be mentioned, however,
that there are no basic limitations in the model with regard to
the kettle shape. A comparison between existing and various
mathematically defined shapes could be the goal of a future
work. This work could also include a study on the function
of the hole at the bottom of the kettle.

Finally, one can think of other possible extensions of the
present model for time-domain investigation of acoustical
systems made of a membrane stretched over an air cavity.
This could be, for example, useful for the modeling of ear-
drum, microphone, or wall resonators. In this case, the im-
pact excitation would have to be replaced by an acoustic
excitation.

APPENDIX A: FICTITIOUS DOMAIN FORMULATION

In this Appendix, the variational formulation of our
problem, written in a fictitious domain, is presented and jus-
tified.

By multiplying Eq. ~5! by a test functionw* , and inte-
grating onS, one obtains

d2

dt2
E

S
sww* 5E

S
div~T¹w!w* 1h

d

dtES
div~T¹w!w*

2E
S

f ~ t !gw* 2E
S
@p# uSw* .

After integration by parts, one easily checks that, when
w* is set equal to zero on]S, this equation becomes

d2

dt2
E

S
sww* 1E

S
T¹w¹w* 1h

d

dtES
T¹w¹w*

52E
S

f ~ t !gw* 2E
S
@p# uSw* . ~A1!

Multiplying Eq. ~9! by a test functionp* and integrating
on V j , yields

1

ca
2ra

d

dtEV j

pj p* 52E
V j

divV j p* for j 5e,i . ~A2!

Applying a similar treatment to Eq.~10! and using the
Green formula,

E
V j

¹pjV* 1E
V j

pjdiv V* 5E
G
V* •nj pj uG ,

one obtains

ra

d

dtEV j

V jV* 2E
V j

pjdiv V* 52E
G
pj uGV* •nj for j 5e,i .

~A3!

The sum in Eqs.~A3! and ~A2!, for j 5e and j 5 i , are
calculated, and the functionsp andV on the complete space
V are defined by their restrictions toV j ~j 5e,i !: puV j

5pj

and VuV j
5V j . By combining the resulting equations to-

gether with Eq.~A1!, the following system is obtained:

a!
d2

dt2
E

S
sww* 1E

S
T¹w¹w* 1h

d

dtES
T¹w¹w*

52E
S

f ~ t !gw* 2E
S
@p# uSw* , ~A4!

b! ra

d

dtEV
VV* 2E

V
p div V* 5E

G
@p# uGV* •n, ~A5!

c!
1

ca
2ra

d

dtEV
pp* 1E

V
div Vp* 50. ~A6!

In this formulation, the main difficulty follows from the
term @p# which is, by definition, the pressure jump over the
boundaries of the instrument. This term implies knowing
both external and internal pressures on the boundaries and
thus requires constructing a volume mesh that fits the instru-
ment. The fictitious domain method consists of introducing
the new unknownl5@p#G defined on the surfaceG of the
instrument. System~A4!–~A6! then becomes

a!
d2

dt2
E

S
sww* 1E

S
T¹w¹w* 1h

d

dtES
T¹w¹w*

52E
S

f ~ t !gw* 2E
S
lw* , ~A7!

b! ra

d

dtEV
VV* 2E

V
p div V* 5E

G
lV* •n, ~A8!

c!
1

ca
2ra

d

dtEV
pp* 1E

V
div Vp* 50. ~A9!

It remains to take into account the boundary conditions on
the surface of the instrument,

V–n5
]w

]t
on S,

~A10!
V–n50 on C.
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Here, these conditions are taken into account in the weak
sense, i.e., via an integration alongG,

d

dtES
wl* ds2E

G
V–nl* ds50 ;l* .

This equation completes the system~A7!–~A9!. Notice that,
in this formulation, the space forV ~and therefore the mesh!
can ignore the boundary of the instrument. This is a major
advantage of this method, compared to more classical finite-
element formulations.

APPENDIX B: HIGHER-ORDER ABSORBING
CONDITIONS

In this Appendix, the method used for simulating a free
space for the sound field is presented. The basic principle of
the method consists of adding artificial absorbing conditions
on the boundaries of the computational domain.

1. The absorbing boundary condition for the half
space

In order to reduce the computational domain of the wave
equation,

]2p

]t2
2S ]2p

]x2
1

]2p

]y2
1

]2p

]z2 D 50, ;~x,y,z!PR3,

to the half spacez,0, assuming that the sources are located
in z,0, an artificial boundary has to be imposed in the plane
z50. ~For simplicity, the speed of sound is supposed here to
be equal to unity.!

The exact, or so-called ‘‘transparent,’’ condition is ob-
tained via Fourier transform:p(x,y,z,t)° p̂(kx ,ky ,z,v).
The solution satisfies

for z.0,

p̂~kx ,ky ,z,v!5 p̂~kx ,ky,0,v!expS 2 ivA12
uku2

v2
zD ,

uku25kx
21ky

2,

where the square root has been appropriately chosen to rep-
resent the outgoing waves. Inz50, the transparent condition
is written

for z50,
] p̂

]z
1 ivA12

uku2

v2
p̂50.

The major drawback of this formulation is that it is non-
local, both in space (x,y) and time. Therefore, the following
approximation is preferred:

dp̂

dz
1 ivS g2(

l 51

L
b l

a l

v2

v22a l uku2D p̂50,

g511(
l 51

L
b l

a l
. ~B1!

Equation~B1! corresponds to a rational approximation
for u5 (uku2/v2),1 of the functionu°A12u,

A12u'S 12(
l 51

L

b l

u

12a lu
D

5g2(
l 51

L
b l

a l

1

12a lu
for uP@0,1#.

For stability reasons, the parameters (a l ,b l) must sat-
isfy

a l.0, b l>0, (
l 51

L
b l

12a l
,1.

Among the possible choices, the diagonal Pade´ approxi-
mation atu50 can be used. This corresponds to

b l5
2

2L11
sin2S lp

2L11D and a l5cos2S lp

2L11D . ~B2!

By introducing auxiliary functionsc l
z(x,y,t) by means

of their Fourier transforms,

ĉ l
z5

v2

v22a l uku2
p̂.

Then Eq.~B1! can be rewritten as the following system:

H dp̂

dz
1 ivS gû2(

l 51

L
b l

a l
ĉ l

zD 50

v2ĉ l
z2a l uku2ĉ l

z5v2p̂, uku25kx
21ky

2 .

~B3!

In the time-domain, this corresponds to

5
]p

]z
1g

]p

]t
2(

l 51

L
b l

a l

]c l
z

]t
50

]2c l
z

]t2
2a lS ]2c l

z

]x2
1

]2c l
z

]y2 D 5S ]2p

]t2 D
/z50

, l 51,...,L.

~B4!

In Eq. ~B4!, the functionsc l
z are only defined on the

boundary. The system can be seen as a transport equation in
thez direction coupled toL bidimensional waves’ equations
on z50 via the functionsc l

z .
To illustrate the performance of the method, the reflec-

tion of an incident plane wave, with angle of incidenceu on
such an absorbing boundary, is computed. The incident wave
is reflected with a reflection coefficientR(u). In Fig. A1, the

FIG. A1. Reflection coefficient of an incident plane wave on an absorbing
boundary for various values of orderL (L50,1,2,5,10).
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variations ofR(u) as a function ofuP@0,(p/2)# are plotted,
with Padé approximants and various values ofL (L
50,1,2,5,10).

2. Simulation of a rectangular anechoic room

In order to reduce the computation to a finite rectangular
room, one has to simulate an absorbing condition similar to
Eq. ~B4! on each wall. However, because of the presence of
the tangential Laplacian, these equations have to be comple-
mented by edge conditions. As an example, the edge condi-
tion on the liney50,z50 is presented, with the computa-
tional domain in the quarter spacey,0,z,0. The main
problem is to determine compatibility conditions at the edge
y50,z50 between the auxiliary functionsc l

y(x,z50,t) and
c l

z(x,y50,t). This leads to the introduction of 2L2 edge
functionscm,l

(y,x) andcm,l
(z,x) . Then, the edge conditions can be

written

]c l
y

]z
~x,z50,t !52g

]c l
y

]t
~x,z50,t !

1 (
m51

L
bmg l ,m

am
2

]c l ,m
(y,x)

]t
~x,t !

1 (
m51

L
bmg l ,m

ama l

]cm,l
(z,x)

]t
~x,t !

and

]c l
z

]y
~x,y50,t !52g

]c l
z

]t
~x,y50,t !

1 (
m51

L
bmg l ,m

am
2

]c l ,m
(z,x)

]t
~x,t !

1 (
m51

L
bmg l ,m

ama l

]cm,l
(y,x)

]t
~x,t !,

where g l ,m5a lam /(a l1am2a lam) and cm,l
(z,x) and cm,l

(y,x)

satisfy the one-dimensional wave equations

]2c l ,m
(z,x)

]t2
2g l ,m

]2c l ,m
(z,x)

]x2
5

]2c l
z

]t2
~x,y50,t !

]2c l ,m
(y,x)

]t2
2g l ,m

]2c l ,m
(y,x)

]x2
5

]2c l
y

]t2
~x,z50,t !.

Finally, because of the second-order derivative along the
edge, corner conditions are also needed. If, for example, the
case of the domainx,0,y,0,z,0 is considered, then 6L2

corner conditions atx50,y50,z50 are obtained~see Ref.
11!. These conditions relate the auxiliary functions on the
three edges.

The firstL2 conditions are given by
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where g l ,m,n5g l ,man /(an1g l ,m2ang l ,m). By interchang-
ing the roles ofx andz, y remaining constant,L2 additional
conditions are obtained, and the remaining 4L2 conditions
are obtained by circular permutation onx, y, z. In the
present calculations, the computational domain is a rectangu-
lar room. In this case, edge and wedge conditions, similar to
those presented above, must be fulfilled.

In practice, the interior scheme is used for computing
the values of the pressurep in the cubes which are strictly
situated in the room, while the absorbing conditions yield the
pressure in the cubes connected to the boundaries.

Readers who are interested in more details may down-
load the technical report written by Collino11 via ftp at the
following address: http://www-rocq.inria.fr/ondes/publi.
html.
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Preferred self-to-other ratios in choir singing
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Choir singers need to hear their own voice in an adequate self-to-other ratio~SOR! over the rest of
the choir. Knowing singers’ preferences for SOR could facilitate the design of stages and of choral
formations. In an experiment to study the preferred SOR, subjects sang sustained vowels together
with synthesized choir sounds, whose loudness tracked that of their own voice. They could control
the SOR simply by changing their distance to the microphone. At the most comfortable location, the
SOR was measured. Experimental factors included unison and four-part tasks, three vowels and two
levels of phonation frequency. The same experiment was run four times, using sopranos, altos,
tenors, and basses, with stimulus tones adapted for each category. The preferred self-to-other ratios
were found to be similar to SORs measured previously in actual performance, if a little higher.
Preferences were quite narrow, typically62 dB for each singer, but very different from singer to
singer, with intrasubject means ranging from21 to 115 dB. There was no significant difference
between the unison and the four-part tasks, although this might have been caused by systematic
differences in the stimulus sounds. Some effects of phonation frequency and vowel were significant,
but interdependent and difficult to interpret. The results and their relevance to live choir singing are
discussed. ©1999 Acoustical Society of America.@S0001-4966~99!01306-5#

PACS numbers: 43.75.Rs@WJS#

INTRODUCTION

For a choir singer, it is important to hear one’s own
voice ~self! as well as the rest of the choir~other!, in some
suitable proportion. If one’s own voice is masked, errors may
occur, both in pitch~Naylor, 1987! and in vowel timbre
~Ternström and Sundberg, 1989!. One’s own voice can be
masked in very reverberant rooms and/or close choir forma-
tions~Ternström and Sundberg, 1988!. If the rest of the choir
is masked, timing becomes a problem. This can be the case
in open-air places or very spread-out formations.

The most thorough treatment of hearing of self/other of
which I am aware is that of Naylor, who studied this problem
in orchestras. His work supports the view that sound levels
are more important than the temporal distribution of returned
energy~i.e., early reflections versus reverberation!.

In another major study, Daugherty~1996! studied the
preferences and perceptions of choristers and auditors with
regard to choral spacing and choral formation. This issue is
closely related to hearing of self. A choir was asked to sing
the same excerpt of music in systematically varied forma-
tions. Immediately afterwards, the choir singers filled out a
questionnaire. The 160 auditors made paired comparisons of
high-fidelity stereo recordings taken in an audience position
in the auditorium. The experiment was exceptionally well
controlled, with great attention to detail. For example, a vid-
eotaped conductor was used so as to minimize irrelevant
variation between trials. From Daugherty’s results, we note
that choir singers preferred a wider spacing to the normal
spacing, and that this preference was stronger than that for
mixed formation over sectional formation. The auditors
showed some preference for the choral sound produced in
wider spacing.

The present investigation is concerned only with the
sound-pressure levels of self~airborne! and other. The dif-
ference in level between self and other will be called the
self-to-other ratio~SOR!, expressed in decibels. A positive
SOR means that a singer’s ears are subjected to a higher
sound pressure from his/her own voice than from the rest of
the choir.

The individual choir singer can do little to influence the
SOR at his own position. Raising one’s own voice is rarely
permissible, with regard to the music and to one’s fellow
singers. One might use the sheet music as a sound reflector
and thereby gain a few decibels of feedback at high frequen-
cies. It is also possible to block an ear with a fingertip,
thereby increasing low-frequency feedback and also attenu-
ating the choir; but this has significant disadvantages, both
perceptual and aesthetic.

The SOR is, however, also influenced by choral forma-
tion and by the room acoustics. In theory, the SOR can be
predicted for a given singer position, using computer models
or even standard formulas of statistical acoustics.~The data
needed for such a prediction would be the number of singers,
their relative locations, their voice output powers, and the
so-called equivalent absorption area of the room.! Therefore,
if the SORs preferred by singers were known, guidelines
might be suggested for stage design and choral formation.
With knowledge about these relationships, choir directors
would be better equipped to optimize conditions, e.g., by
changing the spacing between singers and/or by enforcing
alterations to the room’s absorption.

The objectives of the present investigation were~1! to
find out how large an SOR is preferred by choir singers, and
~2! to determine whether such preferences are strong~mani-
fest in a small range of acceptable SORs! or weak ~large
range!.a!Electronic mail: sten@speech.kth.se
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I. METHOD

A. Overview

The experimental approach was to let individual subjects
sing sustained vowels together with a synthesized choir, in
various conditions of vowel,F0 , etc. While singing, they
were to adjust the level of that choir for an optimal self-to-
other ratio, which was then measured.

For the task of the subjects to be realistic yet simple, a
fairly complex experimental setup was devised. Subjects
stood alone, at least 1.5 meters in front of a wall, onto which
four loudspeakers were mounted, equidistant from the sub-
ject’s head. A microphone stood on a floor stand straight
ahead of the subject. The sound level at this microphone was
used to control the volume of a synthesized choir coming
through the speakers. The subject’s own voice was not fed to
the loudspeakers.

The synthesis remained silent while the subject was si-
lent. The sound-pressure level~SPL! of the ‘‘choir’’ was
controlled one-to-one by the subject’s voice SPL. As soon as
the subject started to sing~sustained vowels!, the choir
would automatically follow suit. Any change in the subject’s
SPL would be accompanied by a corresponding change in
the choir SPL. Hence, the SOR at the subject’s ears was, in
effect, independent of the subject’s voice SPL. This is im-
portant, since it would be a difficult and musically irrelevant
task to maintain a stable SPL of one’s own voice.

By walking closer to the microphone, the subject could
raise the relative level of the choir, thereby decreasing the
SOR. Conversely, by backing away from the microphone,
the subject could lower the level of the choir and increase the
SOR. Subjects were asked to seek out the distance from the
microphone at which the self and other sounds were per-
ceived to be most suitably balanced in loudness. Having
found the preferred position, the subject would hold down a
button and continue singing until told to stop~at least 5 s!.
During this time, the SOR would be measured, using a sepa-
rate pair of binaural microphones worn by the subject.

This measurement method has some convenient proper-
ties that make it robust:

~i! It requires a fairly reverberant room rather than an
anechoic room. Anechoic rooms are usually disliked
by singers.

~ii ! Stimuli are presented over hi-fi loudspeakers, not
headphones. Headphones disrupt the normal auditory
feedback and fix the placement of the stimulus sound
field relative to the subject’s head.

~iii ! The front microphone signal is used only for acquir-
ing the subject SPL, not for recording the subject’s
voice. The SOR control mechanism works regardless
of how close the subject is to the microphone, and
regardless of whether or not the subject is singing the
intended vowel and the intended pitch.

In the rest of this methods section, I shall describe the
technique for measuring the SOR; the experimental factors;
the stimulus sounds; the signal processing; the subjects; the
procedure; and the analysis.

B. Measuring the self-to-other ratio

The measurement technique is described in detail by
Ternström ~1994!, and relies on the use of lightweight bin-
aural microphones worn in the subject’s ears. The method
allows the SOR experienced by a singer to be measured dur-
ing normal singing, with little or no inconvenience to the
singer. The method does not account for the contribution of
bone-conducted sound; some consequences of this will be
dealt with in the discussion. A brief description of the
method will be given here.

The objective is to measure the sound-pressure levels at
the singer’s ears, both of the singer’s own voice~self! and of
the rest of the choir~other!. Since these signals are always
mixed, and are often quite similar, the task is not trivial.
With one microphone at each ear, however, we note that the
signal from one’s own voice in the left and right channels
will be practically identical and in phase at all frequencies.
The sounds of the rest of the choir and of room reflections,
on the other hand, are not in phase. In fact, they tend to be
slightly out of phase, because sung sounds have an average
spectral peak near the first formant at about 500 Hz, and at
this frequency the propagation distance for sounds arriving
sideways differs by about half a wavelength~out of phase!
for the left and right ears.

These circumstances enable us to separate the SPLs of
self and other with reasonable accuracy. By subtracting the
right-ear signalR from the left-ear signalL, a new difference
signal S is created in which the self component is entirely
canceled. The level of this difference signal is proportional
to the SPL of other and is essentially independent of the SPL
of self. If instead the left and right signals are added together
into a sum signalM , self will gain exactly twofold, or
16 dB, but other will gain only about 3 dB. Expressed in
equations,

L5selfL1otherL, R5selfR1otherR , ~1!

where

selfL5selfR, otherLÞotherR , ~2!

and from which we have

~3!

The symbolsM for mono andS for stereo are conven-
tionally used by broadcasting engineers for denoting the sum
and difference signals, respectively, of a stereo program.
Provided that self is stronger than other, which is most often
the case, the level of theM signal will be determined mostly
by the SPL of self. We can thus approximate the self-to-other
ratio with the difference in level betweenM and S, less 3
dB. This approximation can be refined to deal also with weak
self signals, if the cross correlation of other~left! to other
~right! can be measured and taken into account. The method
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will henceforth be called the M/S measurement method for
SOR.

Because of the random beating that is inherent in choral
sounds, theM and S levels fluctuate considerably over the
short term. With the integration time constants used here, the
levels were averaged over at least 5 s toobtain stable read-
ings. This in turn means that the method is not particularly
sensitive to incidental extraneous sounds, such as brief traffic
sounds and doors slamming elsewhere in the building. The
operator could sit in the same room with the subjects.

C. Experimental factors

The stimulus sounds representing the rest of the choir
could not be taken from recordings, since the duration of
each stimulus would have to depend on the time taken by a
subject to decide on the preferred self-to-other ratio. Instead,
the stimulus sounds were synthesized in real time. The digi-
tal synthesis facilities at our disposal are very flexible and
allow for a real-time synthesis of up to three simultaneous
sung vowel sounds, each available on a separate analog out-
put.

This limitation to three synthesized voices suggested one
series of stimuli with unison vowel sounds, and another se-
ries of ‘‘music-minus-one’’ stimuli of four-part chords, in
which the subject sings the fourth part. Hence, one experi-
mental factor wascontext, with two levels: unison and four-
part, or chord. The hypothesis for this factor was that a
higher SOR would be preferred in the unison case, in which
the masking effect of other is stronger.

In order to introduce some variation in the task of the
subjects, two levels of fundamental frequencyF0 and three
vowels were chosen. There was oneF0 level in the lower
half of the voice typeF0 range and one in the upper half
~Fig. 1!. The three vowels were@u:#, @a:# and @}:#.

For realism, tailor-made other sounds had to be pro-
duced for each of the four choral voice types, i.e., soprano,
alto, tenor, and bass. A soprano will not find it meaningful to
sing in a context designed for a bass. This separation of
stimulus sets has the formal consequence of splitting the ex-

periment into four subexperiments, which are different with
regard to the experimental factors of vowel andF0 . These
four will henceforth be called the experimentalsections, one
for each voice category. In comparisons across sections, data
points may not be broken down by vowel andF0 , since the
stimuli were not the same in these respects. Only the context
factor ~unison or not unison! may be considered consistent
across sections.

In order to check for reproducibility, each stimulus
sound was replicated three times, although with aloop gain
that was modified by23, 0, or13 dB. To achieve the same
SOR on all three, the subject would have to modify the mi-
crophone distance significantly for each one. This variation
was introduced to encourage the subjects to reassess each
token and not just stand still.

Since each subject had only one voice type, this makes a
total of 2323333536 tokens per subject. The stimulus
sounds were tailor-made for all factors and for voice types,
making a total of 2323334548 combinations of synthe-
sis parameters~Table I!.

Only stationary sounds were used; that is, the task of the
subjects was to sing not music but just sustained vowel
sounds in unison or in a four-part chord. This constraint was
adopted for several reasons:

~i! it focuses the experiment on the question of sound
levels only, and excludes such aspects of ensemble
acoustics as may be related to the propagation timing
of direct and reflected sounds,

~ii ! it avoids the complication of incidental variations in
SOR that are concomitant with text-induced changes
in vowel and voice effort, as for example when other
and self are not perfectly synchronized,

~iii ! the SOR in stationary conditions can be assumed to be
very closely related to the average SOR when per-
forming actual music,

~iv! it eliminates the need for subjects to learn to sing a
particular excerpt of music,

~v! it lets the subjects concentrate as purely as possible on
balancing the level of their own voice~and, to a lesser
extent, the timbre! against the rest of the ensemble.

Some further aspects of choosing sustained vowels will be
mentioned in the discussion.

D. Synthesis of stimulus sounds

Each of the three ‘‘voices’’ in the stimulus sounds was
synthesized as follows. A conventional source-filter model

FIG. 1. Notes in boxes indicate the low and high tones sung by the subjects
in both unison and chord contexts. Their fundamental frequencies are given
in Hz. Notes outside boxes indicate the tones produced by the synthesized
choir in the chord context. All tones were repeated on three vowels, each of
which was replicated three times.

TABLE I. The experimental factors and their levels; also the types and
number of replications.

Factor Levels No. of levels

Context unison, chord 2
F0 low, high 2
Vowel @u:#, @a:#, @}:# 3

Replications

Loop gain~replicas! 23, 0, 13 dB 3
Section~voice type! S,A,T,B 4
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was used. The glottal source-pressure waveform was simu-
lated using a new real-time algorithm that will be the subject
of a forthcoming paper. The algorithm has one spectrum
slope parameter, which corresponds well perceptually to the
degree of vocal ‘‘press;’’ and anF0 parameter. TheF0 of
each source oscillator was perturbed independently by a flut-
ter generator of a type described earlier by Ternstro¨m and
Friberg ~1989!. The vocal tract filter was implemented as a
chain of seven formant filters, followed by a16 dB/octave
pre-emphasis.

The formant frequencies, formant bandwidths, and
source spectrum slope factors were found by starting with
values known from the literature and from personal experi-
ence, and then adjusting them by ear. This work was assisted
by an experienced singing teacher passing judgments on the
subjective quality of the synthesis. TheF0 and gain param-
eters were given by the experimental factor levels. The
stimulus sounds were not equalized for SPL, since this
would remove natural differences between vowels. The uni-
son synthesis had 14 parameters and the three-part synthesis
had 20 parameters. Complete listings of the parameter values
used are available from the author, as are the setup script
files and the parameter files that controlled the models. Read-
ers who have access to the same signal-processing system
can thereby recreate the setup.

E. Signal processing

An overview of the experimental setup is given in Fig.
2. A commercial system for digital signal processing~DSP!
was used to simultaneously generate and measure all the sig-
nals involved~Aladdin Interactive DSP™ from AB Nyvalla
DSP!. A signal processor add-on board~Loughborough
Sound Images PC/C31! with four channels of true 16-bit
analog input and output was mounted in a PC. The sampling
rate was 16 kHz. The Aladdin model running on the DSP
performed the following actions continuously and in parallel:

~i! Synthesize the three sustained vowel sounds under
parameter-file control, as described above.

~ii ! Advance to a new set of parameter values when the
operator presses a button. This caused the next stimu-
lus sound to be played for 1.6 s as a cue to the subject.

~iii ! Acquire the front microphone signal~subject’s voice!
on one A/D converter, compute its level envelope,
and use this level signal to control the level of the
synthesis that is presented back to the subject.

~iv! Acquire the state of the button that the subject holds
down to indicate approval.

~v! Acquire the left and right binaural microphone signals
on two more A/D converters, and compute the self-
to-other ratio as described above.

~vi! Output results to a disk file with five channels, each
sampled at 100 Hz:~1! the SOR,~2! the token number
1,...,18,~3! the sound level of the subject’s voice as
registered by the front microphone,~4! the level of the
M signal, approximating theself level, and ~5! the
‘‘subject approves’’ switch signal.

An annotated screen image of the DSP block diagram is
shown in Fig. 3.

F. Stimulus presentation

The experiment took place in a moderately reverberant
classroom with a volume of about 300 m3 and a reverbera-
tion time of 0.76 s. The stimuli were presented over four
studio-quality self-powered loudspeakers arranged sym-
metrically in a vertical plane on a wall~Figs. 4 and 5!. The
wideband noise output level of all four loudspeakers was
adjusted to be the same to within 0.5 dB on the central axis
shown in Fig. 4. The M/S method cannot discriminate be-
tween the subject’s own voice and other sound sources lo-
cated in the vertical plane of symmetry. Therefore, the three
synthesized voices were counter phased across the loud-
speakers such that there would be some stereo effect yet no
apparent source in the center of the stereo image. This ar-
rangement also improved the ‘‘surround-sound’’ effect of
standing inside a choir, and helped reduce the risk for regen-
erating feedback via the front microphone, which in a pilot
experiment was seen to be a potential problem. The counter
phasing was also intended to somewhat increase the propor-
tion of diffuse field sound at the subject’s ears. This is desir-
able since the M/S method works best when the left-ear and
right-ear other signals are uncorrelated with each other. Fi-
nally, a small amount of artificial stereophonic reverberation
was added, both for its decorrelating effect and to increase
the realism of the synthetic choir. However, some correlation
remained, and was dealt with as described below.

The order of presentation was randomized differently for
each section and for both contexts, but not for each subject.
That is, all sopranos received their stimuli in the same order,
as did altos, tenors, and basses. The unison context task with
18 stimuli was performed first, followed by a short rest, and
then the chord context task, also with 18 stimuli. The proce-
dure took 18–25 min per subject.

FIG. 2. Experimental setup, incorporating a PC complemented with a DSP
board, studio quality audio equipment, four loudspeakers, and three micro-
phones.
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G. Subjects

Twenty-three subjects took part in the experiment. There
were six each of basses and tenors, all males; and six altos
and five sopranos, all females. All had at least 5 years of
choral experience. They were aged 19–54 and were recruited
from various choirs around Stockholm. They were paid for
participating.

H. Procedure

On arrival, each subject was given a sheet to read while
waiting for their turn. The sheet carried some introductory
information about hearing oneself, and a description of the
task to come.

The subject was first fitted with lightweight binaural mi-
crophones~Sennheiser MKE2002! worn in the outer ears,
and with a hand-held button for signaling approval. The ar-
chiving digital audiotape~DAT! recorder was then started
and the subject was asked to sing, alone, a few bars of a
simple song of his or her own choice. This was done to
enable matching of the channel gains of the left and right
microphone signals, for each subject. Then the DSP was
started and the synthetic choir was demonstrated. The subject
was asked to sing in unison with the synthesis and to explore
the control of SOR by varying the distance to the front mi-
crophone. Once the subject appeared to understand the be-
havior of the control mechanism, the sequence of 18 unison
sounds was started.

For each sound, the subject would first hear the synthe-
sis on its own for about 2 s. Then the subject would sing the
same sound, thereby invoking the choir again. He or she
would approach the front microphone or recede from it,
searching for a satisfactory balance between the own voice
and the synthesized choir. At the optimum position, the sub-
ject would hold down the button, thereby illuminating a lamp
at the operator’s desk. The operator would count at least 5 s
and then ask the subject to stop singing. The subject was
allowed to take a new breath at any time.

I. Analysis

An example printout of a small portion of an output file
is shown in Fig. 6. Two such output files were created for
each subject: one for the unison trial, and one for the chord

FIG. 3. DSP block diagram, showing the synthesis of three voices,M /S processing of the binaural microphone signal, and level processing of the front
microphone.

FIG. 4. Schematic arrangement of loudspeakers, front microphone, and
singer subject.~a! Side view. The level picked up by the front microphone
controls the level of other.~b! Front view. The 3 synthesized voices
A, B, C were counterphased as shown, for reasons explained in the text.

FIG. 5. Physical dimensions, in meters, of the loudspeaker setup and mi-
crophone arrangement.~a! Right-hand view;~b! front view.
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trial. The output files were analyzed for SOR, by averaging
the SOR curve over the portions that had been approved by
the subjects. These portions were marked manually. The av-
erages of the marked sections were computed by an acces-
sory program and entered into a spreadsheet.

J. Accounting for left–right cross correlation of the
other signal

The binaural method for separating the level of other
from the level of self relies in the first approximation on the
assumption that the two signals other~left! and other~right!
are uncorrelated with each other. Several measures were
taken to decorrelate these two signals, i.e., independentF0

randomization of the voices, counter phasing of the direct
sounds~to reduce the ratio of direct to diffuse sound!, and
addition of some artificial reverberation. With only three
voices in the synthesized choir, however, there might still be
systematic variations in the cross correlation, due to changes
in F0 and in the spectrum shape~vowel!. Such variations
would introduce systematic errors in the SOR readings. To
study the effects of these two factors, therefore, some inde-
pendent assessment was required of the left–right cross cor-
relation in other.

When self is silent, any positively cross-correlated com-
ponents of other will appear as a ‘‘phantom’’ self. In a bin-
aural signal that contains only other and no self, the cross
correlation of left-to-right can thus be obtained directly from
the SOR of that signal, henceforth called SORother.

Figure 7 shows how vector arithmetic can be applied to
describe this quantitatively. With an SOR in decibels, this
gives a cross-correlation estimate of

r 5
4

p
tan21~10~SOR13.01!/20!21, ~4!

and, with a little trigonometric exercise, the magnitude of the
M vector becomes

uM u5A212 sinS p

2
•r D , ~5!

while uSu is obtained if2r is substituted forr . The ratio
uM u4uSu, expressed in dB, is subtracted from the ‘‘raw’’
SOR reading to correct it for the cross correlation in other.

In the experiment, each token started with a prompting
choir sound, during which the singer nearly always remained
silent, and which was identical to the subsequent stimulus.
The SORother was measured for all these prompt sounds (N
5828), yielding an average of at least 15 SORother readings
for each stimulus, from which the cross correlation was es-
timated.

There were indeed systematic variations in SORotherwith
vowel and withF0 , but not with the loop-gain replications,
nor with subject. In other words, each stimulus sound had an
individual amount of cross-correlationr , which was quite
stable across repeated presentations. In a few cases,r was
rather far from zero, with extremes observed at20.46 and
10.65. When averaged over vowels andF0 , however, the
SORother was 23 to 26 dB, corresponding to cross-
correlation values of 0 to20.2. This matches very closely
the range of values observed in measurements on silent sing-
ers in choirs performing real music with lyrics and melody
~Ternström, 1995!. It also strengthens the earlier contention
that the left and right other signals tend to be somewhat
negatively correlated.

All SOR readings were compensated for the cross cor-
relation in other before further processing.

FIG. 6. Sample excerpt from a result file. The abrupt dips in self level and front mic level occur each time the singer pauses for breath. In the time interval
355–363 s, the singer recedes from the front microphone and then approaches it again, while maintaining a constant voice-effort level. This causes a drop in
the front mic level, which lowers the level of other and thereby causes a corresponding rise in the self-to-other ratio~SOR!. At 375 and 417 s, the operator
advances to a new stimulus. The shaded areas mark the parts of the SOR curve that would be averaged for that token. The ellipses enclose the prompting choir
sounds, during which the subject is silent. The rapid down–up transients in the SOR curve are due to the time constant of the level envelope that controls the
level of the synthetic choir. Because the choir lags slightly behind the singer’s voice, the SOR makes excursions when the subject rapidly changes voice level.
The sampling rate per channel is 100 Hz.
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II. RESULTS

A. Main result

The average preferred SOR is shown in Fig. 8, broken
down by subject and by context~unison/chord!. Each point is
an average over 18 tokens~3 vowels32F0 levels33 loop-
gain levels!. The grand total average preferred SOR (N
5828) was16.1 dB, with a mean intrasubject standard de-
viation of 3.1 dB.

B. Validity

There was a remarkable amount of variation between
subjects: intrasubject averages ranged from21 to 115 dB.
However, it is clear from Fig. 8 that most subjects are quite
consistent across the unison/chord factor. It introduces much
less variation than does a change of subject, even though the
stimulus sounds were quite different for the unison and chord
contexts. Hence, we may safely conclude that the observed
intersubject variations in preferred SOR, though large, are
real and reliable.

The choir was synthesized using a bare minimum of
three voices generated using a fairly basic source-filter model
running at a modest sampling rate. The sounds were recog-
nizably those of a small choir, but their naturalness was in a
few cases questionable. This may raise concerns about the
realism of the subjects’ task. It was therefore reassuring that
several aspects of the results matched the SOR values found
earlier in live choirs in actual performance:

~i! the range of the preferred SORs was similar, if some-
what larger,

~ii ! the observed phantom SORs for silent subjects were
quite the same,

~iii ! the tendency for lower SOR in the bass section and
higher SOR in the soprano section was similar.

C. Reproducibility and reliability

Over the course of a trial, each stimulus would occur a
total of three times, identically presented except for the loop
gain, which was modified by23, 0, or13 dB. This variation
was introduced as a control of reproducibility~are the sub-
jects able to reproduce their own preferences?! and reliability
~are we measuring the right thing?!.

If the preferences for SOR are narrowand the subjects’
control of SOR is adequate, then we would expect little
variation in preferred SOR when only the loop gain is varied.
Large variations, conversely, would be an indication of weak
preferences and/or of poor control. Reproducibility was as-
sessed by computing the varianceV of the three replications
xi as

V5
1

3 F ~x22x1!2

2
1

~x32x2!2

2
1

~x12x3!2

2 G . ~6!

For each subject, this gave 12 observations ofV, which
were averaged into one per-subject varianceVsubj. The
square root of this value corresponds to a standard deviation
in decibels, shown as s.d.rep in Fig. 8. This standard deviation
represents the dispersion caused by the replications alone,
while the dispersion due to the experimental factors is elimi-

FIG. 7. Diagrams of the average sound-intensity vectors of the left and right signals at the singer’s ears, with angle representing cross correlation; to illustrate
the relationship between the cross-correlationr and the SOR.~a! is the case for the self signal, which is identical in both channels.~c! is a common
configuration of the other signal, uncorrelated betweenL andR; andS andM are of equal magnitude.~b! and~d! show how the levels ofS andM become
biased whenL and R are partially correlated. In~e!, the left and right signals are in exactly opposite phase, which never occurs in reality. The SOR is
estimated as the SPL ofM less the SPL ofS less 3 dB (uM u/A2•uSu). Hence, ther of a binaural stereo signal can be computed trigonometrically from its SOR
~assuming that the magnitudes of theL andR signal are approximately equal!. A potential problem is that a truly nullS signal would give an infinite SOR,
but this can occur only in anechoic conditions. Elsewhere, any sound is reverberated in the room and will be interpreted as a weak other signal.

FIG. 8. Main result of experiment. Upper frame: Preferred self-to-other
ratios ~SOR!, broken down by subject and by context~unison/chord!. Each
point is an average of 18 SOR readings~3 vowels32 F0 levels33 replica-
tions!. Lower frame: per-subject standard deviations. The larger values
~open diamondsL! are the standard deviations across all tokens. The
smaller values~filled diamondsl! show the standard deviations due only to
replications, with context, vowel, andF0 effects removed~see the text!.
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nated. The rms mean over all subjects of s.d.rep was 2.2 dB.
This means that when conditions were replicated, subjects
would reproduce the same SOR to within62.2 dB, two
times out of three.

If the subjects were to compensate perfectly for the
changes in loop gain, the average preferred SOR would be
the same for the three gain levels. The average effect of the
loop gain therefore gives an indication as to what extent the
subjects had understood the task. Figure 9 shows the SOR
statistics broken down by loop-gain conditions23, 0, and
13 dB. Although there was indeed a highly significant ef-
fect of loop-gain changes, its magnitude was less than 1 dB
for a 3-dB change in gain. The task thus appears to have
been very well understood. An explanation for the small ef-
fect of the loop gain will be suggested in the discussion.

D. Effects of vowel and F0 were complex

For analyzing the effects of context, vowel andF0 , one
analysis of variance was made for each of the four sections.
These were three-factor analyses of variance~ANOVAs!, us-
ing the three loop-gain settings as replications. The resulting
significance levels of the factor effects are shown in Table II.

Surprisingly, there was no effect of context. I was ex-
pecting a higher SOR to be preferred in the unison context,
in which one’s own voice is more efficiently masked by
other than in the chord context. However, this result may be
in error, as will be discussed below. There were several sig-
nificant effects on the preferred SOR of vowel andF0 , but
their interactions were strong and diverse, making it hard to
generalize. I was expecting, for example, the preferred SOR
for the closed vowel@u:# to be different from that of the two
open vowels, because of the stronger bone-conducted com-
ponent of self for closed vowels~Letowski and Caravella,
1994!. The observed effects were, however, quite different
from section to section, and, when significant, they interacted
strongly with context andF0 level. This is not really surpris-
ing, as a soprano tone is acoustically very different from a

bass tone; and the masking effect of a unison ensemble
sound is rather different from that of a three-part sound.

Nonetheless, two general observations could be made.

~1! The effect of F0 level was significant for basses and
tenors only. For both, the preferred SOR was higher on
the higherF0 . The reason for this escapes me.

~2! For sopranos, no single factor had any significant effect
on the preferred SOR. This could be due to the fact that
soprano sounds vary less with vowel, especially at high
F0 , where all soprano vowels tend to approach@a:#.

E. Experimental limitations

1. SPL calibration was lost

The objective of this experiment was to measure pre-
ferred self-to-other ratios, without regard for absolute SPL.
Although SPL calibration tones were recorded, the gain set-
tings could not be stringently maintained throughout. With a
few very loud voices, the gain had to be reduced on the spur
of the moment to prevent clipping in the audio system. This
was somewhat unfortunate, since it is not possible to report
the absolute SPL of self produced by the subjects, which, in
retrospect, could have been interesting. The absolute SPL of
self may have some effect on SOR, given the possible inter-
actions of SPL, bone conduction, and spectral slope, as dis-
cussed below.

2. Bone conduction was not accounted for

The relative importance of the airborne and the bone-
conducted feedback was investigated by Be´késy ~1949!, who
concluded that they contribute about equally to perceived
loudness. Although the mechanisms of bone conduction have
been researched in detail by Tonndorf~1972!, he reports
little data on humans as regards the relation between the
airborne and the bone-conducted sound. A more recent over-
view is given by Howell~1985!. Garberet al. ~1981! inves-
tigated the amplification effect, i.e., the tendency of a
speaker to lower the voice effort in the presence of amplica-
tion. Using low- and high-passed filtered feedback, they
showed that this effect changes with the frequency content of
the airborne signal. This change was ascribed to the low-
frequency character of the bone-conducted sound.

In the present experiment, bone conduction was not ac-
counted for. It is likely that the air-to-bone ratio increases
with the the voice effort level, with bone conduction domi-
nating in soft voice and/or on closed vowels, and airborne

FIG. 9. The effect of changing the loop gain by13 and23 dB for the three
replications~276 observations per gain level!. On the average, the subjects
compensated for the 3-dB changes in loop gain to within 1 decibel. How-
ever, there remains a small but highly significant effect of loop gain. This
may be a side effect of small systematic changes in the voice effort level
~see Sec. III D!.

TABLE II. Summary of ANOVA results: Probability levelsp for rejection
of the effects of the factors and their interactions.p,0.05 is deemed sig-
nificant ~boldface!.

Factor Sopranos Altos Tenors Basses

Context 0.10 0.75 0.15 0.18
F0 0.29 0.51 0.001 0.009
Vowel 0.07 0.024 0.004 0.020
C* F 0.50 0.009 0.57 0.15
C* V 0.23 0.000 03 0.000 2 0.029
F* V 0.76 0.028 0.002 0.034
C* F* V 0.001 0.013 0.000 01 0.16
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feedback dominating in loud voice and open vowels. Hence,
we may expect some effect of the SPL of self on the pre-
ferred SOR, but its investigation would require a different
experiment.

For the purpose of describing the relationship between
SOR and room acoustics for choirs, the omission of bone
conduction is not a serious constraint, since the bone-
conducted component of self does not change with the room
acoustics. Although the SOR values reported here presum-
ably would be higher if bone conduction had been taken into
account, I would suggest that this fact is of limited practical
use.

3. Spectrum slope was not accounted for

Although the synthesized choir tracked the sound level
produced by the subject, its spectrum envelope remained
constant. Since the spectrum slope of the subject’s voice is
not constant but varies, from soft to loud phonation, this may
have some effect on the preferred SOR if the subjects choose
to sing at very different voice-effort levels. It is important
also to realize that the M/S method estimates the SOR in that
frequency region which happens to dominate the spectrum.
For vocal sounds this is the region of the first formant, which
is vowel-dependent but usually near 500 Hz. This is not nec-
essarily the frequency region in which a singer is most par-
ticular about the SOR.

III. DISCUSSION

A. Differences between choir sections

It is evident from Fig. 8 that the preferred SOR is dif-
ferent in the different sections. These section differences are
similar to those observed when measuring long-term average
SOR values inside real choirs in live performance~Fig. 10!.
The averages for the four sections are of the same magni-
tudes, and in both cases there is an overall trend of higher
SOR values for sopranos and lower for basses. This suggests
that the observed differences between the soprano, alto,
tenor, and bass sections are probably not due to systematic
errors in the synthesized stimulus sounds.

B. Sustained chords as test sounds

In normal choir music, with constantly changing levels,
pitches, and vowels, the SOR varies rapidly. In that situation,
it is likely that a singer will be able to pick up more auditory
clues regarding his or her own voice production than in sus-
tained chords. On the other hand, the singer performing nor-
mal music is likely to be paying more attention to the execu-
tion of the music and the lyrics than to a precise balance of
levels. When considering hearing-of-self in choirs, the sus-
tained chord or sustained unison note can be said to represent
a kind of ‘‘worst case’’ in which the overall audibility of
one’s own voice would rest almost entirely on the SOR,
rather than on musical timing or spectral variation. Further-
more, auditory feedback is pivotal to correct and precise in-
tonation~e.g., Elman, 1981!, which, from a choral point of
view, is particularly important in sustained chords. There-

fore, even if sustained chords are a special case, they are
especially relevant when considering the SOR.

C. Habit may be of importance

The large intrasubject variation in preferred SOR could
be attributable in part to the habitual position of the singer in
the choir. Although this issue was not formally investigated,
the subject with the largest preferred SOR was used to stand-
ing at one end of the choir, while the subjects that preferred
a negative SOR said they normally stand near the center of
the choir. It seems possible, then, that SOR preference is at
least in part acquired, and not determined by acoustical fac-
tors alone. One subject was particularly experienced, and
freelances as a supporting choir singer in many elite choirs.
He had very precise preferences, even though he frequently
changes choir and position in the choir.

D. Possible influences of the spectral variation in self

Even though the SPL calibration was lost~Sec. II E 1!, it
remained possible to measure the intrasubjectchangesin self
level over the course of the two trials, by examining theM
signal in the result files. This revealed that the mean self
level was 7.6 dB lower in the chord context than in the
unison context. The reason for this was probably that the
loop gain for the chord stimuli was fully 14 dB lower than
for the unison stimuli~through a technical oversight!. There-
fore, the prompting choir sound that preceded each token
was noticeably softer in the chord trial, a circumstance which
probably induced the subjects to sing in a softer nuance over-
all. By approaching the microphone, however, they could
still obtain the same SPL of other and the same SOR as in

FIG. 10. Comparison of the relative level of self and of the preferred SOR
between the unison and chord contexts. Each point is a mean of one subject
over 18 tokens. All subjects sang softer~average27.6 dB! in the chord
context~dots!, probably because the loop gain of the synthesized choir was
about 14 dB lower. However, the preferred SOR was much the same as in
the unison context~squares!.

3571 3571J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Sten Ternström: Self-to-other ratios in choir singing



the unison context, if they so wished. In fact, Fig. 11 shows
that while the context factor did have a large effect on the
SPL of self, it had hardly any effect on the preferred SOR.

A perceptive reviewer of this paper suggested that the
effect of context on SOR might yet exist, but be somehow
masked by this change in SPL of self. Also, there remains to
account for the small but significant effect of the loop gain
~Sec. II C!. This prompted me to also examine the effect of
the loop gain on the level of theM signal, being the best
estimate of the SPL of self. On the average, a 3-dB increase
of the loop gain was accompanied by an increase in SPL of
self of about 0.6 dB, and a decrease in preferred SOR of 0.75
dB. Furthermore, this effect was much the same both in the
unison and chord contexts.

If the spectrum slope of self were constant, as for other,
we would expect no effect at all of the SPL of self. However,
the spectrum slope of self is not only more negative than that
of other, but also varies with the SPL of self, with the spec-
trum level gaining about 2 dB at 3 kHz for each 1-dB in-
crease of voice SPL, and only about 0.5 dB in the region of
the fundamental frequency~Fant, 1960!. This spectral behav-
ior was charted in detail for choral voices by Ternstro¨m
~1993!. As the subjects tended to raise their voice SPL a little
with increasing loop gain~supposedly because of the louder
prompt!, the level of self at 2–4 kHz would increase more.
This relative improvement in the feedback might explain
some of the observed reduction in preferred SOR.

If this spectral variation of self is relevant, it may also
explain to some extent why no effect of context on SOR was
observed. The observed decrease in level of self going from
unison to chord (27.6 dB) implies a larger decrease in the
high-frequency region of self~and a smaller decrease in the
level of the frequency region dominated by bone-conducted
feedback!. The larger loss of high frequencies in self might
then cause the subjects to prefer a higher SOR; on the other
hand, going to the chord context should lead to lower SOR
preferences. Perhaps these effects canceled out; although this
would imply a very strong preference for balance at high
frequencies. Since the spectrum slope of self and the relative
contribution of bone conduction were not known, it can be
inferred only that the actual effect of context on SOR should
have been no less than half of this change, or at least 4 dB
down. This would be consistent with our expectations.

E. SOR preferences are narrow

The standard deviation in SOR preference across repli-
cations was only 2.2 dB, including the loop-gain effect dis-
cussed in the previous section. This narrowness of prefer-
ences in SOR is remarkable, not least in view of the fact that
the SPL of choral sounds always has large, random short-
term variations due to beats.

F. Some variance remains unexplained

A theoretical prediction of the SPL of other can be made
by summing the acoustic power of many sources at known
distances. For example, if the output power of all singers is
the same, and if the choir stands in two rows, as is the most
common case in Sweden, the level of other should be only
2–3 dB higher in the center of a choir compared to one end
of the choir. The voice output power tends to be higher for
sopranos and lower for basses than for the other voice types.
If the singers are not crowded together, this difference would
typically lead to higher SOR values inside a soprano section
and lower SOR values in a bass section. These effects, how-
ever, do not seem sufficient to account for the large varia-
tions in preferred SOR observed here.

Small individual variations in hearing might account for
some of the variability. Although no subject reported having
hearing problems, a person can have a hearing loss of 5 or
even 10 decibels and not know it. If the loss were senso-
rineural, it would affect airborne and bone-conducted sounds
alike, and so should not affect SOR preferences. However,
with a conductive hearing loss, SOR preferences should go
down, since other would become weaker, while the bone-
conducted portion of self would be largely unaffected. It
seems that performing standard audiometry on the subjects
would not shed much light on this, since its precision is not
much higher than the SOR variability observed here.

G. Implications for stage design, choral practice, and
choral formation

The two major parameters that control the level of other
in real-life situations are the equivalent absorption area of the
room, which affects the intensity of the diffuse field; and the
intersinger spacing, which affects the intensity of the direct
sound from the other singers. There are also influences of
local voice power variations within the choir and of the total
number of singers in the room. The average preferred SOR
in this experiment was16.1 dB. This is somewhat higher
than a mean actual SOR of13.9 dB that was found earlier
~Ternström, 1994! in the following conditions: a choir of 20
singers spaced by about 0.7 m in a single-row crescent, in a
room with an equivalent absorption area of 65 m2. The SOR
increases when the absorption increases, when the spacing
increases, and when the number of singers decreases. For
similar SOR values, a large choir is likely to require more
floor areaper singerthan a small choir. This of course runs
contrary to what is usually practical.

As shown by Coleman~1994!, singers even in one and
the same choir can vary greatly in their voice output power.
The present experiment has shown that the SOR preferences,
too, vary considerably. While these are complications, the

FIG. 11. SOR values encountered in actual performance inside live choirs,
where singers have little control over SOR~adapted from Ternstro¨m, 1995!.
For comparison with Fig. 8.
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fact remains that singer preferences in a controllable situa-
tion are narrow, suggesting that there is something to be
gained by trying to optimize for SOR. Choir directors might
discuss the issue of hearing oneself with the singers in some
detail, and perhaps ask one singer at a time to explore where
in the choir he or she prefers to stand. Singers with soft
voices will be at a somewhat greater advantage when placed
at the ends of the choir. It is possible, if unconventional, to
experiment with varying amounts of spacing in the center
and at the ends of the choir. The more rows in which the
choir is standing, the greater will be the influence of position
within the choir.

H. Alternative measurement methods

For measuring SOR, theM /S method has several good
properties: it is not affected by the subject’s exact position
and head orientation, nor by room acoustical details. The
absolute levels of self and other do not have to be controlled.
The method can be used in live performance, with little in-
convenience to the measured singer and none to the rest of
the choir. Since I had already collected data in live choirs
using this method, it was the obvious choice also for the
present production experiment. The main disadvantages of
the M /S method are that the self/other discrimination de-
pends somewhat on frequency and that the left–right corre-
lation of other may need to be accounted for. However, both
of these complications can be managed. Also, bone conduc-
tion is neglected, as discussed earlier.

When the other signal is known beforehand, as in this
experiment, other techniques for measuring SOR are, of
course, possible. Two examples will be given.

~1! Place a microphone at one or both ears, and let the sub-
jects stand still or sit throughout. Let them control the
loop gain directly, e.g., using a rotary knob with a bias
that changes randomly for each token. Calibrate the
other level separately and account for the actual loop
gain. The contribution of the subject’s voice to the total
ear-level SPL can be inferred if the other SPL is known
for each stimulus. Since variations in head shape and
exact microphone placement would affect the readings,
this method would require the other SPL alone to be
measured with a silent subject for all subjects and all
unreplicated stimulus sounds. This would significantly
increase the time required per subject.

~2! Since the other signal is known, it is, in principle, pos-
sible to achieve a perfectpost hocseparation of self and
other. For each subject, one would measure the transfer
functions ~or impulse responses! all the way from syn-
thesizer via speakers and room to ear-level microphones;
then record simultaneously the stereo signal of the syn-
thesis and that picked up by the microphones; and finally
deconvolve the other sound from the self sound. This
would have to be done for both the left and right chan-
nels. This method would require the subject to remain
quite still throughout so as not to perturb the transfer
functions. The data processing need not be done in real
time, but would nevertheless be a substantial undertak-

ing for the long durations in this experiment; about 20
min of sound per subject.

IV. SUMMARY

The self-to-other ratio~SOR! preferred by choir singers
when singing stationary tones was measured in a production
experiment, with 23 individual choir singers, using as other a
three-voice ensemble that was synthesized in real time. The
singer subjects could control the SOR while singing. The
task was well understood and the reproducibility was high.

Each subject made 36 adjustments of the SOR, half of
which were sung in a unison ensemble context and the other
half in a four-part chord context. In each context, six stimu-
lus sounds differing in vowel andF0 were replicated three
times each.

The key finding was that the choir singers had quite
narrow preferences for SOR, with a standard deviation
across replications of only62.2 dB. Personal preferences,
however, differed greatly. The average preferred SOR was
16.1 dB, with extremes at21 and115 dB. This is a few dB
higher than average SORs observed in live performance.

Changing from a unison to a four-part chord context
seemed to have no significant effect on the preferred SOR.
However, such an effect may have been masked by system-
atic differences in voice-effort level, which was 7.6 dB lower
in the chord context.

For sopranos, there was no effect of vowel nor ofF0

level. In the other voice types, some vowel effects were sig-
nificant, but interacted in complex ways with context andF0

level. Tenors and basses preferred a somewhat higher SOR
on the upperF0 compared to the lowerF0 .

ACKNOWLEDGMENTS

The participating subjects are gratefully acknowledged.
Monica Thomasson kindly and competently assisted in judg-
ing the synthesis quality. Joakim Westerlund aided us with
the statistical analysis. Several colleagues at KTH contrib-
uted with valuable discussions. My thanks go also to an
anonymous reviewer for diligence and for pointing out the
possible counteraction between the context factor and the
SPL of self. This work was generously supported by the
Swedish Natural Science Research Council and the Bank of
Sweden Tercentenary Foundation.

Coleman, R.~1994!. ‘‘Dynamic intensity variations of individual choral
singers,’’ J. Voice8~3!, 196–201.

Daugherty, J. F.~1996!. ‘‘Spacing, formation and choral sound: preferences
and perceptions of auditors and choristers,’’ Ph.D. thesis, Florida State
University at Tallahassee, School of Music.

Elman, J. L.~1981!. ‘‘Effects of frequency-shifted feedback on the pitch of
vocal productions’’ J. Acoust. Soc. Am.70, 45–50.

Fant, G. ~1960!. Acoustic Theory of Speech Production~Mouton, The
Hague!.

Garber, S. R., Siegel, G. M., and Pick, H. L.~1981!. ‘‘Regulation of vocal
intensity in the presence of feedback filtering and amplification.’’ J.
Speech Hear. Res.24~1!, 104–108.

Howell, P.~1985!. ‘‘Auditory feedback of the voice in singing,’’ inMusical
Structure and Cognition, edited by P. Howell, I. Cross, and R. West~Aca-
demic, London!, pp. 259–286.

Letowski, T., and Caravella, J. M.~1994!. ‘‘Sound levels produced at and in
the occluded ear of the talker,’’ Arch. Acoust.19~2!, 139–146.

3573 3573J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Sten Ternström: Self-to-other ratios in choir singing



Naylor, G. M. ~1987!. ‘‘Musical and Acoustical Influences upon the
Achievement of Ensemble,’’ Ph.D. thesis, Heriot-Watt University, Edin-
burgh, UK.

Ternström, S. ~1993!. ‘‘Long-time average spectrum characteristics of dif-
ferent choirs in different rooms,’’ Voice~United Kingdom! 2, 55–77.

Ternström, S.~1994!. ‘‘Hearing myself with the others-sound levels in cho-
ral performance measured with separation of the own voice from the rest
of the choir,’’ J. Voice8~4!, 293–302.

Ternström, S. ~1995!. ‘‘Self-to-Other ratios measured in choral perfor-
mance,’’ inProceedings of 15th International Congress on Acoustics, ICA
95, Trondheim, Norway, June 1995, Vol. II, pp. 681–684.

Ternström, S., and Friberg, A.~1989!. ‘‘Analysis and simulation of small

variations in the fundamental frequency of sustained vowels,’’ Speech
Transmission Laboratory Quarterly Progress and Status Report 3/1989, pp.
1–14.

Ternström, S., and Sundberg, J.~1988!. ‘‘Intonation precision of choir sing-
ers,’’ J. Acoust. Soc. Am.84, 59–69.

Ternström, S., and Sundberg, J.~1989!. ‘‘Formant frequencies of choir sing-
ers,’’ J. Acoust. Soc. Am.86, 517–522.

Tonndorf, J.~1972!. ‘‘Bone Conduction,’’ inFoundations of Modern Audi-
tory Theory, edited by J. V. Tobias~Academic, New York!, Vol. 2, pp.
197–237.
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The hearing thresholds of two adult manatees were measured using a forced-choice two alternative
paradigm and an up/down staircase psychometric method. This is the first behavioral audiogram
measured for any Sirenian, as well as the first underwater infrasonic psychometric test with a marine
mammal. Auditory thresholds were obtained from 0.4 to 46 kHz, and detection thresholds of
possible vibrotactile origin were measured at 0.015–0.2 kHz. The U-shaped audiogram
demonstrates an upper limit of functional hearing at 46 kHz with peak frequency sensitivity at 16
and 18 kHz~50 dB re: 1mPa!. The range of best hearing is 6–20 kHz~approximately 9 dB down
from maximum sensitivity!. Sensitivity falls 20 dB per octave below 0.8 kHz and approximately 40
dB per octave above 26 kHz. The audiogram demonstrates a wider range of hearing and greater
sensitivity than was suggested from evoked potential and anatomical studies. High frequency
sensitivity may be an adaptation to shallow water, where the propagation of low frequency sound is
limited by physical boundary effects. Hearing abilities of manatees and other marine mammals may
have also been shaped by ambient and thermal noise curves in the sea. Inadequate hearing
sensitivity at low frequencies may be a contributing factor to the manatees’ inability to effectively
detect boat noise and avoid collisions with boats. ©1999 Acoustical Society of America.
@S0001-4966~99!02005-6#

PACS numbers: 43.80.Lb, 43.80.Jz@FD#

INTRODUCTION

Sirenian populations are threatened with extinction
throughout the world. Only four species survive today: the
dugong ~Dugong dugong!, the West African manatee
~Trichechus senegalensis!, the Amazonian manatee~T. inun-
guis!, and the West Indian manatee~T. manatus!. The cur-
rent population of the Florida manatee, a West Indian mana-
tee subspecies~T. manatus latirostris!, is estimated to be
little more than 2500 animals~Florida Department of Envi-
ronmental Protection, unpublished 1996 manatee census!.

With the population threatened, much of the research on
living animals has focused on population biology. Sirenians
have a unique phylogeny and aquatic lifestyle. Being the
only obligate herbivores among the predacious marine mam-
mals, they are of special interest, particularly with regard to
the ontogeny and emergent capabilities of their sensory sys-
tems. Although manatees are readily observed in the wild
and in captivity, few controlled or quantitative behavioral
studies have been undertaken. With the exception of a few
average evoked potential studies~Bullock et al., 1980, 1982;
Klishin et al., 1990!, no controlled quantified tests have been
undertaken to measure the hearing sensitivity of manatees.

Although manatees have the cognitive and physical
prowess to recognize and avoid boats~Gerstein, 1994, 1995;
Hartman, 1979!, individuals are injured repeatedly and often
killed as a consequence of collisions with boats. A manatee
audiogram is thus not only of academic interest, but could

prove essential to developing a strategy to protect this endan-
gered marine mammal.

I. METHODS

A. Subjects

Two captive-born~8 and 9 year old! adult male mana-
tees ~Stormy and Dundee! were used for this study. They
were both approximately 3 m long and each weighed about
400 kg. Complete medical records indicated neither anima
was ever treated with ototoxic medications. Each subject re-
ceived 45 kg of romaine ettuce per day, supplemented with
vitamins and hydroponic sprouts. Preferred food items~mon-
key chow biscuits, carrots, and assorted aquatic plants! were
effective as positive reinforcers during training and testing
sessions.

B. Facilities

The research was conducted at the Lowry Park Zoo in
Tampa, Florida. The manatee facility consisted of five dis-
tinct pools connected by a water filled channel which en-
abled the segregation of Stormy and Dundee from other
manatees and from each other during their individual train-
ing and testing. Watertight wooden gates helped to acousti-
cally insulate the test pool from the adjoining channel and
remote pools. The 492 050l main exhibit pool served as the
test tank. It had an irregular elongated shape, and a variable
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water depth~1m–3m!. Five underwater viewing panels pro-
vided excellent visual recording capabilities, while the ir-
regular sides and bottom surface contour of rocks, ledges,
and logs reduced reverberation levels in the pool to negli-
gible levels for test purposes. Tests were conducted at mid-
depth in 3 m of water, and where all lateral distances ex-
ceeded 3 m. Skimmers, return lines, and drains were turned
off prior to and throughout testing to maintain consistent low
ambient sound pressure levels and eliminate equipment re-
lated transients. Tests were conducted in the evening and
early morning hours, while the zoo was closed, to minimize
operational conflicts and sources of acoustic contamination.
The in-ground facility was approximately 3 miles from the
public highway. Infrasonic tests were restricted to very late
evening and early morning periods in an effort to minimize
contamination from distant ground sources. Signal levels re-
ceived at the listening station were stable with fluctuations
less than 1 dB. The resulting ambient sound pressure levels
in the test tank were below Sea State 0 and proved to be
within tolerances necessary to conduct all of the measure-
ments for an audiogram.

An adjoining 23 m2 underwater viewing area served as
the observation and data collection lab, where all the control-
ling electronics were housed. This research lab had a 0.933
m underwater viewing window as well as interior conduits
for electro-acoustical cabling.

C. Apparatus

The test apparatus consisted of five components~Fig. 1!:
~1! a water filled PVC ‘‘stationing’’ hoop in which the mana-
tee positioned its head toward the transducer;~2! a USRD
H56 hydrophone, used to measure stimulus and background
noise levels inside the hoop, around the subject’s head;~3! a
USRD I-9 or I-13 projector, positioned 1.5 m from the sta-
tioning hoop at a depth of 1.5 m;~4! a structural platform
above the water’s surface from which the transducer and
paddles were suspended into the water; and~5! two sub-
merged PVC response paddles for the animals to push to
indicate the presence or absence of a test signal~each paddle
was an equal distance from the stationing hoop!. The under-
water apparatus was positioned to direct the axis of sound
propagation in the long direction of the pool. This, along
with the irregular nonparallel sides of the pool, helped to
minimize reflections. The stationing hoop positioned the sub-
ject’s head in-line with the transducer with the hydrophone

approximately 20 cm from the manatee’s meatus. With re-
spect to accurately measuring the sound pressure levels re-
ceived at the subject’s ears, the low frequency portion of the
test ~below 1 kHz where the wavelength is greater than 1.5
m! presented no challenge. In this frequency region the
sound pressure level does not vary rapidly laterally so that
measurements made within 20 cm of the manatee head are
accurate measures of the sound at the manatee’s ear. How-
ever, because the sound pressure gradient field near a low
frequency source is enhanced over that for free field, animal
sensations close to a source may be felt rather than heard.
This phenomenon is discussed as a possible interpretation for
improved responses by one subject at frequencies below 0.4
kHz. Regarding the hydrophone position, at higher frequen-
cies the sound from the J9 becomes directional~e.g., at 6
kHz the half-power is 100 degrees! so that no significant
reflection from tank boundaries arrives at the hydrophone
and the sound at the hydrophone is taken to be the sound
heard by the manatee. Real-time spectral monitoring helped
to further insure the integrity of the localized acoustic mea-
surements about the subject’s head.

D. Signals and signal generation

The signal generation and recording equipment~Fig. 2!
was controlled by a 486 DX computer, configured with an
Ariel DSP card and an Alligator Technologies AAF-3, two
channel low-pass filter board to generate and automate the
delivery and recording of acoustic tones and ambient condi-
tions. In addition to low-pass filtering, an in-line external
bandpass filter~Rockland model 852! shaped outgoing sig-
nals. Filtered signals were sent through a Peavey CS1200
power amplifier and projected to the manatees through a
Navy USRD J9 transducer~for signals from 0.1 to 46 kHz!,
and a USRD J13~for signals between 0.015 and 0.1 kHz!.
Pure tone 500-ms sinusoidal pulses having a 100-ms rise
time, a 300-ms steady state peak, and a 100-ms fall time
were repeated twice per second for 4 s resulting in a total of
eight pulses per trial. The slow rise/fall times helped to in-
sure a narrow bandwidth of transients, guarding against
speaker artifacts or ‘‘popping.’’ A USRD H56 hydrophone
recorded ambient and test sound pressure levels at the mana-
tee’s stationing point during each trial. The signals and noise
were monitored with a Textronix T912 dual channel storage

FIG. 1. Diagram of the experimental apparatus and test setup. Manatee~M!;
Stationing hoop~Sh!; Hydrophone~H!; Transducer~T!; Strobe light ~S!;
Research lab~Rl!; Tone paddle~Tp!; No-tone paddle~Np!.

FIG. 2. Signal generation system used in all experiments.
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oscilloscope, and were simultaneously recorded by the com-
puter and with time a coded Nagra IV or Sony DAT10 re-
corder.

E. Data collection

A dedicated audiogram program~‘‘Soundscape’’!, de-
veloped for this study, was used to document behavioral and
acoustic events synchronously~Fig. 3!. This program pro-
vided a real-time spectral and harmonic analysis for each
trial. Monitoring for harmonic distortion was especially per-
tinent when measuring lower frequencies at higher ampli-
tudes to ensure that the subjects did not respond to a har-
monic of the test tone’s fundamental frequency. All manatee
responses were entered into the computer where along with
the corresponding sound pressure levels and spectral infor-
mation they were automatically time stamped. Test sessions
were recorded using a Sony Hi8 video camera~CCD-TR81!
time synchronized with the computer. The videotapes were
indexed by date, test session number, corresponding counter
number, and behavioral comments.

F. Training procedures

Operant conditioning using positive reinforcement was
used to train the manatees to discriminate between the tone
and no-tone paddles and to learn the procedural chain of
behaviors. Using an unambiguous two paddle presentation
with fixed locations, distinct light and dark pattern differ-
ences, and tactual surfaces facilitated a shorter discrimination
training period ~Gerstein, 1994!. The naı¨ve manatees re-
quired six months to learn the necessary paddle discrimina-
tions and procedural behaviors to perform the threshold tests.

To convey a sense of the pace and complexity of the
chain behaviors required, listed are the steps executed during
each test trial for a single reward opportunity:~1! swim to
the experimenter at the surface of the water;~2! station and
wait for a hand signal to start the trail;~3! upon receiving the
hand signal turn, dive and swim to the stationing hoop, 6 m
away and 1.5 m below the water’s surface;~4! place head in
hoop facing the traducer;~5! station inplace, listen, and wait
for the strobe light;~6! after strobe flash, back out of the
hoop and select one of two paddles~tone or no-tone!; and
swim back to the experimenter at the surface for a reward
and/or the start of the next trial. Each trial, from start to
finish averaged 2 min, not including time spent rewarding
the subject between trials. Sessions consisted of 30–80 trials

lasting 1–2 h. Both animals had to be conditioned physically
as well as behaviorally to endure and accept the long test
sessions.

G. Testing procedure

A forced-choice two alternative paradigm was used.
This test required an equal demonstrative action by the
manatees to select either the no-tone or the tone paddle,
which helped minimized selection bias. The experiment used
a double blind presentation of randomized tone and no-tone
trials. Computer-generated lists of modified Gellerman series
~Gellerman, 1933! determined the ordered sequence of on–
off trials. The experimenter working with and reinforcing the
subject at the surface was unaware of the trial sequence and
communicated with the computer operator in the underwater
lab via radio headsets. During testing, the paddles were un-
manned to insure against inadvertent cueing. Once the sub-
ject was stationed inside the stationing hoop, the computer
initiated a randomized tone or no-tone trial sequence. A
strobe light pulsed 2.5 s after the onset of the sequence. The
strobe light signaled the animal to leave the stationing hoop
and select a paddle. Since the manatees required 2–5 s to
back out of the hoop, the delay provided adequate time to
hear a signal, while not penalizing or disqualifying an over
anxious animal which might try to leave prematurely in re-
sponse to the first detectable pulse. After backing out of the
hoop each subject required approximately 5 s toreach either
paddle. When a paddle was pushed with sufficient force, the
subject’s choice was recorded on the computer.

To safeguard against motivational artifacts, a system of
five ‘‘warm-up’’ and five ‘‘cool-down’’ trials was a useful
check on the animals’ reliability. During these trials, the
tonal amplitudes were approximately 15 dB above the ani-
mal’s estimated threshold for each frequency. These indica-
tor trials revealed the subjects’ motivational state at the be-
ginning and end of long sessions. If the subject performed
with 80% or greater accuracy, then he passed this motiva-
tional check and the preceding data were corsidered accurate.
If during warm-up trials the subject’s accuracy was,80%
accurate in paddle selections, then the session was used
for training only. If the subject scored,80% during cool-
off trials, then the session was discarded. Other audiogram
studies have used similar motivational checks and per-
formance criteria~Aubrey et al., 1988; Hall and Johnson,
1972; Johnson, 1967; Schustermanet al., 1972; Schusterman
and Moore, 1978; Thomaset al., 1988, 1990!.

Once a session began, and the animal passed the crite-
rion on the warm-up trials, each successive signal was at-
tenuated in 3-dB steps until the first incorrect response~a
‘‘miss’’ ! occurred. Following a miss, the sound pressure lev-
els were increased in 1-dB steps until the subject responded
correctly~a ‘‘hit’’ !. Sound pressure levels were subsequently
presented in61-dB steps. This up/down staircase method
~Robinson and Watkins, 1973! yielded a series of reversals.
Sessions ranged from 30 to 80 trials until the subject com-
pleted at least 5 reversals. A minimum of 12 reversals with
,3-dB differences measured from two or more consecutive
sessions were averaged to calculate the threshold for each
test frequency. Only one threshold session per subject was

FIG. 3. Flow diagram of data collection and documentation.
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completed per day to avoid behavioral artifacts associated
with successive, repeated measurements~Johnson, 1967!.

Since the manatees’ hearing range and sensitivity were
previously unknown, the first measurements focused on one
subject, Stormy. Thresholds for 19 test frequencies over a
range of 0.15–46 kHz were obtained. After Stormy’s audio-
gram was completed, select frequencies along significant
points of the audiogram were later measured with Dundee. A
total of 8967 test trials were conducted using both subjects;
of these, 1005 were discarded due to session interruptions
from sudden thunderstorms, zoo emergencies, or failure of
the animals to reach behavioral criteria during warm up or
cool down trials. The remaining 7962 trials were used to
estimate the hearing thresholds of both subjects.

II. RESULTS

The thresholds from both subjects were averaged from a
total of 824 reversals~Tables I and II!. The variability be-
tween a hit and miss within each frequency was less than 3
dB for each reversal. The average standard deviation about
each mean threshold is less than 3 dB with a standard error
of less than 1 dB. Both subjects averaged greater than 90%

selection accuracy during control trials~warm-up, cool-
down, and no-tone trials!.

The resulting audiograms for both subjects are U-shaped
curves~Fig. 4!. Dundee’s hearing thresholds are plotted from
0.5 to 38 kHz and Stormy’s from 0.4 to 46 kHz. Both sub-
jects demonstrate a maximum hearing sensitivity of 50 dB
re: 1 mPa at 16 kHz. Stormy also exhibits the same sensitiv-
ity at 18 kHz. The frequency range of best hearing for both
subjects is 6–20 kHz~defined as 9 dB within maximum sen-
sitivity!. Sensitivity decreased approximately 40 dB per oc-
tave above 26 kHz and 20 dB from 0.8 to 0.4 kHz. At 0.4
kHz, thresholds exceed 100 dBre: 1 mPa ~60 dB over am-
bient!.

After three months of probing lower frequencies,
Stormy detected tones lower than 0.4 kHz at thresholds
lower than 100 dBre: 1 m Pa. These detection thresholds
may be the result of vibrotactile sensations caused by acous-
tic particle velocities which are larger~particularly for lower
frequencies! in a spherically spreading sound field than in a
planar field. A conservative interpretation of the maximum
hearing range is 0.4–46 kHz, approximately 6.5 octaves. A
more liberal interpretation would extend from 0.015 to 46
kHz, approximately 11 octaves.

TABLE I. Pure tone underwater thresholds for Stormy.

Frequency
~kHz!

Mean threshold
~dB re: 1mPa!

Ambient noise
~1-Hz band!

Number of
reversals

Std. deviation
~dB re: 1mPa!

Std. error
~dB re: 1mPa!

Percent correct
control trials

Gellerman series
of each test session

0.015 111 68 27 1.46 0.28 85 417,418,420a,420b
0.05 98 68 31 2.62 0.47 88 409,413,415,416
0.1 93 43 33 2.25 0.39 93 303,304,402,404
0.2 93 36 12 1.53 0.44 91 402,404
0.4 102 43 29 1.84 0.34 89 300,301,302,303
0.5 102 43 32 2.20 0.39 90 558a,558b,559a,559b
0.8 82 41 27 1.84 0.35 94 233,234,236a,236b
1.6 72 25 53 2.55 0.37 95 18,191,196,198,526,582a,582b
3 67 25 28 1.97 0.37 92 44,4238,603,604,605
6 58 26 28 1.98 0.45 98 286,288a,288b,289

10 56 26 32 2.52 0.45 98 441a,441b,444,445
12 52 27 31 1.60 0.29 98 291,292,293,294
16 50 28 34 3.25 0.56 98 437,438a,438b,439a,439b
18 50 25 33 3.01 0.52 100 447,449a,449b,450
20 58 26 30 1.68 0.31 95 295a,295b,297,312
26 66 31 13 1.90 0.53 95 309,310,311
32 77 31 30 2.83 0.52 95 315,317,320,325,328
38 88 32 31 3.29 0.59 90 425,426,433a,433b
46 112 33 16 1.94 0.49 85 434a,434b,435

TABLE II. Pure tone underwater thresholds for Dundee.

Frequency
~kHz!

Mean threshold
~dB re: 1mPa!

Ambient noise
~1-Hz band!

Number of
reversals

Std. deviation
~dB re: 1mPa!

Std. error
~dB re: 1mPa!

Percent correct
control trials

Gellerman series
of each test session

0.5 101 43 40 3.27 0.52 90 559a,559b,3828a,3828b
1.6 76 25 30 4.70 0.75 96 555a,555b,103a,103b
3 67 25 26 2.23 0.44 97 552a,552b,2575a,2575b
6 63 26 22 1.96 0.42 100 550,551,4136

12 55 29 47 3.05 0.44 100 541a,541b,542,2202a,2202b
18 53 25 36 2.70 0.45 100 543a,543b,4887a,4887b
26 68 31 34 2.35 0.40 100 545,547a,547b,4668
38 94 31 40 3.28 0.52 87 101,548,549,2547
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III. DISCUSSION

A. Absolute hearing limits

The audiograms and corresponding ambient levels are
presented with Sea State 0 for reference. The ambient noise
was below Sea State 0 and at least 22 dB lower than any
threshold, suggesting little probability of masking at the fre-
quencies presented. The audiograms are good estimates of
absolute hearing.

B. Anatomical and evoked potential studies

The behavioral audiograms demonstrate a higher range
of hearing and greater sensitivity than was predicted from the
anatomical investigations conducted by Kettenet al. ~1992!.
Evaluations of cochlea and middle ear anatomy led to con-
clusions that manatees have a low frequency, ‘‘nonacute’’

ear, with peak frequency sensitivity near 5 kHz and poor
sensitivity throughout their hearing range. The behavioral
audiogram provides no support for the anatomical based as-
sessments; in fact, manatees have peak frequency sensitivity
at 16–18 kHz with a significant gradient of sensitivity
throughout their range of hearing and extended ultrasonic
hearing up to 46 kHz. Furthermore, comparison with other
published marine mammal underwater audiograms suggests
that the manatees have greater peak frequency sensitivity
than most pinnipeds~Fig. 5! and comparable peak sensitivity
with some odontocetes~Fig. 6!.

While the manatees’ high frequency sensitivity extends
beyond the estimates of Kettenet al. ~1992!, ultrasonic sen-
sitivity is not entirely surprising in light of some anatomical,
behavioral, and physiological observations. The manatees’
upper frequency limit defined by the behavioral audiogram is

FIG. 4. Underwater audiograms. The
audiograms are plotted for Dundee
~h! and Stormy~d!. Stormy’s sus-
pected ‘‘vibrotactile’’ detections be-
low 0.4 kHz are indicated~s, dotted
line!. The accompanying ambient
noise in the pool is plotted in 1-Hz
bands and referenced with Sea State 0.

FIG. 5. Comparison of manatee and
pinniped underwater audiograms. The
manatee audiogram drawn from
Stormy and Dundee is presented with
published pinniped audiograms. The
shallow water ambient curve is a com-
pilation of measurements from varied
coastal areas and harbors presented in
Urick ~1983!. Sea State 0 and thermal
noise curves are referenced to illus-
trate low noise levels in shallow and
deep water environments.
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consistent with the Heffner and Masterton~1980! regression
which successfully plots the behavioral upper frequency lim-
its of an array of mammalian species. Both manatee subjects
have the same size heads with intermeatal distances of 390
mm. Using the intermeatal distance~divided by the speed of
sound in water! the functional interaural distance or esti-
mated delta-t for both subjects is 260ms. The Heffner and
Masterton line predicts the manatees’ upper hearing limit
would approximate 46 kHz. Functional ultrasonic hearing is
also suggested by the spectral content within some manatee
vocalizations. Amazonian manatees have calls with harmon-
ics as high as 32 kHz~Bullock et al., 1980!, and more recent
recordings of West Indian manatee vocalizations reveal sig-
nificant acoustic energy above 22 kHz~Gerstein, 1995!.
Bullock et al. ~1982! also provided direct physiological evi-
dence for ultrasonic sensitivity in West Indian manatees.
They measured the auditory evoked potentials~AEP! of four
West Indian manatees from 0.4 to 35 kHz. Bullock noted
that the headphones used for the study were frequency lim-
ited and that sensitivity could have been higher than 35 kHz.
While the AEP data and behavioral audiogram are consistent
with regard to hearing at 35 kHz, Bullocket al. ~1982! also
noted the most effective frequency was only 1–1.5 kHz in
the West Indian manatee and 3 kHz in the Amazonian mana-
tee~Bullock et al., 1980!. These frequencies are significantly
lower than 16- and 18-kHz peak sensitivity measured in the
behavioral audiograms. However, since the evoked potential
waveforms were not the same across frequencies, relative
sensitivity estimates using AEPs are not reliable. The authors
conceded that their AEP data had greater utility as a gross
indictor of conspicuous hearing limits than use as a scalar of
relative frequency sensitivity. Bullocket al. ~1982! note that
their ‘‘most notable finding’’ was ultrasonic detection
‘‘clearly to 35 kHz’’ and possibly higher.

Following the AEP work, Klishinet al. ~1990! recorded
auditory brain-stem responses~ABR! from an Amazonian
manatee~Trichechus inunguis! up to 60 kHz. Klishinet al.

~1990! unlike Bullocket al. ~1980, 1982! did not use contact
headphones and projected auditory stimuli underwater in a
small water filled bath where the manatee was suspended. An
ABR audiogram was obtained from 5 to 40 kHz. While the
general shape of the ABR audiogram and the range of best
hearing from 5 to 20 kHz are consistent with the West Indian
manatee behavioral audiogram, the overall sensitivity is sig-
nificantly less. The Amazonian manatee exhibited weak
ABRs at significantly higher signal thresholds than odonto-
cetes and pinnipeds~Forbes and Smock, 1981; Popov and
Supin, 1990; Ridgwayet al., 1981; Watkins and Wartzok,
1985!. Although ABRs are weaker than those obtained with
odontocetes and pinnipeds, varied test conditions make rela-
tive magnitude based comparisons ambiguous especially be-
tween different taxa. Attenuation of electrical fields through
the manatees’ denser skull, as well as differences in electrode
placement with respect to the manatees’ peculiar brain orga-
nization ~Reep and O’Shea, 1989!, may significantly effect
ABR amplitudes. However, such comparisons among indi-
viduals of the same or closely related species may be useful,
especially when consistent measurements are recorded. De-
spite methodological differences between the Bullock and
Klishin investigations, both far-field and cortical electrical
potentials were conspicuous at ultrasonic frequencies~up to
a minimum of 35 kHz! in both West Indian and Amazonian
manatee subjects.

C. Interspecies comparisons

A comparison of the manatee behavioral audiogram with
other marine mammals shows a shared increase in sensitivity
with pinnipeds and odontocetes to frequencies between 10
and 26 kHz. This shared sensitivity among marine mammals
could be a convergent adaptation to exploit low noise condi-
tions underwater. Although active echolocating odontocetes
hear frequencies.46 kHz, they share a common sensitivity

FIG. 6. Comparison of manatee and
odontocete underwater audiograms.
The manatee audiogram is averaged
from Stormy and Dundee and pre-
sented with published pinniped audio-
grams. The shallow water ambient
curve is a compilation of measure-
ments from varied coastal areas and
harbors presented in Urick~1983!. Sea
State 0 and thermal noise curves are
referenced to illustrate low noise lev-
els in shallow and deep water environ-
ments.
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with nonecholocating marine mammals. The killer whale
~Orcinus orca! and manatee audiograms demonstrate respec-
tive peak hearing sensitivity near 16 kHz. When looking at
Fay’s ~1988! compilation on hearing in vertebrates, one is
struck by the similarities rather than the differences in ma-
rine mammal hearing. Therefore, it is not unreasonable to
expect manatee hearing to be similar to other marine mam-
mals. In Fig. 7 we have drawn third order polynomial curves
for published underwater audiograms of cetaceans and pin-
nipeds. These arbitrary curves are meant to illustrate a gen-
eral trend in sensitivity, are not drawn to represent absolute
values, and should be viewed as a gross best fit estimate of
the hearing curves for these marine mammals. The pinnipeds
are amphibious marine mammals and, although they have
extended high frequency hearing, their peak sensitivity is not
as acute as the obligate marine mammals. Manatee hearing
lies between that of the pinnipeds and fully aquatic echolo-
cating odontocetes. Convergence in sensitivity may be a
function of similar background levels underwater. An addi-
tional phenomenon that might have shaped the hearing of
coastal marine mammals is theLloyd Mirror Effect. In mod-
erate to calm seas and shallow water areas, this underwater
sound interference pattern can significantly attenuate propa-
gation of sound near the surface. Destructive and construc-
tive waves generated near and reflected off the surface can
effectively cancel low frequencies. TheLloyd Mirror Effect
predicts the sound pressure level at the surface approximates
~0! zero, because the ocean’s surface is a pressure-release
boundary that is free to move in response to pressure in the
water. The increase of pressure away from the ocean’s sur-
face is proportional to frequency, with pressure at shallow
depths being inversely proportional to wavelength and thus
proportional to frequency~the lower the frequency the
smaller the acoustic pressure near the surface!. The details of
these fluctuations at short distances depend on many factors,
most important of which are ocean depth, bottom shape and
density, and surface roughness. Marine mammals repeatedly
surface to breathe, and many rest and cavort near the surface

for extended periods in relatively shallow coastal zones. If
near-surface underwater acoustic communication had selec-
tive advantages, theLloyd Mirror Effect might also have
pressured marine mammals, and particularly manatees, to
evolve higher frequency hearing. Acoustic pressure-based
communication, particularly low frequency vocalizations
generated near the surface, would be ineffective over mod-
erate distances, and would require higher frequency sounds
in order to propagate greater distances near the surface. Al-
though manatees are herbivorous, and their unique lifestyle
exposed them to different selective pressures than other ma-
rine mammals, their passive hearing sensitivity at higher fre-
quencies may reveal a convergent adaptation with other ma-
rine mammals to the shared challenges of a noisy
environment.

D. Low frequency detection

While both manatees demonstrated moderate low fre-
quency sensitivity, their hearing sensitivity fell approxi-
mately 20 dB per octave below 0.8 kHz, and at 0.4-kHz
amplitudes had to be.100 dB re: 1 mPa. Because of the
phylogenetic relationship which manatees have to elephants
~Simpson, 1932! and speculation of shared low frequency
hearing ~Reynolds and Odell, 1991!, we were particularly
interested in infrasonic frequencies. Consequently, we spent
several months probing both subjects’ hearing below 0.4
kHz. Stormy was able to detect frequencies below 0.4 kHz
only after months of repeated trials. The improved sensitivity
at frequencies,0.4 kHz suggests that Stormy either
switched detection strategies from hearing to feeling, or
somehow became even better at listening. Stormy was re-
tested at 1.6, 0.8, 0.5, and 0.4 kHz to see if he would dem-
onstrate increased sensitivity for these frequencies as well.
However, his threshold at these frequencies did not change,
and indicated that his performance at 0.2, 0.1, 0.05, and
0.015 kHz was not an artifact of improved task proficiency.
It is possible that he switched from hearing to feeling. Al-

FIG. 7. Best-fit curves of sirenian,
pinniped and odontocete audiograms.
Third order polynomial curves are
drawn from the audiograms referenced
in Figs. 5 and 6. These curves are ac-
companied by shallow water and noise
curves from Urick~1983!.
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though both animals were motivated to receive their much
prized monkey chow rewards, Dundee—who was trained to
listen—never made the cognitive leap to switch detection
modes.

Reepet al. ~1989! recently discovered cortical special-
izations unique to Sirenia, which are believed to be associ-
ated with perioral tactile function and sensation. In light of
this proposed cortical specialization, and the manatees’
readily observed exploratory tactile behavior, neural commit-
ment for tactile sensory input and processing is probably
highly developed. Manatees also have short hairs uniformly
spaced over their body, and while no sensory function has
been demonstrated, mechanoreception possibilities have
been suggested~Reynolds, 1979!. If these hairs can detect
particle displacement near the projector where acoustic par-
ticle velocity is larger than in a plane wave field, it could be
one possible explanation for Stormy’s behavioral response
and improved performance below 0.4 kHz. The video log
revealed that Stormy consistently rotated his body on axis
;45 degrees to the left, and bent his head down while lis-
tening in the hoop during these low frequency sessions. This
posturing was not exhibited for frequencies.0.4 kHz. Since
sessions began with warm-up trials, which were approxi-
mately 15 dB above suspected thresholds, the subjects were
sensitized at the start of each session as to what frequency
they would need to listen for. Therefore, if Stormy had in-
deed learned to switch detection strategies, he did so selec-
tively at frequencies below his hearing, and did not exhibit
this turning posture during a session testing tones.0.4 kHz.
Perhaps Stormy was able to utilize a vibrotactile response,
which is stimulated by acoustic particle velocity.

Manatees inhabit shallow water where particle motion
detection is more useful near the waters’ surface, where
sound pressures are low due to theLloyd Mirror Effect. In
the near field, vibrotactile receptors may be stimulated, caus-
ing one to assume that sound receptors have been stimulated.
A good method of determining if vibrotactile effects are
present in audiograms is to measure at two different trans-
ducer distances, as particle velocity falls off more rapidly
than sound pressure in diverging acoustic fields and consis-
tent results may not be obtained. For this study, a J13 trans-
ducer provided a technical solution to projecting in-water
low frequency and infrasonic signals in a shallow~3-m! pool
as opposed to generating in-air signals and projecting them
down through the water~e.g., Aubreyet al., 1988!. The tol-
erances of the J13, combined with the distance the subjects
were from the source and the distance from the surface,
helped avoid harmonic and reflective distortions, but at the
same time made increased distance measurements impracti-
cal.

Aside from vibrotactile responses, other possible expla-
nations for Stormy’s increased detection could be related to
the selective low frequency resonance of air-filled sinuses in
his head, body cavity, or lungs, or perhaps, enhanced bone
conduction~via the manatees’ spongy zygomatic process!, as
was first suggested by Bullocket al. ~1982! and later Ketten
et al. ~1992!.

It is of coincidental interest that Stormy’s improved de-
tection was best at 0.1 and 0.2 kHz, the range for lateral line

particle displacement detection in fish~Fay, 1988; Tavolga
and Wodinsky, 1963; Cahnet al., 1969!. Although shifts in
audiograms from hearing to feeling are common in fish, few
observations have been reported in marine mammals; Turl
~1993! with a bottlenose dolphin and most recently by
Kastak and Schusterman~1998! in two sea lions.

E. Ecological consequence

Manatees may be well adapted for listening in the sea
and, in particular, shallow water environments, but they ap-
pear poorly suited to detect the dominant low frequency
sounds produced by boats near the surface. Given the mana-
tees’ limited low frequency hearing sensitivity, it is likely
that manatees have difficulty detecting, as well as locating
approaching boats from safe distances. At only 0.5–2 m
from the waters’ surface~a zone at which manatees are vul-
nerable to collisions with boats!, low frequencies generated
near the surface are significantly attenuated and can drop
below or become indistinguishable from background levels.
The complications of theLloyd Mirror Effect for manatee
hearing and awareness of sound are serious: The manatee’s
ability to hear low frequency sounds from a boat, especially
frequencies generated by the blade rate of a propeller, is at its
worst when the manatee is at the surface and thus most vul-
nerable. Exploitation of the manatees’ optimum hearing sen-
sitivity with a high frequency directional acoustic beacon
would provide both directional and distance cues to the
manatee and therefore might help reduce moralities associ-
ated with boats. Additionally, since both manatees and other
marine mammals~including large whales! must cope with
the Lloyd Mirror Effect, it is possible that ship collisions
with large whales at sea are related to the attenuation of the
very low frequency propeller noise generated near the sur-
face by commercial and military ships. Similar exploitation
of a high frequency beacon could provide valuable acoustic
spatial and distance cues to other marine mammals, since
they are exposed to the same phenomenon and related eco-
logical dangers as manatees near the water’s surface in shal-
low coastal zones.

IV. CONCLUSIONS

The West Indian manatee exhibits the typical mamma-
lian U-shaped audiogram. Frequency sensitivity increased
from 0.4 kHz to a trough of maximum sensitivity between 6
and 20 kHz~9 dB from maximum sensitivity!. From these
data a conservative estimate of the maximum hearing range
for the West Indian manatee is from 0.4 to 46 kHz—the
points where hearing sensitivity is 60 dB down from peak
sensitivity. Hearing sensitivity dropped approximately 40 dB
per octave above 26 kHz and approximately 20 dB per oc-
tave below 0.8 kHz.

There remain many endangered animals for which be-
havioral audiograms do not exist but for which management
decisions need to be or are being considered. As this study
demonstrates, assessments and predictions of functional
hearing based upon morphometric data should be viewed
cautiously, as the sound reception pathways and physical im-
pedance characteristics of anatomical structures, as well as

3582 3582J. Acoust. Soc. Am., Vol. 105, No. 6, June 1999 Gerstein et al.: Manatee audiogram



neural processes, have not been identified or adequately mea-
sured in the manatee or the large whales. Results of this
study remain our best estimate of what manatees hear. Forth-
coming measurement of the manatees’ critical ratios, critical
bands, and directional sensitivity will provide further under-
standing of the sensory abilities of this unique marine mam-
mal, and perhaps offer a means by which to help protect
them in the wild.
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Combustion instability accompanied with low-frequency oscillations is one of the typical
phenomena in a ducted flame burner. This is due to the interaction between unsteady heat release
and the sound pressure field known as thermoacoustic feedback. A parametric study was carried out
through measurements of acoustic pressure and flame radiation at various conditions not only to
elucidate the effect of Reynolds number and equivalence ratio on thermoacoustic oscillation, but
also to understand the mechanism of the onset of thermoacoustic resonance in a ducted flame
burner. The results explain that equivalence ratio has significant effects on the magnitude of
pressure and heat fluctuation as well as the fundamental frequency. It is also found that the onset of
thermoacoustic resonance is strongly affected by the interacting mechanism between acoustic
energy and heat release. ©1999 Acoustical Society of America.@S0001-4966~99!03306-8#

PACS numbers: 43.28.K1, 43.50.Nm@LS#

INTRODUCTION

Thermoacoustic oscillation is one of the typical phenom-
ena in a ducted flame burner, and is usually accompanied
with severe vibration and noise. This low-frequency oscilla-
tion with high amplitude can result in structural damage or
deterioration of the performance of the subsidiary system.
Thus the understanding of physics in thermoacoustic oscilla-
tion has great importance in both combustor design and noise
control.

Different from turbulent combustion noise, the spectrum
of the thermoacoustic oscillation shows discrete frequency
behavior. The noise is mainly caused by the interaction be-
tween the unstable heat release and the sound field—which is
called thermoacoustic feedback. If the energy release by
combustion and the pressure fluctuation are in phase, ther-
modynamic and acoustic energy are fed to each other and
then the amplitude of oscillation increases remarkably.
Rayleigh1 explained that thermoacoustic resonance occurs if
the Rayleigh index becomes positive. The Rayleigh index
G(x) can be expressed as

G~x!5
1

T E
T
q8~x,t !p8~x,t !dt, ~1!

where T is the instability period,q8 is the unsteady heat
release,p8 is the pressure fluctuation,x is the axial location,
and t is the time. Although many papers2–6 concerning this

phenomenon have already been published, some fundamen-
tal questions regarding the effects of flow and combustion
parameters on the onset of thermoacoustic resonance still
remain to be investigated. For example, Heitoet al.6 found
that the equivalence ratio has a crucial effect on the onset of
oscillation, but no further explanation about the relationship
between equivalence ratio and heat release or pressure fluc-
tuation was given. Understanding the onset of thermoacous-
tic resonance requires detailed measurements of acoustic
pressure and unsteady heat release with variations of physi-
cal parameters. Therefore, in the present study, a parametric
study was carried out through measurements of acoustic
pressure and flame radiation at various conditions, to eluci-
date the effect of physical parameters, such as Reynolds
number and equivalence ratio, on the onset of thermoacous-
tic oscillation in a ducted premixed flame burner.

I. BRIEF DESCRIPTION OF EXPERIMENT

A schematic sketch of the experimental setup to simu-
late thermoacoustic oscillation is shown in Fig. 1. It is a
Rijke-type burner with a premixed flame across the entire
cross section in the lower half~approximately at the quarter
position! of the pipe having a diameter of 60 mm. The total
length of the pipe was 1 m, and a short quartz pipe was
installed at the location of the flame to observe flame oscil-
lation and measure the light emission. Bundles of fine stain-
less steel pipes 2 mm in diameter were used for a flow
straightener as well as flame holder. A decoupling chamber
(60l ) was installed for stabilizing airflow and for sufficienta!Electronic mail: solee@plaza.snu.ac.kr
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premixing of the fuel~propane! and oxidizer. Sound pressure
level was measured by a B&K 4134 condenser microphone
located at the middle of the pipe. Since the temperature of
the pipe was so high, an acoustic waveguide was utilized
instead of flush mounting of the microphone to the wall of
the tube. The acoustic signal measured by the sensor was
transferred via a preamplifier to a B&K 3550 FFT analyzer.
A thermocouple was also installed to measure the time-
averaged~mean! temperature at the same time.

In the combustion region, there exist light emissions
from free radicals. Among them,C2 light emission intensity
from the flame can be interpreted as an extent of unsteady
heat release.7,8 To measure theC2 emission intensity only, a
Hamamatsu R943-02 photomultiplier tube~PMT! was uti-
lized with an optical filter, whose peak transmission wave-
length is 516.4 nm.

II. RESULTS AND DISCUSSION

Figure 2 shows the pressure spectra of acoustic oscilla-
tion as a variation of Reynolds number at a fixed equivalence
ratio of F51.0. The measured fundamental frequency was
far from the theoretical value~ f c5c/2L! evaluated approxi-
mately with the geometry and a given temperature, which
implies that this phenomenon is obviously nonlinear.

The largest magnitude of oscillation was obtained for
the fundamental mode, and was over 20 dB stronger than the
following higher harmonics. With a limited variation of Rey-

nolds number~from 3000 to 9000 due to the limitation of the
burner capacity!, the magnitudes of pressure peaks were not
very sensitive to the flow rate. The broadband noise in-
creased slightly by turbulence as Reynolds number in-
creased, and as a consequence, total sound pressure level
increased by 1–2 dB.

Figure 3 shows the variation of the mean temperature
~time-averaged temperature measured by a thermocouple at
the middle of the pipe! at the onset of strong thermoacoustic
oscillation with respect to equivalence ratio~F50.8–1.6!.
This figure clearly shows that at lean mixtures the oscillation
starts at relatively higher mean temperatures than at rich
mixtures. In the process of initiating a resonant oscillation,
the mean temperature should be raised to a minimum~or
threshold! value as shown in Fig. 3. To understand the de-
tailed mechanism, the time traces of the pressure spectra dur-
ing the process of starting a resonance were measured as
shown in Fig. 4. For a lean mixture~F50.8!, resonance
started at a relatively higher mean temperature~about
1000 °C atL/2!. With an onset of oscillation, the mean tem-
perature suddenly dropped down to 750–800 °C, and then
recovered again until a terminal mean temperature was at-
tained. During this process, the fundamental frequency and
its harmonics also suddenly shifted down and came back, as
shown in Fig. 4~a!. Before the thermoacoustic resonance ini-
tiated, there existed weak tonal noise~at least 30 dB weaker
than in the resonance case!. In this case, flame oscillations

FIG. 1. Schematic sketch of the experimental setup.

FIG. 2. Pressure spectra at the middle of the pipe~f51.0!.
FIG. 3. Resonance-starting mean temperature at the middle of pipe with
respect to equivalence ratio.
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and PMT signals are rarely observed, therefore, it can be
regarded as a transient state rather than a driving state.

As the equivalence ratio increased, the mean tempera-
ture required for the development of oscillations decreased
rapidly. Since the resonance-starting temperature was rela-
tively low for a rich mixture~F51.3!, no temperature drop
was found in this range. As shown in Fig. 4~b!, frequencies
of pressure spectra shifted up monotonously with a tempera-
ture rise. The above results explain that the mechanism of an
onset of thermoacoustic oscillation is strongly affected by
equivalence ratio. It is also worthwhile to note that a critical
requirement for the development of thermoacoustic oscilla-
tion is that the heat energy should be sufficient to overcome
the energy loss from the system. At a lean mixture, the en-
ergy gain through the cycle is smaller~than at a rich mixture!
since heat release is smaller. Therefore, the lean mixture case
takes more time to reach the critical energy level to excite a
resonant oscillation. Consequently, the oscillation-starting
temperature of a lean mixture is higher than that of a rich
mixture case. From Fig. 4, one can notice that, at a lean
mixture, the system needs an additional energy shift from
heat energy to excite resonance at an earlier stage of oscilla-
tion. This is the reason that the temperature~frequency! de-
creased at first, then increased again as the system gained
energy. On the other hand, in the rich mixture case, the sys-
tem did not need a shift from heat energy to mechanical
energy for exciting a resonance since the system already had
a sufficient amount of energy.

To verify this idea, the unsteady heat release was also
measured sinceC2 emission intensity can be interpreted as
an index of unsteady heat release. Results of microphone and
photomultiplier measurements are shown in Fig. 5~a!. It con-
firms that the two signals oscillate with the same fundamen-
tal frequency and its harmonics. Figure 5~b! shows the varia-
tions of unsteady heat release, pressure fluctuation, and
Rayleigh index with respect to equivalence ratio. To calcu-
late the Rayleigh indexG(x) from the measurements, the
integral of Eq.~1! has been expressed in the frequency do-
main:

G~x!5E uSpqucosupq dV. ~2!

In this equation,Spq and upq are the cross spectrum and
phase difference between the pressure and heat release, re-
spectively, and theV is the volume of the flame.

Heat release was relatively small for a lean mixture,
whereas the pressure fluctuation is large. It showed a re-
versed tendency for the rich side. In other words, pressure
fluctuation is more dominant than heat fluctuation for a lean
mixture, whereas heat fluctuation is more dominant for a rich
mixture. This is a slightly surprising result because, in a lean
mixture, a higher sound pressure was obtained in spite of
smaller heat release than at a rich mixture. It could be ex-
plained as follows: the system energy gain is a product of
pressure fluctuation and unsteady heat release. With a fixed
condition, the total energy gain or Rayleigh index should be
maintained at almost a constant value. Otherwise, the system
gains more energy until it bursts~the index keeps increasing!
or loses energy to be out of resonance~the index keeps de-
creasing!.

III. CONCLUSIONS

The results of this study are summarized as follows:

~1! The Reynolds number is not a sensitive parameter for
both the maximum pressure peak and the fundamental

FIG. 4. Time histories of pressure spectra during resonance-starting process
~time step: 0.5 s!.

FIG. 5. ~a! Spectra of pressure fluctuation andC2 emission rate~f51.0!. ~b!
Variation of pressure fluctuation,C2 emission, and Rayleigh Index with
respect to equivalence ratio.
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frequency of thermoacoustic oscillation in a Rijke-type
burner. On the other hand, equivalence ratio has a strong
effect on the maximum pressure fluctuation and the fun-
damental frequency of thermoacoustic resonance.

~2! To initiate a thermoacoustic resonance, a certain level of
system energy should be required. This is why, for a lean
mixture, oscillation starts from a higher mean tempera-
ture ~than at a rich mixture! and then a sudden tempera-
ture drop exists in its initial phase of thermoacoustic
resonance.

~3! The product of acoustic pressure fluctuation and un-
steady heat release~the Rayleigh index! should be main-
tained in the thermoacoustic resonance process.
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